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Abstract
Non-technical losses (NTL) is a problem that many utility companies try to solve, often 
using black-box supervised classification algorithms. In general, this approach achieves 
good results. However, in practice, NTL detection faces technical, economic, and transpar-
ency challenges that cannot be easily solved and which compromise the quality and fair-
ness of the predictions. In this work, we contextualise these problems in an NTL detection 
system built for an international utility company. We explain how we have mitigated them 
by moving from classification into a regression system and introducing explanatory tech-
niques to improve its accuracy and understanding. As we show in this work, the regression 
approach can be a good option to mitigate these technical problems, and can be adjusted in 
order to capture the most striking NTL cases. Moreover, explainable AI (through Shapley 
Values) allows us to both validate the correctness of the regression approach in this context 
beyond benchmarking, and improve the transparency of our system drastically.

Keywords  Non-technical losses · Explainability · Regression · Classification · Robustness

1  Introduction

The services provided by energy companies are essential to societies, but are rather expen-
sive: the necessary infrastructure to provide them includes power plants, kilometres of 
pipes and lines, and millions of meters, whose economic cost is covered by the bills paid 
by the companies’ customers and, in many cases, also taxes.

Another less visible cost that these companies face are the energy losses, i.e., the gap 
between the energy provided and the energy billed to the customers. The energy losses caused 
by the physical properties of the power system components are referred to as Technical Losses 
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and cannot be easily avoided. In contrast, the losses caused by meter malfunctions and fraudu-
lent customer behaviours, known as non-technical losses, correspond to losses that the com-
pany aims to eradicate.

Companies usually perform a pre-selection of suspicious cases of NTL to be visited by a 
technician (an activity known as campaign) to check if the installation is correct. In the past, 
the customers’ pre-selection was based on simple rules indicating an abnormal consumption 
behaviour according to the stakeholder’s knowledge (e.g., an abrupt decrease of consumption). 
This approach usually had a low success rate because these behaviours can often be explained 
by other reasons besides fraud, for instance, a long convalescence in a hospital. Nowadays, 
in the era of big data and machine learning, utility companies exploit the data available in 
their information systems and combine them with other contextual information to design more 
accurate campaigns, including statistical and machine learning-based techniques.

One of these systems is the NTL-Detection classifier system we have implemented for an 
international utility company from Spain (Coma-Puig et al. 2016; Coma-Puig and Carmona 
2019). This consists of a supervised classification approach in which the system learns from 
historical NTL cases (and non-NTL cases) a model to predict how suspicious a customer is at 
present. As we explain in Sect. 2, this approach is very common in the literature, as it allows 
automating the generation of campaigns.

After several years of working in our system, we detected that this approach faces several 
challenges that cannot be easily solved, and which compromise the quality and fairness of the 
predictions. From a technical point of view, our system lacked robustness due to data-related 
problems, a common problem in the existing NTL literature (Glauner et al. 2017). Remark-
ably, the trade-off between the energy recovered (i.e. the energy that should be charged for the 
NTL cases detected) and the campaign cost (sending technicians to check selected meters) 
was often unsatisfactory. Finally, the use of black-box algorithms compromised the transpar-
ency of our system.

This work proposes a novel approach to detect NTL cases: a predictive regression system, 
where the prediction target is the amount of energy recovered for each NTL case. In theory, 
the change from classification to regression means establishing a priority among our NTL 
cases, making the supervised algorithm focus on the variables related to customer consump-
tion. According to the experiments described in Sect. 4, the results confirm that the regression 
approach is a valid alternative to classification when there exist problems in terms of energy 
recovered and system robustness. Classification is the most common approach in the literature.

Moreover, our analysis beyond benchmarking confirms the correctness of the regression 
model in terms of explainability: we report that regression learns better and more reliable pat-
terns than our previous classification system. To this end, we analyse both models using the 
SHAP library (Lundberg and Lee 2017) to determine the contribution of each feature value in 
each prediction through Shapley Values (Shapley 1953). This work is the first one to show the 
use of Shapley Values in analysing the correctness of an NTL detection model.

Finally, Sect. 6 concludes the paper and analyses the benefits of using regression and an 
explainability algorithm in detecting NTL. It also provides research lines for the future.
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2 � Related work

2.1 � Related work in NTL

Our approach of using a black-box classification algorithm to detect NTL cases is very 
common in the literature.

From the approaches that use Ensemble Tree Models, we would like to highlight 
(Buzau et al. 2018), a similar approach to ours (it uses Gradient Boosting models and is 
also implemented in Spain). Another option used to detect NTL is the Support Vector 
Machine (SVM). In general, SVM-based solutions use as kernel the radial basis func-
tion (e.g. (Nagi et al. 2009) and its update (Nagi et al. 2011), the latter including Fuzzy 
Rules to improve the detection), and the sigmoid kernel (e.g. Depuru et  al. 2013). In 
Costa et al. (2013), Pereira et al. (2013) and Ford et al. (2014) three examples of using 
neural networks to detect NTL are described. Artificial Neural Networks (ANN) are 
very popular in Machine Learning, and this is apparent in the NTL detection literature, 
where several examples of systems that use ANN can be found. The classical approach 
in the literature is the ANN with several layers and back-propagation, but there are also 
examples of extreme learning machines (i.e. feedforward neural networks with nodes 
that are not tuned) (Nizar et al. 2008). Finally, there exist in the literature several exam-
ples of using Optimal-Path Forest Classifier (Papa et al. 2009) to detect NTL. The works 
in Ramos et al. (2011b, 2018) are examples of this rather new non-parametric technique 
that is grounded on partitioning a graph into optimum-path trees and shares similarities 
with the 1-Nearest Neighbour Algorithm (Souza et al. 2014). Other algorithms used to 
build supervised models to detect NTL are the k-nearest neighbour (a technique used in 
general as a baseline model to compare the proposed approach, as can be seen in Ramos 
et al. 2011a), or Rule Induction (e.g. León et al. 2011)

In contrast to the aforementioned supervised techniques, there are also other different 
approaches to detect NTL cases; in Badrinath Krishna et al. (2015) and Angelos et al. 
(2011) there are two examples of using clustering; in Cabral et  al. (2008) there is an 
example of using unsupervised neural networks (Self-Organizing Maps). In Spirić et al. 
(2015) and Liu and Hu (2015) there are two examples of using unsupervised methods 
that focus on statistical control to detect NTL cases, and in Monedero et  al. (2012) a 
Bayesian Network is implemented, an approach that guarantees the interpretability of 
the directed acyclic graph.

In addition to the previous data-oriented solutions, the existence of sensors and smart 
grids allow other non-data solutions. For instance, Kadurek et  al. (2010) presents an 
approach for analyzing the load flow; and in Xiao et al. (2013) a group structure is pro-
posed with a head smart grid (referred to as inspector) that controls the sub-meters (i.e. 
the customers’ meters), an approach that facilitates the detection of NTL in highly popu-
lated cities.

In Messinis and Hatziargyriou (2018) there is a survey that summarises the 
approaches seen in the literature, including data-oriented solutions (i.e. supervised and 
non-supervised approaches), network-oriented and hybrid.

In conclusion, several complementary techniques are available in the literature. We 
believe some of them can be combined (e.g. outlier detection as a preprocessing step) to 
improve NTL detection’s overall performance.
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2.2 � Related work in robustness and explainability

The main challenge that a predictive model faces is the quality of data. If the data does 
not properly represent reality, then it is challenging to guarantee reliability, accuracy or 
fairness in the predictive model (Saria and Subbaswamy 2019; Yapo and Weiss 2018). 
In some cases, the problem is bias-related, and if there is a feedback loop (i.e. the model 
learns based on its previous predictions), the bias is aggravated in each new prediction 
made (Mehrabi et al. 2019; Mansoury et al. 2020). In other cases, the problem is related 
to the fact that the dataset evolves over time. Therefore, the labelled instances from the 
past could not represent the actual customers at present (i.e. Concept Drift Tsymbal 
2004). Moreover, there are also model-related problems that could hinder the robustness 
of a predictive model. The main reason for these problems is that the algorithm does 
not learn causal patterns but correlations (Pearl and Mackenzie 2018). These correla-
tions might not be robust patterns. All these problems cannot be easily controlled and 
mitigated if the predictive model is a black-box algorithm (e.g., Deep Learning or the 
Ensemble Tree Models).

Over the last few years we have seen an effort in the machine learning community to 
build methods and algorithms to explain through human-understandable information (i.e. 
textual, numerical or visual explanation) how the black-box algorithms learn. The process 
of explaining a prediction can be summarised as follows: being M the supervised model 
trained with labelled data {(x1, y1), ..., (xn, yn)} , where xi = {vi1, vi2, ..., vim} is the feature 
vector and yi the label to predict, the explanatory model E aims to provide an explanation 
of how each vi influenced the prediction, i.e., if the value of the feature was relevant to 
the prediction made. This generic description fits differently, as explained in Arrieta et al. 
(2020), depending on the algorithm used, the task to be automatised and the method used 
to explain the model. For this work we focus our explanation on the methods tested for 
our system, i.e. Feature Importance, LIME and SHAP, post-hoc solutions for an Ensemble 
Tree Model. Hereunder there is a brief description of each method:

Feature Importance In Tree Models (e.g. a boosting of trees), the Feature Importance 
method provides a generic approach to how each feature influenced the training process. 
This naive definition includes the method implementation from Scikit-learnPedregosa 
et al. (2011) (that evaluates the Gini impurity of the samples of the nodes decrease after 
a split using that feature), or the LossFunctionChange and PredictionValueschange from 
Catboost, two methods that evaluate how the loss function or the prediction change with 
or without the inclusion of the feature. Other approaches to measuring the importance of a 
feature consist of counting the split occurrences, i.e. how many times the feature has been 
used in the splitting process. All these approaches can only provide modular explanations.

LIME A Local Surrogate model is a simple interpretable model L that replicates the 
prediction made by a black-box algorithm M for one specific instance x (i.e. it provides 
local explanations). Once achieved that L(x) ≃ M(x) , then L(x) can be used to explain the 
prediction from M, keeping the complexity of L as low as possible, for example using 
as few features as possible to provide a simple and interpretable explanation. LIME is 
a model-agnostic state-of-the-art implementation on this explanatory approach and has 
different implementations to explain tabular data, text and images. In Coma-Puig and 
Carmona (2018), we analysed the use of LIME as a rule-based double-checking method 
to discard high-scored customers with unreliable explanations from LIME.

SHAP Shapley Values (Shapley 1953) is a method to analyse the importance of each 
player in a cooperative game to reasonably determine the importance of each player for 
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the payoff. SHAP (Lundberg and Lee 2017) adapts this idea to determine how much the 
value of each feature of x influences the prediction M(x). From a Base Value that cor-
responds to the mean of the labelled instances in the training set, SHAP analyses how 
each feature in each instance increases or decreases this Base Value to achieve the final 
prediction from M finally.

The Shapley Values of a feature value in instance x is usually defined as:

where p corresponds to the number of features, S a subset of the features from the instance 
and val corresponds to the function that indicates the payout for these features. In the equa-
tion, the difference between the val corresponds to the marginal value of adding the feature 
in the prediction for a particular subset of features S. The summand denotes all the possible 
subsets S that can be done without including the feature from which the Shapley Values is 
calculated, i.e., vj . Finally, |S|!(p−|S|−1)!

p!
 corresponds to the permutations that can be done 

with subset size |S|, to properly distribute the marginal values between all the features of 
the instance. All possible subsets of features are considered, and the effect in the prediction 
of including the feature to each subset is observed.

SHAP is model agnostic and provides different methods to compute the Shapley Values, 
depending on the predictive algorithm used. In our system, we use the Tree Explainer, the 
specific method to extract the Shapley Values from Tree Models (Lundberg et al. 2018). 
Some examples of the use Shapley Values are; Lundberg et al. (2018), an example of using 
the Shapley Values to prevent hypoxaemia during surgery; Galanti et al. (2020), an exam-
ple of using Shapley Values to explain LSTM models in predictive process monitoring 
(business process management); or Posada-Quintero et  al. (2020), a social science work 
in which the Shapley Values are used to understand the risk factors associated with teacher 
burnout.

From a more theoretical point of view on how to guarantee reliable models and explana-
tions, we highlight (Rudin 2019), representing a rigorous analysis of the current explain-
ability approaches in the literature, and their lacks that alleges for the use of interpretable 
algorithms when possible. Doshi-Velez and Kim (2017) provides a vision of the role of the 
explainable methods to obtain fairness and robustness in our predictive models. Finally, 
Molnar (2019) analyses the pros and cons of most of the interpretable models and the state-
of-the-art of explanatory model agnostic algorithms.

3 � Our NTL detection system

3.1 � The system

Over the last few years, the Universitat Politecnica de Catalunya has developed an NTL 
detection system for the international utility company Naturgy. The system built can be 
summarised as follows (see Fig. 1):

1.	 Campaign configuration The stakeholder delimits the scope of the campaign (e.g. region 
and tariff), and the system extracts the required data from the data sources (i.e. com-

𝜓i =
∑

S⊆{x1,…,xm}⧵{xi}

|S|!(p − |S| − 1)!

p!

(
val

(
S ∪ {xi}

)
− val(S)

)
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pany’s databases and pre-processed open data). The information from the company’s 
databases used for this work is updated once a month.

2.	 User profiling and Model Training The system profiles both the customers in the past 
(when they were visited) to train a Catboost (Prokhorenkova et al. 2017) supervised 
classification model, and scores the profiles of the customers at present, assigning a 
probability score of committing fraud or having an energy loss.

3.	 Report generation and campaign generation Once the scores are assigned, the stakehold-
ers analyse the high-scored customers. If the stakeholders validate the scores assigned 
(i.e. no biases or undesired characteristic are detected, like for instance the scores being 

User Profiling Model 
Training

Report 
Generation

Campaign 
Generation

Technician visits

Historical data

open data

Stakeholder configuration

Stakeholder double-check

NTL
non-NTL 

customers 
at present Gradient 

Boosting 
Model

NTL
non-NTL 

0.96

0.91

...

0.96

0.91

0.86

0.81

0.80

0.91: Fraud (2000 kWh)

0.86: Fraud (4500 kWh)

0.81: No Fraud 

Gradient 
Boosting 
Model

Fig. 1   The NTL detection Framework: after the stakeholder configures the campaign to be carried out, the 
system loads the data, trains the supervised model and predicts the binary scores, the stakeholder builds 
the campaign based on these scores (discarding those that, according to their knowledge, should not be 
included in the campaign), and the technician visits the meter installation. The campaign results (i.e. if there 
exist NTL and an estimation of the energy to be recovered) are updated in the data sources
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biased towards a particular region), the company builds a campaign based on these scores. 
Customers who have been recently visited or controlled by other means (e.g. the recidivist 
customers are controlled in specific campaigns) are dropped from the final list.

4.	 Feedback The result of the inspection (i.e. if the customer committed fraud or had an 
NTL case, or if the installation was correct, or the impossibility of checking the meter 
installation), as well as the estimation of the amount of energy loss that should be 
charged in a back-payment, is included in the system.

Each customer is profiled with around 150 features, which can briefly be explained as 
follows:

Consumption-Related Features The consumption-related features are the most impor-
tant information in the profile since they should reflect abnormal consumption behaviour. 
The consumption features included in the profile can be divided into several groups:

–	 Raw Information: Consumption of the customers in kWh in a period of time. We 
include long-term features (e.g. the consumption of the customer during the last 12 
months or the previous 12 months) to provide information of the customer’s consump-
tion at present, i.e. the consumption of the customer during the last three months.

–	 Processed Information: These features aim to represent changes in the consumption 
behaviour that could indicate suspicious behaviour. We include features that compare 
the consumption of the customer at present in comparison to itself in the past (e.g. to 
detect an abrupt decrease of consumption), and also features that compare the con-
sumption of a customer in a period of time in comparison to the expected consumption 
(i.e. the consumption of similar customers in terms of Tariff and Region); this allows us 
to detect both periods of low consumption, but also abnormal consumption curves.

To build these features, we use the customer’s meter readings, the billing information, 
and some processed information from the company.

Visit-Related Features Another important group of features are the visit features that 
indicate visit-related information of the customer:

–	 NTL cases: Information related to the NTL cases of the customer, including how 
many times the customer has committed fraud (or had a meter malfunction) or the 
last time the customer committed fraud.

–	 Non-NTL cases: Similarly to the NTL features explained above, we also record and 
represent with features how many times the customer has been visited with no NTL 
case, and also the last time there was this type of visit.

–	 Impossible visits: When a visit could not be carried out, the result of the visit is neither 
an NTL case nor a non-NTL case. However, we include this information in different 
features because it can be representative of abnormal behaviour: the customer would 
not facilitate the meter reading to continue committing fraud.

–	 Threats: Finally, we also include features about how many times a customer threatened 
a technician during the check and the last time of a threat. These features are clearly 
related to suspicious behaviours.
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Static Features Less important features are the static information (i.e. contractual infor-
mation that does not usually change over time). These features include the customer’s 
tariff, the meter location, or the property of the meter. We do not consider these fea-
tures key information in terms of NTL patterns, but they are included to contextualise 
the consumption-related and visit-related features. For instance, in case of an abrupt 
decrease in consumption, a customer with the meter inside the house should be more 
suspicious than a customer that has the meter accessible.

Sociological Features We included information related to each town’s inhabitants’ 
average income, the unemployment in that town or the proportion of inhabitants that 
lived in conflicting neighbourhoods. This information helped us to determine economi-
cally depressed areas in Spain. The sociological data have a similar role to the Static fea-
tures, i.e. to contextualise the consumption and visit-related features. For instance, given 
two similarly suspicious customers, the customer that lives in a poorer region with higher 
unemployment may be considered more suspicious of committing fraud.

3.2 � System goals and challenges

The system explained in Sect. 3 has been successful as an NTL detection system. Never-
theless, several problems were detected. These problems are explained below.

3.2.1 � Technical challenges

In general, our system has achieved good results, especially considering that it is implemented 
in a European region with a very low ratio of NTL cases. However, the robustness of our sys-
tem campaigns varied depending on the type of campaign. For instance, our system is accurate 
in certain types of campaigns where the type of customer was predefined (e.g. customers with 
no current contract,1 or customers with long periods of no consumption).2 However, in more 
generic campaigns (i.e. campaigns that included hundreds of thousands of customers) the sys-
tem underperforms in robustness, i.e. the system cannot consistently provide good results.

According to our experience and knowledge, two fronts explain these problems: the 
existing biases in the labelled instances available from the company and the difficulty of 
properly benchmarking a model using a validation dataset.

Regarding the data-related problems, we have already explained in Coma-Puig and Car-
mona (2019) how we detected different types of biases and other data-related problems in 
our data. These problems are a direct consequence of using observational data produced 
for other purposes. Therefore, the available information does not reliably represent real-
ity, and it is a challenge to ensure generalisability since the assumption that the labelled 
and the unseen instances are i.i.d, i.e. independent and identically distributed, is not met. 
For instance, the fact that the company visits more customers suspected of NTL leads to 
an over-representation of these customers, meaning that average customers with a normal 
consumption are grossly under-represented in the system. A similar problem is that the 

1  Customers with no contract refers to the customers that had a contract in the past, but the contract is cur-
rently cancelled. In many cases, these customers maintain the wire and meter installation and, therefore, can 
commit fraud. Our system has achieved many campaigns of around 50% of precision.
2  As people in Spain move to cities, many villages become empty. This is a problem for the company as 
they do not know how to differentiate a house without consumption because it is a second home with punc-
tual consumption or a fraudulent client. Our system was able to detect NTL cases for these types of custom-
ers with a precision of up to 36%.
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company generates more campaigns in those regions where it has historically achieved bet-
ter results, making the quality of the labelled information in under-visited regions very low. 
Therefore, it is a challenge to continually build robust models when the labelled dataset 
does not correctly represent reality.

Our first efforts consisted of implementing classical machine learning techniques, e.g. 
to modify the model’s regularisation and tuning, but no improvement in the campaigns 
was observed. Similarly, we attempted to improve the labelled information used to train 
the model, e.g. by weighting the customers according to their representativeness, balancing 
the class imbalance typical of fraud detection problems, or implementing a cost-sensitive 
solution. However, after applying these solutions, the results were inconclusive: some of 
the experiments validated in our labelled information had initially unsuccessful results in 
real campaigns. Moreover, the company’s demand for having short-term results made us 
rule out the generation of exploratory campaigns with these techniques that could offer us 
a long-term improvement of the system. All of this evidenced the difficulty of benchmark-
ing our NTL system on validation datasets and a scalar metric (Drummond and Japkowicz 
2010).

At this point, we discarded the most complex methods and introduced some simple 
solutions that could be easily validated. For example, in Coma-Puig and Carmona (2019) 
we explained how we segmented the customers to build more targeted campaigns to 
mitigate imbalance-related problems. For benchmarking, we used the Average Precision 
Score,3 which provides a good generic vision of how well a model ranks, without setting 
a threshold when the data is highly imbalanced (Davis and Goadrich 2006). These solu-
tions improved our system. Nevertheless, the system was still not sufficiently reliable for its 
industrial adoption.

3.2.2 � Economic efficiency

The use of machine learning solutions to generate campaigns is justified if it provides a 
better solution than a random selection of customers or a baseline non-smart method (e.g. 
a basic rule system consisting of visiting those customers that have had an abrupt decrease 
of consumption). The term better solution includes different aspects from the company’s 
point of view but can be summarised in the following two dimensions:

–	 The machine learning solution is more precise than other solutions, i.e. the proportion 
of True Positives is higher than the random selection or the rule-based approaches.

–	 The machine learning solution recovers more energy than other solutions, i.e. the 
energy estimated that the NTL cases have not paid (and should be charged in the near 
future to those customers) is higher than the energy recovered from random selection or 
rule-based campaigns.

Therefore, a campaign with a low precision but a large amount of energy recovered would 
be considered a successful campaign. Similarly, a campaign with fairly low energy recov-
ered would also be considered a good campaign if many NTL cases are discovered, as it 

3  The Average Precision Score is the scalar value that results from summarising a precision-recall curve as 
the weighted mean of precisions at each threshold, using as weight the increase in recall from the previous 
threshold.
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would prevent energy loss in the future. Understandably, an excellent campaign would be 
able to combine both good precision and a high amount of energy recovered.

To better understand what would be considered a good campaign in terms of energy 
recovered, it is necessary to note that the average annual electricity consumption per house-
hold in Spain is about 3500 kWh. In addition, the distribution company can legally invoice 
the NTL for one year: “... the distribution company will invoice an amount corresponding 
to the product of the contracted power, or that should have been contracted, for six hours 
of daily use during one year,...”.4 Under these circumstances, the following classification 
has been considered for the purpose of analysing the NTL cases detected according to the 
energy recovered:

–	 > 3500 kWh recovered: The detection of these customers is a priority due to the amount 
of energy lost.

–	 Between 3500 kWh and 2000 kWh recovered: These NTL cases are also important. As 
in the previous example, the consumption curve should reflect an abnormal behaviour 
that the predictive system should be able to detect, e.g. a long period of low consump-
tion.

–	 Between 2000 and 500 kWh recovered: These NTL cases should have some abnormal 
consumption behaviour (e.g. a recent abrupt decrease of consumption). However, their 
detection should not be prioritised over the customers with an NTL case estimated to 
recover energy > 2000 kWh.

–	 500 kWh or less: Although these are NTL cases, their consumption behaviour might 
not properly represent the NTL behaviour (e.g. an abnormal consumption curve or an 
abrupt decrease of consumption). Therefore, these NTL cases might not be prioritised 
over the previous NTL cases, as they might include in some cases noise or biases in the 
system.

From the company’s point of view, our system tended to detect NTL cases with low 
energy to recover. For this reason, some machine learning techniques were implemented 
to increase the amount of energy to recover (e.g. weighting the customers according to the 
energy recovered). However, the results obtained after applying these solutions were incon-
clusive and, in many cases, seemed to aggravate some of the existing data biases (e.g. by 
oversampling the customers from specific regions).

3.2.3 � System transparency

Although it is generally accepted in the literature that the black-box algorithms are more 
accurate than other more interpretable approaches, their use poses a clear problem in terms 
of transparency, which greatly hampered the development of our system. The problems 
explained above and the lack of conclusive results in our tests were a direct consequence 
of the impossibility of understanding how the methods implemented impacted our system.

This lack of transparency affected the company’s stakeholders in different ways. On the 
one hand, the stakeholders historically in charge of generating the NTL campaigns could 
not validate the patterns learned by the model. As widely analysed in the literature (Pearl 
and Mackenzie 2018; Pearl 2009; Arrieta et al. 2020), the supervised methods only detect 

4  Real Decreto 1955/2000, de 1 de Diciembre, art. 87.
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correlations, and therefore human supervision is necessary to validate them as reliable 
causal patterns (or, at least, reliable correlations in the company’s context). The use of a 
black-box algorithm made this task challenging, so they could neither easily detect unde-
sired patterns nor suggest system improvements. On the other hand, managers in charge 
of setting company guidelines had to make decisions regarding the use of the system (i.e. 
whether to have confidence in the system and use it to generate campaigns) in a blind man-
ner, based solely on their results.

As explained in more detail in Sect. 5, our first approaches (i.e. to use Feature Impor-
tance and LIME) to provide explainability to our system (and therefore to make our system 
more transparent for the stakeholders) were insufficient.

3.3 � Regression and explainability to improve our system

In this work we propose a novel approach to detecting NTL: to use as a label the amount 
of energy recovered in an NTL (considering that a non-NTL has a 0 label). The benefits of 
using the regression approach in our context (i.e. in an NTL system with biased information 
due to observational data) are discussed in the following sections, where this small change 
in our NTL system allowed us to achieve better campaigns in terms of energy recovered. 
Moreover, as we explain in Sect. 5, we introduce Shapley Values to obtain robust and relia-
ble explanations from our system. As explained in this work, the purpose of using Shapley 
Values is to compare each approach beyond benchmarking (an approach that, as explained 
earlier, has given many inconclusive results) and improve the transparency of our system.

4 � The regression approach for NTL detection

4.1 � From classification to regression in NTL detection

The classification and regression models are two supervised methods that can be defined 
as follows: being X the labelled instances {(x1, y1), ..., (xn, yn)} , where xi is the feature 
vector that represents an instance and yi the value to be predicted, the supervised model 
aims to learn the function f ,Y = f (X) , wherein a classification model Y is either 0 or 1 (or 
0 ≤ Y ≤ 1 if the model provides probabilities), and in a regression model the value to pre-
dict is continuous (i.e., Y ∈ IR).

The classification approach to detect NTL is widely seen in the literature (see, for 
instance, the examples from Related Work, Sect. 2 or our work explained in Coma-Puig 
et al. 2016). This approach, despite the good results that it can achieve (in Coma-Puig and 
Carmona 2019 we explain how we have achieved campaigns with an accuracy higher than 
50%), oversimplifies the representation of the reality in our NTL detection system since it 
equalises the importance of each NTL case: both the customer that has been committing 
NTL for one year and has stolen 3000 kWh and the customer that had a meter problem for 
a few weeks (and therefore the energy loss is low), have the same label, even though the 
former case is much more important for training a supervised model for NTL detection. 
The higher the energy recovered, the better, as already introduced in Sect. 3.2.2, is true for 
several reasons.

–	 On equal terms, it is preferable to recover more energy at once in each visit from an 
economic point of view.
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–	 The company usually detects short-term NTL cases through smart meter sensors. That is, if 
the smart meter detects a manipulation, it sends a signal to the company to warn about that 
manipulation, taking some days (or weeks) to include that customer in a campaign. Focus-
ing on detecting these cases through data analysis may overlap the sensor NTL detection 
method. However, the long-term NTL cases are NTL cases that remain undetected.

–	 The company might have problems recovering all the NTL from long-term fraudulent 
customers due to legal reasons. For this reason, companies focus their efforts on detect-
ing these long-term fraudulent customers to reduce the difference between the energy 
loss and the energy they will be able to bill.5

Moreover, as we explain in Sect. 3.2.1, we work with observational data, i.e. data produced 
for other purposes that has not been prepared nor randomly sampled to properly represent the 
actual customers. The fact that the labelled information available corresponds to customers 
visited to control abnormal behaviour (or correct a meter problem), altogether with other com-
pany-related decisions that aim to maximise the campaign results (e.g. the companies usually 
over-control the customers that constantly commit fraud), lead the training dataset available 
to train the model to not represent the reality of the company’s customers properly, disserving 
the machine learning process. Consequently, we are dealing with the existence of dataset-shift, 
i.e. the joint distribution of inputs and outputs differs between the training and test datasets: if 
Ppopulation(x) and Plabeled(x) denote the real population and labelled (train) fraud distributions, 
it often happens that Plabeled(x) ≠ Ppopulation(x) , since Plabeled = Ppopulation(x|s = 1) , where s 
is the binary condition that indicates if the customer is included in the training dataset, in our 
case if the customer was visited. All these problems cause the robustness degradation of our 
classification approach, explained in Sect. 1 and visually represented in Fig. 2.

In this work, we propose to use the energy to recover as the value to be predicted by the 
model, i.e., to convert our classification approach with a LogLoss function model, i.e.

LogLoss = −
1

n

n∑

i=1

[yi ⋅ loge(ŷi) + (1 − yi) ⋅ loge(1 − ŷi)]

Important NTL

   Not Important NTL 

   Important Pattern (low consumption): 2/4 precision
Anecdotal Pattern (lives in Town T): 3/4 precision.

NTL

NTL

non-NTL

non-NTL

Fig. 2   With the binary classification we are equating the importance of each NTL, learning undesired pat-
terns: if we do not prioritise the darker red instances (NTL cases with a large amount of energy recovered 
and, therefore, better representatives of the behaviour of an NTL case), we might prioritise undesired pat-
terns like the one represented in a blue pattern. The result is a biased model that cannot robustly detect NTL 
cases

5  For instance, not detecting a long-term NTL customer (e.g. 20 months of energy loss) will increase the 
energy stolen by the customer. A customer that has been committing NTL for three months will also steal 
energy, but the company will still be able to bill all the stolen energy if it is detected during the next nine 
months.
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into a regression problem, where the value to predict is the amount of energy recovered in 
the NTL case. With this fundamental change, we aim at improving our system by focusing 
on learning better patterns that generalise better on unseen data, as we explain below:

–	 By breaking the NTL/non-NTL binary representation of the NTL case, we implicitly 
indicate to the system that it should focus on learning patterns from high NTL cases 
whose profile should have clearer abnormal consumption feature values (e.g. low con-
sumption during the last year).

–	 Moreover, we avoid learning patterns from over-represented customers in the observa-
tional data due to business-related decisions (e.g. the recidivist customers) if it does not 
entail greater energy recovery.

If we look again at the example in Fig. 2, using the energy to recover as the target variable 
means that the system is going to learn the important pattern first rather than the other.

The two most typical regression Loss Functions are the Root Mean Square Error 
(RMSE), i.e.

and the Mean Absolute Error (MAE), defined as

RMSE =

√√√√1

n

n∑

i=1

(yi − ŷi)
2

 2540kWh (10 months) 240kWh (16 months)  1021kWh (24 months) 

Fig. 3   Twenty-four months consumption curve from a recidivist customer that has committed fraud three 
times (each vertical line corresponds to the moment the company detected that the customer was commit-
ting fraud, with the amount of energy recovered). A binary approach would label each case equally (i.e. as a 
positive instance), overlooking the fact that each NTL detection is different, and needs to be contextualised. 
The RMSE regression approach would set the desired priority
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The difference between the RMSE and the MAE loss function is the square of the errors, 
i.e. the higher errors have more weight in the RMSE (as exemplified in Fig. 3). Therefore, 
the RMSE fits better in ranking problems, in recommender systems, or in our purpose of 
learning patterns from the higher NTL instances from our training dataset.

4.2 � Experiments: classification versus regression benchmarking in real data

In this subsection we compare both the classification and the regression model for NTL 
detection and confirm the expected benefit of using regression when the organisation’s aim 
is to recover energy without visiting too many customers.

4.2.1 � Preliminaries

Data For the experiments, we will use four different datasets from two regions (A and B), 
with two different tariffs (1, the most common tariff for houses and apartments in Spain, 
and tariff 2, an equivalent tariff to 1 but with hour price discrimination. The regions are 
anonymous to protect the privacy of the data.).6 The customers must have less than 10kwh 
of Contracted Power to be on these tariffs. The domain DA1 (i.e. the customers from region 
A and tariff 1) has more than 1,000,000 customers, and domain DB2 has less than 50,000 
customers. The other two datasets fall between these two datasets in terms of popula-
tion. The proportion of the NTL cases in each domain is lower than 5%. We have around 
300,000 labelled instances for the DA1 domain, several thousand cases for DA2 and DB1 , and 
several hundred cases for DB2.

Model For the classification and the regression predictions, we have trained two differ-
ent CatBoost models. Each model is trained using the same 80% of the positive instances 
and 80% of the negative instances. We split in half 20% of instances left, keeping the posi-
tive/negative ratio, to build the validation dataset (i.e. the data used to tune the model), and 
the test dataset (i.e., the training, the validation and the test dataset are stratified). The ran-
dom partition is chosen over considering the timestamp (e.g. the last 10% of NTL cases as 
the test dataset) to guarantee diversity and reduce the differences between the datasets due 
to company decisions. To avoid overfitting, the metric used for early stopping to establish 
the optimal number of trees is the Average Precision Score for the classification model and 
the RMSE for the regression model. Both models use the same customer profile, with the 
only difference that for the classification approach we use a binary target (NTL/non-NTL), 
while in the regression approach we use the amount of energy to recover (information that, 
as we explain in Sect. 3, is provided by the technician when an NTL is detected).

Benchmarking A good benchmarking metric to use if we aim at recovering more 
energy in our campaigns is the Normalized Discounted Cumulative Gain ( NCDGn ) 
(Järvelin and Kekäläinen 2002). It is a measure of ranking quality that evaluates our 
output’s correctness with a value between 0 and 1 (1 being the perfect order of the 

MAE =
1

n

∑

i=1

|yi − ŷi|

6  A tariff with price discrimination involves charging a different price for the electricity depending on when 
the electricity is consumed. More specifically, electricity would be cheaper at night but more expensive 
during the day. The potential customer of this tariff is the customer that has an electric car and charges it at 
night.
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NTL cases, and 0 otherwise). This metric allows us a global vision of the correctness 
of the predictions made, without considering one specific threshold (i.e. the top 100 
customers): in many cases, the number of customers to be included in a campaign is 
unknown when the campaign is being built.

The NCDGn is defined as

where DCGn is defined as

Reli being the relevance (i.e. the score in the ranking, in our case the amount of energy 
recovered), and IDCGn , i.e. the ideal DCG, corresponds to a perfect ordered DCG for the 
top n elements of the list.

In addition to the NDCGn metric, we use the amount of energy recovered from the 
top n scored customers to compare approaches. In both cases we provide four differ-
ent results (i.e. four different n threshold values): n = (NTL cases in test)/2, n = (NTL 
cases in test)/5, n = (NTL cases in test)/10 and n = (NTL cases in test)/25; each thresh-
old aims to represent different types of campaigns: from very small campaigns where 
just a few customers are visited to big campaigns where hundreds of customers are 
included in the campaign.

4.2.2 � Benchmarking results

In Table  1 we report the comparison, in terms of energy recovered and NDCG met-
rics, for the regression and classification approach in the four datasets (for each n 
threshold).

In terms of NDCG, the regression models always score better than the classification 
models, meaning that the regression approach is able to order better the test custom-
ers according to its consumption. Therefore, we recover more energy at the very top 
of the list, confirming in terms of benchmarking its superiority over the classification 
approach. This superiority is especially true for small campaigns, where the NDCG 
value for the classification approach is extremely low.

In terms of energy recovered, the regression approach is superior to the classifica-
tion approach; the amount of energy recovered in our results is usually higher than the 
energy recovered with the classification models, especially for small-sized campaigns. 
Recovering more energy is the desired outcome: accumulating very high NTL cases at 
the very top of the list would allow the company to generate more fruitful campaigns.

With large or medium-sized campaigns, the benefits in terms of NDCG and energy 
recovered of the regression approach is not as clear as in small-sized campaigns, as we 
can see in Fig. 4: the regression model ranks higher the high-NTL cases (i.e. the NTL 
cases in which more energy can be recovered, in purple and in red) in comparison to 
the classification model, but then this advantage fades slightly, and the energy recov-
ered by both approaches becomes more similar.

NDCGn =
DCGn

IDCGn

DCGn =

n∑
i=1

Reli − 1

log2(i + 1)
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Table 1   The table at the top compares classification and regression in terms of energy recovered (i.e. the 
kWh recovered in each threshold n)

As we can see in the results, the regression approach can recover more energy than classification in most 
cases. In several cases, the amount of energy recovered is significantly greater, especially when the n 
threshold is small. This means more efficient campaigns in economic terms. The table at the bottom pro-
vides a similar analysis, comparing the campaigns in terms of NDCG

n
 . In this analysis, the regression 

results always outperform classification results in ranking performance (i.e. sorting the customers according 
to their NTL)

Energy recovered from an n-sized campaign (kWh)

Domain �
��

� = ��� � = ��� � = ��� � = ��

Reference 1112625 798198.3 582480.8 366088.1
Classification 434531 196407 97659 37838
Regression 468496 (+7%) 267121 (+36%) 164814 (+69%) 73092 (+93%)

Domain �
��

� = ��� � = �� � = �� � = ��

Reference 362877.4 273622.2 204201.6 139045.6
Classification 164509 68391 39941 8704
Regression 151844 (-8%) 96520 (+41%) 70022 (+75%) 54988 (+532%)

Domain �
��

� = �� � = �� � = �� � = �

Reference 146245.7 102029.7 75141.3 46690.3
Classification 50596 22164 10079 3542
Regression 67163.9 (+33%) 25764.2 (+16%) 15148.2 (+50%) 12595.2 (+256%)

Domain �
��

� = �� � = � � = � � = �

Reference 46482.3 31957.3 22607.3 7555
Classification 16799 7472 5975 2691
Regression 14036 (-16%) 11370 (+52%) 8679 (+45%) 5484 (+104%)

Ranking quality from an n-sized campaign (NDCG)

Domain �
��

NDCG ����
���

����
���

����
���

����
��

Classification 0.52 0.25 0.16 0.11 0.07
Regression 0.57 0.32 0.26 0.23 0.18

Domain �
��

NDCG ����
���

����
��

����
��

����
��

Classification 0.43 0.25 0.15 0.11 0.05
Regression 0.65 0.46 0.44 0.45 0.49

Domain �
��

NDCG ����
��

����
��

����
��

����
�

Classification 0.45 0.22 0.15 0.11 0.08
Regression 0.47 0.29 0.19 0.16 0.17

Domain �
��

NDCG ����
��

����
�

����
�

����
�

Classification 0.47 0.30 0.24 0.25 0.36
Regression 0.59 0.39 0.43 0.46 0.73
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5 � Analysing NTL detection beyond benchmarking

5.1 � Classification versus regression in terms of explainability

The results from Sect. 4.2 suggest that the regression models recover more energy than clas-
sification. However, as explained in Sect. 3.2.1, we are not confident with only benchmarking 

Fig. 4   The results obtained in Table 1 are confirmed in these images: the regression model recovers more 
energy at the very top of the test prediction list. More specifically, we can see how the purple cases (NTL 
cases with more than 3500 kWh, the average customer’s energy consumption per year) in the regression 
model are recovered at the very top of the rank
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our models: increasing the accuracy in validation sets that are subsamples of biased labelled 
instances does not guarantee that the system is fair (i.e. the system is unbiased against a par-
ticular type of customers, e.g. customers from poorer regions), and robust (the system will 
perform as expected in reality, learning causal patterns, with no Data Leakage Kaufman 
et al. 2012 nor Dataset Shift Quionero-Candela et al. 2009). The regression approach should 
be humanly validated as a better method (e.g. learn better patterns) than the classification 
approach. The purpose of this section is to illustrate this through explanatory algorithms.

The first explanatory algorithm tested in our system was the Feature Importance method. 
This approach was useful for us to detect biases (e.g. by detecting features that were not indi-
cators of NTL but were too important in the model), but only provided a global vision of the 
model, with no possibility of analysing the importance of the features on specific customers 
with a high score. For this reason we explored the use of LIME to explain our predictions at 
instance level. As we explain in Coma-Puig and Carmona (2018), we were able to implement 
a rule-based double-checking method in campaigns to discard customers for whom, despite 
a high score, the explanation obtained from LIME was undesired (e.g. the patterns explained 
by the local model would not be validated by a human expert). Despite the good results we 
did not implement LIME as our explanatory algorithm due to the well-known problems of 
robustness (e.g. Alvarez-Melis and Jaakkola 2018) because of the random component of the 
algorithm but also the difficulty of having an optimal configuration.

After these two initial unsatisfactory approaches, we started to use SHAP (more specifically, 
the TreeSHAP implementation Lundberg et al. (2018) to obtain the Shapley Values from Tree 
Models). According to our experience, the TreeSHAP was the optimal approach to obtain an 
explanation from a Tree Model because of the following advantages summarised below:

–	 Consistent global and local explanations: SHAP provides like LIME local explanations but 
also a consistent global explanation like Feature Importance, since the Shapley values of 
each instance are the “atomic unit” of the global interpretations. Moreover, it maintains the 
feature dependence from the model trained.

–	 Robustness: SHAP always provides the same explanation for the same Tree Model, in con-
trast with LIME that includes randomness that makes the whole approach look unreliable.

–	 Reliability: The explanations obtained using SHAP are based on a solid theory and dis-
tribute the effects fairly based on the analysis of the original model trained. On the other 
hand, LIME surrogates the original model and, therefore, it can use features in the local 
interpretable model not used in the original model.

–	 Informativeness: The explanation from SHAP provides a very extensive explanation of 
how the model learnt, allowing the stakeholder and the scientist to be properly informed to 
support their decisions.

–	 Low computational cost: Although the computational cost of the Shapley Values are very 
high, the computational cost for the TreeSHAP is low (i.e. O(TLD2) , T being the number 
of trees of the ensemble model, L the maximum number of leaves in any tree and D the 
maximal depth of any tree).

In the next section we will analyse both classification and regression from the Shapley Values’ 
perspective for the case of NTL detection.
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5.2 � Experiments: classification versus regression explainability in real data

5.2.1 � Preliminaries

Data, Classification and Regression Algorithms For the experiments of this section, we use 
the classification and regression model from Sect. 4.2 for the DA1 domain. Similar conclu-
sions can be drawn for the rest of the domains.

Shapley Values and interpretability To analyse the goodness of our model, we use the 
summary_plot method from SHAP. This method provides two plots for our type of prob-
lem (i.e. tabular data): a bar chart that represents the mean of each Shapley Value of each 
feature, and a more complex plot that indicates how each value influenced (i.e. increased 
or decreased the prediction made from the base value). Both plots can be seen in Fig. 5, 
applied on the classification approach. Regarding the second plot, in red there are the 
higher values of the features and, in blue, the lower values. When the feature is categorical 
there is no colour scale and all the dots are grey. For example, in Fig. 5 we can see that, on 
average, Current Reading Absences is the variable that contributes the most to the predic-
tion, increasing the prediction when the value is high (i.e. the customer has had reading 
absences). In contrast, when there is no reading absences (i.e. Current Reading Absences = 
0, in blue), the Shapley Value is 0 or negative.

It is necessary to remark that when Shapley Values correspond to the regression model, 
they can be read directly as the apportion to the standard output. In contrast, in the binary 
classification the Shapley Value corresponds to the log odds ratio.7 Moreover, it is nec-
essary to clarify that the red/blue feature value representation is not valid for categorical 
features. In these cases, SHAP plots the dots in grey. Hence, Shapley Values on regression 
have the additional characteristic of being simpler to interpret.

Considerations regarding subjectivity in the analysis As it is widely analysed in the liter-
ature, the supervised methods only detect correlations, hence human supervision is neces-
sary to validate them as reliable causal patterns (or, at least, reliable correlation in the com-
pany’s context). For this reason, the following model comparison from Sect. 5.2.2 requires 
a human analysis of the Shapley Values and therefore includes subjective considerations.

In general, a reliable pattern would consist of a correlation between a feature value xi 
and the prediction ŷ that a stakeholder would trust. For instance, the stakeholders could 
easily validate patterns indicating that the customer is consuming less than expected based 
on their previous consumption or in comparison to other similar customers. A doubtful or 
questionable pattern would consist of those patterns that either cannot be easily validated 
by the stakeholders or whose interpretation is counter-intuitive (e.g. a correlation between 
a long period of average consumption and a high NTL score).

All these considerations are properly explained, in the following analysis, based on our 
experience in campaigns. In any case, we provide a fairly generic analysis that fits in most 
domains similar to the one used in this experiment. We try to avoid very complex analyses 
that could require information from the company (e.g. the historical NTL cases in specific 
towns) that cannot be disclosed.

Features referenced in the experiments The features referred to in this section 
are described in Table  2. For each model, we analyse in depth 8 features to ensure the 

7  That is, x being the sum of the base value and the Shapley Values from an instance, we would obtain the 
probability between 0 and 1 by doing 1∕(1 + exp(−x)).



506	 Machine Learning (2022) 111:487–517

1 3

readability of the document. However, we also provide a more generic description of the 
model that includes more information beyond the 8 features at the end of the analysis.

5.2.2 � Evaluation analysis through explainability

According to Fig. 5 and our interaction with the company’s technicians, we cannot trust 
the classification model since there is only one consumption-related feature in the top eight 
most important features (the Min/Max bill last 12 Months, a feature that refers to the ratio 
between the minimum and maximum consumption bill in the last year). Instead, many of 
the features are visit related (features that, as exemplified in Fig. 3, can be useful but can 
also produce bias and other learning problems).

For a deeper analysis we can analyse the effect of each value on the output with the bot-
tom plot from Fig. 5:

–	 Reliable patterns: In the classification model, several patterns can be easily confirmed 
as true indicators of NTL:

Table 2   Features referred to in the experiments with their descriptions

Feature Definition

Current reading absences After the installation of smart meters the company can remotely com-
municate with the meters. The absence of the meter readings can 
indicate either an incident in the meter (e.g. that it stopped working) or 
fraudulent manipulation. This feature indicates how many months have 
passed since the last meter reading

Last visit: correct/fraud Categorical information that indicates if the last visit done to that cus-
tomer has been correct or an NTL has been detected. If the customer 
has not received any visit, the feature’s value is empty

Town The town where the customer lives
# Meters in property How many meters the customer has in property. In general, the meter is 

owned by the company, and is rented/handed over to the customer
Date last reading How many months have passed since the last meter reading
Last ‘no fraud’ visit How many months have passed since the last time the customer was vis-

ited with a visit whose aim was not to detect fraud, i.e. the installation 
might not actually be checked during the installation

Min/max bill last 12 months The ratio between the minimum and maximum bill during the last 12 
months

Contracted Power The contracted power by the customer. In general, it is expected that a 
customer with a high consumption needs a higher contracted power

Cons. zone/cons. last year Ratio between the consumption of the customer and the average in the 
zone from the same type of customers. A zone is an internal reference 
that refers to a group of customers that receive the electricity from the 
same point of supply. Therefore all the customers in the zone are very 
similar and have similar energy needs

Last Bill Last Bill in kWh
Diff consumption 6 months The difference in terms of kWh between two equivalent periods of time 

(i.e. the same six consecutive months) in consecutive years. A higher 
value indicates that the customer has had a consumption reduction

# Months with no consumption Consecutive months with no consumption until the present
Consumption penultimate year Consumption of the customer in the penultimate year (i.e. from 24 to 12 

months ago)
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1.	 Current Reading Absences This feature is the most important feature for the model 
(according to SHAP). This is a very reliable pattern learnt because the company expects 
to have, after the introduction of smart meters, information from the meter on an ongoing 
basis, including meter readings. The lack of meter readings is for sure a very suspicious 
behaviour since it may indicate meter manipulation.

2.	 Contracted Power According to the Shapley Values there is a correlation between a 
higher contracted power and a higher probability of committing NTL. This pattern can 
be a bias since the company usually tends to include customers with higher Contracted 
Power in the campaigns. However, the company validated this pattern based on their 
experience.

3.	 Min/Max Bill Last 12 Months We can see that, in general, the model considers a lower 
value more related to NTL behaviour. We consider this pattern valid because, in general, 

 (NTL/non-NTL)

 (NTL /non -NTL )

Fig. 5   SHAP explanation of the classification approach: there is only one consumption-related feature on 
the top 8 most important features. Moreover, how each feature influenced in the score assignation is not 
easy to interpret: only the Current Reading Absences can be fully trusted as a good pattern and, for this rea-
son, we cannot validate the model as a good and robust model
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we expect that monthly consumption will not vary in a very marked way during the year. 
If this occurs, it may be a consequence of meter tampering.

•	 Categorical information Two categorical features (with no colour scale in Fig. 5 bot-
tom) are very relevant in our system, as we explain as follows:

1.	 Last Visit: Correct/Fraud This information is valuable since the patterns learnt should 
be contextualised to the visits carried out by the company. That is, a customer that com-
mitted Fraud in the past is, according to the company, very likely to commit fraud in the 
future.

2.	 Town The town where the customer lives can be a good indicator for the NTL detection 
system. Statistically, there are towns in which the company has always detected more 
NTL cases than in other towns.

•	 Unknown interpretability The interpretation of how a feature value influences the 
output can be hard to understand for the classification approach. Several examples 
are given below:

1.	 # Meters in Property When a customer owns a meter, it is more likely to be in an inacces-
sible location. Therefore, it would be easier for the customer to manipulate it. Moreover, 
having more than one meter increases the possibilities of having an NTL. Therefore, 
one would expect that a high feature value would correspond to a high Shapley Value. 
However, a high value in this feature influences unevenly on the output. With this 
information the stakeholder might not draw conclusions about the feature role in the 
prediction or its correctness.

2.	 Last ’No Fraud’ Visit Several interpretations can be expected for this feature. For 
instance, a recent visit combined with a high electricity consumption can confirm that 
a customer is not committing NTL, but also a recent visit to a customer that is consum-
ing less than expected can be suspicious. The lack of context harness the interpretation 
of the feature by the stakeholder.

•	 Questionable pattern Finally, there is a pattern learnt from a feature that the stake-
holder cannot validate:

1.	 Date Last Reading According to the SHAP value, low values (i.e. the last meter reading 
is recent) is more related to the NTL behaviour. At first glance, this pattern is unintui-
tive since we would expect a similar pattern to the one learnt from the Current Read-
ing Absences a recent reading would indicate that the meter is working as expected. A 
possible explanation for this unexpected output might be the correlation between the 
Current Reading Absences and the Date Last Reading: the model is already learning the 
expected pattern from the Current Reading Absences, and therefore the role of the Date 
Last Reading becomes unstable. Another option would be that the system is detecting 
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an unexpected NTL pattern (e.g. a technician makes a manual meter read, detects an 
abnormal behaviour and informs the company that the meter should be checked, and 
therefore there exists in the next few days another technician visit that confirms the NTL 
case).

Despite several aspects of the model being reliable in terms of NTL detection, the 
model relies on very few consumption features in the prediction process. This can be 
problematic in terms of robustness and fairness since the consumption features are bet-
ter NTL predictors.

Instead, the regression model shown in Fig. 6 is more robust, as it uses more con-
sumption-related features, and it is easier to validate, as we explain as follows:

 (kWh)

 (kWh)

Fig. 6   The regression model relies on consumption features to learn patterns and, therefore, we can con-
sider that this model is better than the binary approach. Moreover, the patterns learnt seem to be easier to 
understand by the stakeholder, since more abnormal behaviours (the absence of meter readings or the num-
ber of months with no consumption) are more clearly related to a higher prediction than in the classification 
model, where lesser patterns can be easily trusted as trustworthy indicators of NTL
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–	 Reliable consumption patterns In comparison to the classification model, the con-
sumption features are the most relevant in the model:

1.	 Cons. Zone/Cons. Last Year Since we are comparing similar customers in terms of Tariff 
and region, we would expect that fraud corresponds to low consumption. This feature 
has learnt this pattern and, therefore, we consider it correct.

2.	 Diff Consumption 6 Months A high value indicates that in the past the customer con-
sumed more than in the present. Therefore, the pattern learnt that a high value increases 
the output of the prediction and therefore should be considered reliable and correct.

3.	 # Months with No Consumption if the customer has several months with 0 kWh of con-
sumption, it should be considered as a probable case of NTL, especially in populated 
regions and cities where there are not as many empty homes as in rural regions (at least 
in Spain).

4.	 Consumption Penultimate Year A high electricity consumption two years ago is not in 
itself a clear pattern of fraud. Nevertheless, it can be a very good complementary feature 
that indicates a change in consumption behaviour. For instance, a customer who has 
always had low consumption is not the same as a customer who consumed in the past a 
lot and has recently changed their consumption behaviour.

–	 Reliable patterns from the binary model Two important features in the classification 
model remain important in the regression model:

1.	 Current Reading Absences As explained in the previous analysis, the absence of meter 
readings is a likely indicator of NTL.

2.	 Contracted Power The contracted power was also considered a very important feature in 
the classification approach. However, in the regression approach, the use of this feature 
makes more sense: in the regression model we are trying to maximise the amount of 
energy to recover and, in general, the customer with a higher contracted power consumes 
more energy.

–	 Categorical information Only one categorical feature is in the top important features 
in the regression model:

1.	 The Town feature In comparison to the binary approach, the Town feature seems to have 
less relevance. However, we can see one specific Town value whose Shapley Value is 
much higher than the other towns. This town corresponds to a small municipality where 
the company recovered a lot of energy in the past, and therefore it can be trusted.

–	 Doubtful/Questionable pattern Finally, we consider that there is one pattern in Fig. 6 
that the stakeholder cannot fully understand:
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1.	 The Last Bill According to SHAP, a high value is learnt by the model as an indicator on 
NTL. The classical NTL behaviour consists of manipulating the meter to avoid high bills 
and, therefore, we would expect the opposite behaviour regarding this feature. However, 
there are circumstances in which a high last bill can be correlated with an NTL case:

–	 A recidivist fraudulent customer that has been visited twice in a short period of time. 
The high bill corresponds to the back-payment of the previous fraud detected.

–	 A customer with very high consumption that is not normal (e.g. illegal drug cultivation) 
that combines a correct installation of electricity with an illegal junction to get enough 
power.

In any case, these cases are more exceptional than the classic examples of reduced con-
sumption and should therefore not be a pattern that is so prominent in the system.

This in-depth analysis of each model through their most important variables faithfully 
represents each model. For instance, the classification model only has 3 consumption fea-
tures in the top 15 most important features, and 7 consumption features in the top 25 most 
important features according to Shapley Values, while the regression approach has 10 and 
19, respectively. In addition to that, it is tangible (as we have explained for each variable) 
that the patterns from the regression model are easier to analyse and corroborate by the 
stakeholder. This is true because as we have analysed variable by variable, in the regres-
sion model, we can interpret what NTL patterns have been detected in that variable in a 
much simpler way. In classification, such analysis requires much more effort (the stake-
holder cannot easily interpret what the pattern learnt by the model is), and the conclusions 
are often nuanced or unclear.

5.3 � Customer selection through local explainability

5.3.1 � Preliminaries: local explanation as sanity check

In Sect. 5.2.2 we have seen that the increase in energy recovered in Sect. 4.2 is justified 
because the regression model learns better patterns from the Stakeholder’s perspective than 
the classification model. The resulting system is more robust since it learns less circum-
stantial patterns (e.g. fewer patterns related to the company’s decision that highly influ-
ence the observational data). Thus, the challenges regarding the lack of robustness and the 
low energy recovered per campaign generated are mitigated. Nonetheless, we can see in 
Table 1 that the system has room for improvement. That is, the system does not provide 
a perfect ordering of the customers according to NTL. Moreover, in Fig. 4, we can detect 
that still, some non-NTL cases (or NTL cases with a very low amount of energy to recover) 
have a high score. In Coma-Puig and Carmona (2018) we propose a solution to reduce the 
number of these undesired high-scoring customers with low or no NTL: to analyse through 
LIME the local explanation of each high-scoring customer included in the campaign, dis-
carding those that, according to human knowledge, the explanation obtained is not reliable. 
Therefore, the final selection is a subset of the original sample.

In this section we propose an updated version using the local explanations of the Shap-
ley values instead of LIME. This change of explanatory algorithm has two significant 
advantages. On the one hand, the Shapley Values provide local explanations consistent 
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with the global explanation of the model since the global explanation is constructed as the 
sum of the local explanations. On the other hand, the solid theory behind Shapley Values 
(particularly the implementation for TreeSHAP trees) provides us with robust explanations 
(i.e. the explanations obtained for a model and prediction are always the same).

This sanity check has points in common with the analysis proposed in Sect. 5.2.2, where 
we analyse the correctness of the modular explanations. However, a good modular explana-
tion does not guarantee that all the explanations at instance level of the top-scored custom-
ers are also reliable. Similarly, just because the model has learned a reliable and important 
fraudulent pattern at the modular level (e.g. a feature that, on average, greatly increases 
the prediction score) does not guarantee that all high-scoring customers have learned that 
pattern. Having said that, a good modular explanation, as it is built as the sum of the local 
explanations, should be an indicator of good explanations at instance level.

5.3.2 � Post‑process example

By way of illustration of this method, this example implements a simple rule system that 
automatically discards all the high-scored instances in which the most important fraudulent 
pattern (i.e. the feature value that increases more the prediction according to the Shapley 
Values) is not consumption-related. This is in line with the modular analysis from Sect. 5.2 
in which we regard the regression model as a better predictor because the most important 
features are consumption-related.

This post-process approach aims to increase the campaign’s economic efficiency by 
increasing the amount of energy recovered per customer visited. Therefore, we compare 
in Table  3 the amount of energy recovered for each customer on average in an n-sized 
campaign,8 for the Domain DAN . As expected, we can see in Table 3 that the regression 
approach outperforms the classification approach in terms of energy recovered per cus-
tomer visited. However, our post-processing at instance level implemented in the regres-
sion approach outperforms the regression approach by up to 34%.

Table 3   The post-processing at instance level (by not including those customers whose most important 
fraudulent feature according to the Shapley Values is not a consumption-related feature), referred to in the 
table as Regression + Rule) reduces the size of the selection but increases the amount of energy to recover 
on average for each visit

More specifically, 31 out of 42 customers, 84 out of 106, 173 out of 211 and 469 out of 528 customers 
would be included in the final campaigns, but in each case, we would increase the amount of energy recov-
ered per customer visited, a clear indicator that this post-process would discard more non-NTL cases (or 
NTL cases with low energy recovered) than otherwise. That is, we increase the economic efficiency of our 
campaign, recovering more energy per visit carried out by the technician

Domain D
AN

n = 528 n = 211 n = 106 n = 42

Average energy recovered per customer in an n-sized campaign (kWh)
Reference 2107 3782.9 5495.1 8716.4
Classification 823 930.8 921.3 900.9
Regression 887.3 1266 1554.8 1740.3
Regression + Rule 944 (+ 6%) 1398.4 (+ 10%) 1741.5 (+ 12%) 2328.7 (+ 34%)

8  n corresponds to the customers preselected for the campaign, as explained in Table 1.
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In this example, we have used a straightforward rule to provide a rather generic example. 
However, this approach is very useful to nuance the campaign based on the Stakeholder’s 
knowledge. For instance, as we explained in Sect. 4, one of the existing biases is related to 
the fact that the company generates campaign to over-control historically fraudulent cus-
tomers. From our perspective, this pattern is valuable and trustworthy since many fraudu-
lent customers are recidivists. However, we would like to avoid high-scoring customers 
with only this pattern as an indicator of NTL. Therefore, this post-process method would 
be helpful to discard these specific high-scoring customers that would not be humanly 
validated.

6 � Conclusions

6.1 � Positioning of our work in the literature

This work introduces an NTL detection system grounded on regression as a valid alterna-
tive to using classification. Moreover, we illustrate the use of explanatory algorithms to 
understand the predictions of the system. Experiments performed indicate that using the 
energy recovered as the priority setter helps the system be more successful, mitigating the 
biases problems regarding the use of observational data. The patterns learnt are easier to 
validate from a human perspective, and therefore the models generalise better. Surpris-
ingly, the use of regression in the NTL literature is scarce. For instance, (Krishna et  al. 
2015) describes an outlier detection system, where the amount of energy to be spent by a 
customer is forecast. We believe our approach can be enhanced by using the techniques in 
the aforementioned work.

On the other hand, this work is one of the few examples in the literature that implements 
explanatory algorithms for NTL detection. Our experiences and lessons learnt can be use-
ful not only for any initiative that aims at increasing interpretability but also for any data-
oriented industrial project.

6.2 � Future work

For our research project this work is the starting point from which to develop different 
improvements in our system, explained below.

Possibilities regarding the Regression and Classification approach This work proposes 
and evidences that the use of a regression approach (RMSE loss function) to detect NTL 
has benefits in terms of robustness and economic efficiency. This is an initial approach 
that has been satisfactory. However, we are considering the use of other loss functions that 
could also fit this problem, e.g. the use of a ranking loss function (e.g. LambdaMart Burges 
2010) or a more complex regression function where the over-representation of the non-
NTL cases are considered (e.g. Tweedie regression Zhou et al. 2019).

Similarly, we would explore the possibility of exploiting the information from the clas-
sification models, not so much as the basis of the predictive system, but as a complemen-
tary method for the regression approach. Currently, we are making a smooth transition 
from the classification to the regression method, including in the campaigns both scores 
and including in campaigns customers that have both a high regression and classification 
score. Our future effort consists of building a smart meta-scorer based on the combination 
of both pieces of information.
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Exploiting the information from the Shapley Values The use of Shapley Values in this 
work focuses on analysing two different approaches to detect NTL cases beyond bench-
marking, allowing us to confirm what the results in the table seemed to indicate: that the 
regression approach provides better models than classification. Moreover, in Sect. 5.3, we 
explained how we could use the Shapley Values to post-process a campaign to improve its 
accuracy and energy recovered per customer visit. However, the SHAP library provides 
many tools to analyse the models that we have not yet used in our system.

One of the methods that could be useful is the interaction values from SHAP that pro-
vide a plot representing the pairwise interaction between two features. This plot could be 
extremely useful, for instance, analysing the relationship between the Date Last Reading 
and the Current Reading Absences from the classification model, two features that, as we 
explained in Sect. 5.2.2 are correlated and can justify the abnormal pattern learnt from the 
Date Last Reading feature.

Using the Shapley Values as a pre-processing technique The process of building a pre-
dictive machine learning model usually includes a feature selection process (to avoid, for 
instance, overfitting). In our case, the Gradient Boosting models were trained with the fea-
tures explained in Sect. 3, and internally the training process would select those features 
that would minimise the loss function, discarding the non-informative features in the split-
ting process. In each model, the features used vary, i.e. we automatically learn patterns 
from the non-static domains at that moment.

However, as previously explained in Sect. 3.2.1, this process relies on benchmarking of 
biased data and, therefore, might learn undesired patterns that exploit biased information. 
For instance, in Sect.  5.2.2 the pattern learnt from the Last Bill feature for that specific 
model is doubtful (even though the patterns usually learnt by the system using this fea-
ture are reliable). For this reason, we propose the Shapley Values as a method to imple-
ment feature selection since it would allow us to determine the goodness of the feature in 
terms of patterns learnt in every model trained beyond benchmarking. A first approach to 
automatise the exploitation of the Shapley Values as a feature engineering tool can be seen 
in Coma-Puig and Carmona (2020). In this work we exploit the stakeholder’s knowledge 
and the information provided by explanatory methods to implement online smart feature 
engineering (similar to a query learning process). This initial approach has been useful to 
build more robust models and will be improved based on our experience after using it in 
different campaigns.

Similarly, the Shapley Values can also be used as a search method to detect the opti-
mal tuning process since it is a process that relies on benchmarking different models in a 
validation dataset. For instance, in Sect. 4.2.1 we explain that we use the validation dataset 
as an early stopping tuning process. However, by analysing the patterns learnt, we might 
detect that the optimal number of tree iterations might differ from the number of iterations 
established by the benchmark analysis.

Improve the interpretability of the Shapley Values Finally, it is necessary to remark that 
the interpretation of the Shapley Values might not be straightforward for the stakeholder. In 
this work we only analyse the top 8 most important features, but we consider it necessary 
to increase the number of features analysed. This, altogether that we aim to explore tech-
niques to exploit the Shapley Values makes us pose the need for implementing an ad-hoc 
method that simplifies the information provided to the stakeholder.
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