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The field of reinforcement learning aims to develop algorithms that use experience to opti-
mize behavior in sequential decision problems such as (partially observable) Markov deci-
sion processes ((PO)MDPs). In such problems, an autonomous agent interacts with an ex-
ternal environment by selecting actions and seeks the sequence of actions that maximizes its
long-term performance. In reinforcement learning, the environment is typically initially un-
known and learning takes place online, that is, the agent’s performance is assessed through-
out learning instead of only afterwards.

Since many challenging and realistic tasks are well described as sequential decision prob-
lems, the development of effective reinforcement-learning algorithms plays an important
role in artificial intelligence research. Recent years have seen enormous progress, both in the
development of new methods and the theoretical understanding of existing methods. In par-
ticular, great strides have been made in approximating value functions, exploring efficiently,
learning in the presence of multiple agents, coping with partial observability, inducing mod-
els, and reasoning hierarchically.

The focus of this special issue is not the development of new algorithms but the empirical
evaluation of existing ones. Like other machine-learning methods, reinforcement-learning
approaches are typically evaluated in one or more of the following three ways: (1) subjec-
tively, (2) theoretically, and (3) empirically. Subjective evaluations, in which researchers
assess the significance and potential of new ideas, are important because they leverage the
powerful intuition of experts to guide the research process. However, they are also limited
because they cannot validate ideas that go against such intuition; for example, they can-
not expose fallacious assumptions. Theoretical evaluations are also important, as they are
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perhaps the most rigorous way to assess an algorithm. However, for many problems of real-
world interest, obtaining theoretical results is extremely difficult. In addition, even when
obtained, such results may not accurately predict performance in practice, because either
bounds are loose or assumptions do not strictly hold.

Thus, empirical evaluations play an important role. Just as competitions such as the Net-
flix Prize (Bell et al. 2010) and the DARPA Grand Challenge (Montemerlo et al. 2006;
Seetharaman et al. 2006) can spur rapid progress, careful empirical evaluations can stimulate
the development of increasingly practical algorithms (Cohen and Howe 1988; Langley 1988;
Simon 1995). For example, the UCI repository (Asuncion and Newman 2007) of benchmark
learning problems has helped supervised learning methods transition from a laboratory cu-
riosity to a critical component in real-world applications.

However, empirically evaluating the performance of a reinforcement-learning algorithm
poses unique challenges. There are many ways to define the problem and evaluate perfor-
mance. In addition, a benchmark task consists not of a fixed data set that can be easily
published, but of a dynamic module, such as a simulator, with which different candidate
agents can interact. Consequently, the task of sharing benchmarks is difficult, as completely
describing such modules in an article is often infeasible (White 2006).

Fortunately, in recent years, various researchers have taken initial steps towards address-
ing these issues. Perhaps most significant from a practical perspective is the development of
RL-Glue (Tanner and White 2009), a task-, language-, and platform-independent protocol
for connecting agents and environments. In addition, the recent international Reinforcement
Learning Competitions (Whiteson et al. 2010), which used RL-Glue as an evaluation plat-
form, have helped focus attention on specific benchmark problems and assess the current
state of the art. Finally, researchers have begun to address the ‘meta’ question of how to
find good methodologies for evaluating reinforcement-learning methods (Nouri et al. 2009;
Whiteson et al. 2009, 2011).

Our primary aim in editing this special issue is to bring together and highlight recent
research developments that address important questions relevant to empirical evaluations
in reinforcement learning. In the remainder of this editorial, we enumerate several of these
questions and describe how the articles in the special issue address them.

1 How should software for empirical research be designed?

Doing careful experiments in reinforcement learning requires designing suitable software.
While RL-Glue has proved a useful software protocol, it is far from a panacea. In their arti-
cle, “On the Analysis and Design of Software for Reinforcement Learning, with a Survey of
Existing Systems”, Kovacs and Egginton investigate practical issues involved in construct-
ing software for reinforcement-learning experiments. They argue that libraries of reusable
software components are of greater value than repositories of ready-made agents and envi-
ronments, since they facilitate the testing of multiple learning algorithms under multiple set-
tings. In addition, they present “Alfred’s Story”, an illustration of the software-engineering
challenges a typical reinforcement-learning researcher faces when building an experimen-
tal setup from scratch and then expanding it to handle different scenarios and interact with
components written by others. They analyze the requirements of a reinforcement-learning
system and argue that the process of designing such a system can yield insights into the scope
of reinforcement learning as well as the relationships between the algorithms and problems
within that scope. Finally, they present a comprehensive survey of existing systems along
with recommendations about which systems are best suited for various users.
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2 What are the right evaluation methodologies?

Empirically evaluating reinforcement-learning algorithms requires a suitable methodology
for conducting trials and quantifying performance. The resulting challenges are addressed
by several articles.

In “Empirical Evaluation Methods for Multiobjective Reinforcement Learning Algo-
rithms”, Vamplew, Dazeley, Berry, Issabekov, and Dekker consider reinforcement-learning
problems that require the simultaneous satisfaction of multiple reward functions. Empiri-
cally evaluating performance in such problems is challenging in part because multi-objective
reinforcement-learning methods differ widely with respect to the problem settings they as-
sume and the goals they aim to reach. Vamplew et al. argue that different approaches to
evaluation are needed when evaluating multiple-policy methods, which produce a set of
all Pareto-optimal polices or an approximation thereof, than when evaluating single-policy
methods, which produce one policy that maximizes a linear scalarization of the objectives
or satisfies constraints on those objectives. For the former, they point out limitations in the
simple scalar metrics and graphical representations in common use and propose instead the
use of learning curves that track the hypervolume of the space dominated by the Pareto
front. For the latter, they sketch several options, including hypervolume metrics and multi-
objective regret, as well as metrics based on experiments with real or simulated users.

Fern, Khardon, and Tadepalli also address the issue of evaluation methodologies in “The
First Learning Track of the International Planning Competition”. They consider a prob-
lem closely related to traditional reinforcement learning; specifically, they examine making
high-quality decisions in an initially unknown environment given a formal description of its
dynamics. They describe a recent competition in which closely related planning problems
were presented to a planning system that can change its behavior on future problems on
the basis of its experience. They describe the evaluation methodologies they developed to
ensure rigorous evaluation in this unique setting. In particular, they emphasize the impor-
tance of selecting a performance metric that truly aligns with the field’s goals. Otherwise,
the algorithms that we consider “good” may end up losing to algorithms that are overfit to
the metric.

In their article, “Informing Sequential Clinical Decision-Making through Reinforcement
Learning: An Empirical Study”, Shortreed, Laber, Lizotte, Stroup, Pineau, and Murphy con-
sider the design of treatment plans for managing chronic diseases. As their task is to find
an optimal sequence of decisions given data, it is a natural fit for reinforcement-learning
techniques. However, the special constraints of this application domain make it particularly
challenging. While the treatment history can be viewed as the state and possible interven-
tions are actions, it is not clear how best to formulate reward. The choice can have a direct
impact on the quality of life of patients who adopt the automatically generated plans. The
authors also consider how a physician or patient can be confident that the computed treat-
ment policy is well justified. They examine techniques for computing confidence intervals
on the learned value function, which can be used to increase confidence in the individual
decisions that are recommended.

3 What are suitable benchmark tasks?

Even given appropriate software and evaluation methodologies, researchers doing empirical
comparisons must still select suitable benchmark tasks. This issue is addressed by several
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articles in the special issue. Vamplew et al. propose several benchmark tasks for the multi-
objective setting. Fern et al. describe the benchmark tasks used in the learning track of the
planning competition.

The issue is given thorough treatment by Hafner and Riedmiller in “Reinforcement
Learning in Feedback Control: Challenges and Benchmarks from Technical Process Con-
trol”. The authors propose four benchmark reinforcement-learning problems drawn from
the area of technical process control. These tasks, which they call Underwater Vehicle, Pitch
Control, Magnetic Levitation, and Heating Coil, can be used to compare human-designed
control rules with those learned from experience. The domains were chosen to highlight
several core issues that are important in process control environments: the necessity of go-
ing beyond simple linear control rules; the prevalence of long-range dynamic effects; the
requirement for highly precise control laws; the ubiquity of external variables; and the crit-
icality of dealing with changing setpoints. The authors propose two measures for controller
quality: how well the learned controller performs and how much experience it needs to reach
a target performance level.

Kober and Peters also explore the issue of how to select suitable benchmarks in their
article, “Policy Search for Motor Primitives in Robotics”. In evaluating policy-search meth-
ods for motor-control tasks, they underscore the limitations of synthetic benchmarks, which
often unrealistically assume discrete states and actions and the availability of millions of
samples for learning. While motor-control tasks can serve as more realistic benchmarks,
conducting empirical evaluations in such settings is not easy. Experiments on real robots are
difficult to repeat, since they typically depend on elements that are hard to share, such as cus-
tom hardware and human demonstrations used to initialize learning. Testing algorithms in
simulation first can help, but making simulators accurate enough is challenging. The authors
suggest that energy-absorbing scenarios, where the robot absorbs energy from its actions,
are typically so difficult to simulate that it is easier to learn on a real robot than to learn first
in simulation and transfer the results. In contrast, in energy-emitting scenarios such transfer
is often feasible, especially if noise is added to the simulator. In borderline scenarios, the
learning parameters optimized in simulation may transfer even when the learned policies
themselves do not.

4 How do current methods fare in empirical comparisons?

In addition to discussing how empirical evaluations should be done, most of the articles in
this special issue also present the results of such comparisons. Vamplew et al. present the
results of comparing several standard multi-objective methods on their proposed bench-
marks using their proposed evaluation methodologies. Similarly, Hafner and Riedmiller
evaluate the performance of their own method, Neural Fitted Q Iteration with Continuous
Actions, on their proposed benchmark tasks and encourage the reader to apply his or her fa-
vorite approach to see how it compares. Shortreed et al. also describe an empirical study of
reinforcement-learning approaches applied to actual clinical trial data carried out by some
of the trailblazers of the emerging field of sequential clinical decision making.

Fern et al. describe in detail the results of the learning track of the planning competition.
They found that, like the best Netflix Prize systems, ensemble methods that combine the
strengths of a diverse set of powerful planners can be tenacious competitors. While several
learning systems were able to improve with exposure to related problems within a domain,
the final performance achieved by learning systems was on par with the best non-learning
planners. That is, one of the best ways to solve a series of related planning problems is still
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to treat each of them independently, without learning. There is reason to hope, however, that
the evaluation mechanisms they propose will help spur the field to breakthroughs in the near
term.

Kober and Peters present extensive empirical results evaluating the performance of a
range of policy-search methods on a series of simulated and real motor-control tasks. They
propose a general framework for policy-search methods in which policy improvement is for-
mulated as a maximization of a lower bound on the expected return. They show that many
existing episodic methods, including REINFORCE, policy gradient methods, and Natural
Actor-Critic, follow from this framework. They also derive a new method called Policy
Learning by Weighting Exploration with the Returns (PoWER), which relies on expectation-
maximization instead of gradients and performs structured, state-dependent exploration. By
coupling these methods with basis functions derived from motor primitives, they apply them
to several motor-control tasks such as Underactuated Swing-Up and Ball-in-a-Cup in sim-
ulation and, in some cases, on real robots. The results they present both verify the efficacy
of the POWER method and illustrate the state of the art in reinforcement learning for motor
control.

In “Characterizing Reinforcement Learning Methods through Parameterized Learning
Problems”, Kalyanakrishnan and Stone develop a parameterized class of reinforcement-
learning problems and use it to conduct an extensive empirical analysis of the strengths
and weaknesses of value-function and policy-search methods. Motivated by the lack of a
“field guide” for reinforcement learning, they offer results that can inform the development
of “rules of thumb” for practitioners.

Their framework allows controlled tests of the effects of five critical factors: state space
size, transition stochasticity, partial observability, and the expressiveness and generalization
of function approximation. They compare multiple value-function and policy-search meth-
ods and present detailed results on Sarsa and CMA-ES, the best performing in each category.
While these results offer additional confirmation for previously observed trends, for exam-
ple, that Sarsa tends to learn more quickly, they are also qualitatively novel. Unlike previous
empirical studies, their framework allows the same function approximation representations
to be used by both types of methods, enabling a more controlled examination of the effect of
such representations on relative performance. This setup leads to new insights, for example,
that CMA-ES can be much more robust when the representation is highly deficient.

5 Conclusion

We believe that the question of how best to conduct empirical evaluations in reinforcement
learning remains a critical research topic. The research described in this special issue shows
that promising initial progress has been made towards the development of principled an-
swers. The results of the empirical evaluations presented by these articles not only offer
new insights about the strengths and weaknesses of current reinforcement-learning meth-
ods, but also underscore the capacity of careful evaluations to generate such insights. We
hope that this special issue will serve as a foundation for and stimulus to further develop-
ments in reinforcement-learning software, evaluation methodologies, benchmark tasks, and
empirical comparisons.

Open Access This article is distributed under the terms of the Creative Commons Attribution Noncommer-
cial License which permits any noncommercial use, distribution, and reproduction in any medium, provided
the original author(s) and source are credited.
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