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Abstract The paper shows a way to find two-particle lattice Green functions (LGF) on
any site of a two-dimensional, rectangular lattice with hopping to nearest- and next-nearest
neighbors. Exact, analytical formulas using elliptic integrals for the on-site—G0,0, near-
est neighbor—G0,1 and G1,0 and next-nearest neighbor—G1,1 LGF’s are shown. Difference
equation for general Gm,n is given together with five kind of recurrence relations among
LGF’s and their derivatives. A way of assembling recurrence relations into closed sets of
equations, enabling to find Gn,m on any lattice site (requiring the knowledge of five param-
eters) is described. The differences between one- and two-particle LGF’s are shown.

Keywords Lattice Green functions · Elliptic integrals

1 Introduction

The theory of Green functions has been applied in physics for a long time. It has been
used, e.g., in quantum mechanics, calculations of many-body systems, quantum statistical
mechanics, condensed matter physics to name a few. In condensed matter field the lattice
Green functions (LGF) are more widely applied [1]. They have the general form of Watson
integrals [2], which appeared in physics during the research of magnetism in the sixties (par-
ticularly Heisenberg model on three dimensional (3d) lattices [3]). Apart from that, LGF’s
have also found use, e.g., in lattice statistical problems, random walks and percolation theo-
ries [4], problems of transport and diffusion in solids [5], theories of impurities in solids [6],
lattice dynamics [7], investigations of tight-binding models on the lattice [8], investigations
of electron band structures in crystals [9], models of phase transition in particular in 2d and
in calculations of resistivity and capacitance in infinite networks of resistors or capacitors
[10–13].

The latter field is of much interest in connection with high temperature superconductiv-
ity (HTSC), which is widely believed to be caused by Bose condensation of tightly-bound
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electron pairs. Properties of a single pair can be calculated (exactly!) by lattice Green func-
tions [14–18]. Collection of such pairs can be regarded as incoherent, low density limit of
tightly-bound electron pairs’ condensate; in case of s-wave pairing the threshold for pairs’
appearance is also a threshold for s-wave superconductivity to appear [19]. It is also shown,
that phase of uncorrelated pairs do exist in the phase diagram of t–J model [20].

After practical realization of Hubbard model in the optical lattices of cold atoms, com-
parison of experiment with such exact solutions can help to gain much deeper insight into
the tight-binding models’ physics than was possible so far.

LGF’s concerning Hamiltonians with nearest-neighbor (nn) hopping have been quite well
known, though mostly for 3d lattices, since seventies [21, 22]. Yet in view of possible ap-
plication to investigations of HTSC, where next-nearest hopping (nnn) can be substantial,
a need appears to calculate nnn LGF’s in 2d rectangular lattice. To be able to apply the
results to the calculations of bound (and resonant) pairs we need a two-particle LGF. The
current paper presents just that.

The available 2d results are scarce: the imaginary part of one-particle LGF’s with nnn,
i.e., the density of states, is known [7, 23, 24] (yet not sufficient to calculate, e.g., bound
states, where also the real part is needed and also outside the band). The full one-particle
LGF with nnn hopping was given lately in Ref. [25]. A recursion formula for peculiar LGF
on a 2d lattice was given by Morita [26] (but not the LGF itself). Most of the known results
concern nn hopping and one-particle functions, e.g., Ref. [27]. The present paper can be
regarded as an extension of [27] and its reformulation in the language of elliptic integrals
(in [27] hypergeometric functions are used).

The plan of work is as follows: in Sect. 2 the basic definitions concerning LGF’s for tight-
binding Hamiltonians with nn and nnn hopping are presented. Section 3 shows a detailed
analytical solution of the most basic LGF—G0,0 and the difference between one- and two-
particle Green functions. The formulae for G0,1, G1,0, G1,1, needed to find any other LGF,
are shown in Sect. 4. Section 5 presents 5 kind of recursion relations, including also relations
among LGF’s derivatives, and explains a special way in which they have to be assembled
to make a closed system of equations. The paper is closed by discussion and conclusions in
Sect. 6.

2 Definitions

We begin with the general definition of the Green function:

(E − H(r))G(E; r, r′) = δ(r − r′), (1)

where E is complex variable and H is linear, hermitian, differential operator. Thus G can be
described as a resolvent:

G = 1
E − H

=
∑

n

|φn〉〈φn|
E − En

, (2)

where |φn〉 form complete set of orthonormal eigenstates and En are eigenvalues of opera-
tor H. If H is kinetic part of tight binding Hamiltonians (see, e.g. [1]):

H =
∑

〈〈i,j 〉〉

∑

σ

ti,j c
†
i,σ cj,σ , (3)

where ti,j is hopping integral, c
†
i,σ and cj,σ are creation and annihilation operators of elec-

trons with spin σ on sites i and j respectively, which are nn or nnn sites (that is meant by
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〈〈·〉〉) of infinite, two-dimensional, rectangular lattice. One-particle eigenstates of Hamilto-
nian (3) are states with fixed (quasi)momentum k, which belong to the reciprocal space: thus
eigenvectors can be denoted as |k〉. Their real-space representations are just Bloch waves.
Eigenenergy of state |k〉 on a two-dimensional rectangular lattice with nnn hopping is given
as:

Ek = 2tx cos(kxax) + 2ty cos(kyay) + 4t2 cos(kxax) cos(kyay), (4)

where ax and ay are lattice constants in x and y directions respectively, kx and ky are com-
ponents of vector k, tx , ty are nn hopping integrals in x and y directions resp., and t2 is
hopping integral between next-nearest neighbors. The one-particle Green function finally
takes the form:

G(E; r, r′) = 1

N

∑

k

eik(r−r′)

E − Ek
. (5)

Its imaginary part (in the sense of limε→0 E + iε) yields density of states for a given lattice;
N denotes number of lattice sites.

The two-particle Green function operator can be written as:

G(E) = 1

N

∑

k1

∑

k2

|k1,k2〉〈k1,k2|
E − Ek1 − Ek2

, (6)

where |k1,k2〉 are the two-particle eigenstates of operator H, (3). It is useful to change the
basis to |K, δk〉 instead of |k1,k2〉, where K = k1 + k2 is total (center-of-mass) momentum
and δk = (k1 − k2)/2 is relative momentum. As H, (3), conserves the total momentum, we
can consider Green functions for each K separately:

GK(E; δr, δr′) = 1

N

∑

δk

eiδk(δr−δr′)

E − EK/2−δk − EK/2+δk
, (7)

where δr = r1 − r2 denotes relative position between two particles in a pair. While the
numerator of the above two-particle Green function is formally the same as in one-particle
case—(5), the denominator got more complicated:

EK/2−δk + EK/2+δk = γ1 cos(δkxax) + γ2 cos(δkyay)

+ γ3 cos(δkxax) cos(δkyay) + γ4 sin(δkxax) sin(δkyay), (8)

where

γ1 = 4tx cos(Kxax/2), (9)

γ2 = 4ty cos(Kyay/2), (10)

γ3 = 8t2 cos(Kxax/2) cos(Kyay/2), (11)

γ4 = 8t2 sin(Kxax/2) sin(Kyay/2). (12)

After comparing with (4), we can see that apart from constant multipliers an additional term
proportional to sin(kxax) sin(kyay) appeared on the r.h.s. of (8). This term is responsible
for the qualitative difference between the one- and two-particle LGF’s, which become the
same (up to a constant) only for K = 0. Eventually a Green function for a fixed total mo-
mentum (K index is omitted henceforth in the notation), for δr − δr′ being a lattice vector:
(max,nay), after trivial variable change ksas → ks , s ∈ {x, y}, can be written down in the
infinite lattice limit as an integral:
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Gm,n(E)

= 1

(2π)2

∫ π

−π

dkx

∫ π

−π

dky

ei(kxm+kyn)

E − γ1 cos kx − γ2 cos ky − γ3 cos kx cos ky − γ4 sinkx sinky

.

(13)

In fact, numerator can be replaced by cos(kxm + kyn), as the part of the integral with the
sin(kxm + kyn) disappears on rectangular lattice due to symmetry. For the same reasons we
can not narrow down the integration to

∫ π

0

∫ π

0 dkxdky .

3 Analytic Solution for G0,0

We begin with finding the solution of the simplest of Green functions of the type given
by (13), namely G0,0. After standard u = tan(kx/2) substitution, integral over kx is replaced
by integral over quadratic polynomial in u in the denominator. For negative discriminant
of that polynomial the integral can be expressed by arctan, while for the positive—by log.
The calculation of definite integral and second substitution v = tan(ky/2), leaves us with the
integral over the inverse of the square root of the negative of the above-mentioned discrim-
inant. If the (bare) discriminant is negative, then we must still multiply the whole formula
under the integral by the sign of the leading term of the polynomial in u (which will now
depend on v)—because the arctan depended on that sign:

G0,0(E) = 1

(π)2

∫ ∞

−∞

sigQ[f (v)]√
Q(v)

dv, (14)

where:

Q(v) = av4 + bv2 + c, (15)

a = (E + γ2)
2 − (γ1 − γ3)

2 , (16)

b = 2
(
E2 − γ 2

1 − γ 2
2 + γ 2

3 − 2γ 2
4

)
, (17)

c = (E − γ2)
2 − (γ1 + γ3)

2 , (18)

f (v) = E + γ1 + (γ3 − γ2)
1 − v2

1 + v2
, (19)

sigQ[x] =
{

sign[x], for Q(v) ≥ 0

1, for Q(v) < 0.
(20)

Note, that f (v) may become zero and change the sign for v = vE =
√

v2
E if v2

E > 0:

v2
E = −E − γ1 + γ2 − γ3

E + γ1 + γ2 − γ3
. (21)

The sign[f (v)] can be simplified to:

sign[f (v)] =
{

sign[α · (v2 − v2
E)], v2

E > 0 ⇐⇒ |E + γ1| < |γ3 − γ2|
sign[E + γ1], v2

E < 0 ⇐⇒ |E + γ1| > |γ3 − γ2|,
(22)

where α = sign[γ2 −γ3]. Condition v2
E < 0 means, that f (v) does not change sign for any v.

To proceed we need the roots of Q(v):
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v2
1,2 =

γ 2
1 + γ 2

2 − γ 2
3 + 2γ 2

4 − E2 ± 2
√

(γ1γ2 + Eγ3)2 + (γ 2
1 + γ 2

2 − γ 2
3 − E2)γ 2

4 + γ 4
4

(γ1 + γ2 − γ3 + E)(−γ1 + γ2 + γ3 + E)
,

(23)

where v2
1 and v2

2 denote the solutions with the opposite signs at the square root. The Green
function now can be written as:

G0,0(E) = 2

π

∫ ∞

0

sigQ[f (v)]
√

a(v2 − v2
1)(v

2 − v2
2)

dv, (24)

what can be easily cast into the standard form of elliptic integral, with the denominator:√
(1 − v2)(1 − k2v2), yet the need to resolve the signum in the numerator makes the form

(24) more feasible.
As each positive root v2

1,2 causes singularity of the integrand of (24) the signs of roots (23)
are of basic importance and are used to identify the solutions. Green function for complex
roots v2

1 = (v2
2)

∗ ≡ v2
c will be denoted as GC ; for real roots v2

b > v2
s > 0: G++, for v2

b < v2
s <

0: G−− and for v2
n < 0 < v2

p : G+− denotations will be used, where vb , vs , vn, vp are other
names of v1 and v2 in the cases described.

If we recall definition of sigQ, (20), then without precising the signs of v2 we can gener-
ally write G0,0 as:

G0,0 = 2

π

(∫

Q>0

sign[f (v)]√
Q(v)

dv +
∫

Q<0

1√
Q(v)

dv

)
, (25)

where lower indices at the integrals describe the ranges of integration. It can be proved, that
Q(vE) ≤ 0, where vE is defined by means of (21), i.e., the point where f (v) changes sign
(if it exists), lies outside or on the boundary of the domain of integration of the first integral
in (25). That means, that the sign in its numerator is constant within the (connected) domain
Q > 0 and can be transferred in front of the integral. When we define:

I (x, y) =
∫ y

x

1√
Q(v)

dv, (26)

we can express equation (25) as:

G0,0 = 2

π

(
sign[f (Q > 0)]I (Q > 0) + I (Q < 0)

)
, (27)

where the conditions in place of the arguments of I functions symbolically denote the ranges
of integration. Having Q(v) = aq(v) and with:

q(v) = (v2 − v2
1)(v

2 − v2
2), (28)

J (x, y) =
∫ y

x

1√
q(v)

dv, (29)

where v2
1 and v2

2 are roots (23), we can further simplify integrals I by extracting a constant
factor: I = [J (q > 0) + sign[a]J (q < 0)]/√a (we choose a branch, where

√
a = i

√|a|
for a < 0; when both a < 0 and q < 0 such an extraction changes the sign of the product
1/

√
a
√

q). If one realizes that J (q < 0) = −iJ (−q > 0) yields imaginary part of J , then
I can be further simplified to I = J/

√
a for a ≥ 0 or I = J ∗/

√
a for a < 0, with the star

denoting complex conjugation. Single-equation notation uses step function θ :

I = 1√
a

(
J (q > 0) + (−1)θ(−a)J (q < 0)

)
. (30)



1178 Int J Theor Phys (2012) 51:1173–1186

Recalling, that the domain Q > 0 corresponds to the domain of q > 0 for a > 0 and of q < 0
for a < 0, (30) and (27) allow us to write a compact formula for the Green function, which
is deeply connected with the types of solutions of (23):

G0,0 ≡ G
s1,s2
0,0 = 2

π
√

a

(
sθ(a)
n J (qn > 0) + (−sm)θ(−a)J (qm < 0)

)
, (31)

where s1 and s2 are indices denoting the signs of roots (23); on the right-hand side, sn

and sm are the signs of the function f (v) in the respective domains qn > 0 and qm < 0 of
J functions, by which sn and sm are multiplied in (31); indices n and m at qx ’s and sx ’s
are added in case when the given domain q ≷ 0 is multiply connected, to denote Einstein
summation convention over parts of the domain (note, that sn and sm should not be confused
with s1 and s2; they are signs of different things).

To proceed we have to examine various possible domains of q ≷ 0. They are bounded
by the positive roots (23) of q(v) (note, that the domains consist of the sets of v on the real
axis, which may be empty or multiply connected).

When both squared roots (23) v2
1 and v2

2 are negative or complex (conjugate) then q > 0
for all non-negative v. Equation (31) yields then:

Gz
0,0 = βs

θ(a)

0 J z(0,∞), (32)

where z denotes one of the indices: “−−” or “C”, β = 2/π
√

a, s0 = sign[E + γ1 − γ2 +
γ3] = sign[f (v = 0)] (also equal to sign[E + γ1]). J z(0,∞) is an integral with no singular-
ities in the whole range of integration—this way Gz

0,0 is purely real and positive (for a > 0)
or purely imaginary with imaginary part negative (a < 0).

When one of the squared roots (23) is positive (denoted as v2
p), then the integral J (0,∞)

is singular at v = vp and we divide J into two smaller integrals over domains v ∈ 〈0, vp〉
(corresponding to q < 0) and v > vp (i.e., q > 0). Green function G+− is given then as:

G+−
0,0 = β

(
sθ(a)
∞ J (vp,∞) + (−s0)

θ(−a)J+−(0, vp)
)
, (33)

where s0 was defined before, s∞ = sign[f (v = ∞)] = sign[E + γ1 + γ2 − γ3] is (constant)
sign of f (v) in the whole range v ∈ 〈vp,∞) (the sign at particular point v = ∞ is chosen
arbitrarily to simplify the notation).

In case of two positive squared roots: v2
p1 and v2

p2, integral J has two singularities: at vp1

and vp2 (let’s assume vp1 < vp2). One of the domains: q > 0 or q < 0 consists then of two
disconnected parts: v ∈ 〈0, vp1〉 and 〈vp2,∞). We have:

G++
0,0 = β

(
s
θ(a)

0 J++(0, vp1) + sθ(a)
∞ J++(vp2,∞)

+ (−s12)
θ(−a)J++(vp1, vp2)

)
, (34)

where s12 denotes the sign of f (v ∈ 〈vp1, vp2〉).
Thus we managed to express G0,0 by nonsingular integrals J s1s2(a, b), s1, s2 ∈ {+,−,C},

which can be found in the literature [28]. Eventually the Green function G0,0 for any possible
combination of squared roots (23) can be expressed as:

GC
0,0 = 2

π
√

a

1

|vc| s
θ(a)

0 K

(
�(vc)

2

|vc|2
)

, (35)

G−−
0,0 = 2

π
√

a

1

|vb| s
θ(a)

0 K
(

1 − v2
s

v2
b

)
, (36)

G+−
0,0 = 2

π
√

a

1√
|v2

n| + v2
p

[
sθ(a)
∞ K

(
|v2

n|
|v2

n| + v2
p

)
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− i(−s0)
θ(−a)K

(
v2

p

|v2
n| + v2

p

)]
, (37)

G++
0,0 = 2

π
√

a

1

vb

[(
s
θ(a)

0 + sθ(a)
∞

)
K

(
v2

s

v2
b

)

− i(−s12)
θ(−a)K

(
1 − v2

s

v2
b

)]
, (38)

where �(vc) is the real part of vc and F (α, k2) and K(k2) are incomplete and complete
elliptic integral of the first kind resp.; a convention of denoting elliptic integrals by the
squared moduli is used.

Full G0,0 is shown in Figs. 1 and 2. The behavior is representative for LGF’s with higher
indices as well. The figures show one-particle (γ4 = 0) and two-particle (γ4 given by (12))
LGF’s on � − M line of square lattice, for tx < 0 and t2/tx = −0.3, values commonly met
in HTSC hole-doped materials. For small values of K the difference between one- and two-
particle LGF’s is small but it becomes larger around Brillouin zone corner. With increasing
K the two-particle LGF’s band becomes wider and, when K becomes large enough, addi-
tional peaks appear in Im(G), at the energies equal to the one-particle’s band edges. It may
indicate a change in spectral properties of (condensed) pairs described by G0,0 around the
point (π,π ) in Brillouin zone.

Fig. 1 Re(G0,0) (thick lines)
and Im(G0,0) (thin lines) vs
E/|tx | for two-particle function
(full lines) and one-particle
function (dashed lines) for
tx = ty = −1 and t2/tx = −0.3
at the center of mass momentum
Kx = Ky = 0.75π

Fig. 2 As in Fig. 1, for the
center of mass momentum
Kx = Ky = 0.9π
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4 Analytical Formulas for G0,1 and G1,1

By the same methods as in the case of G0,0 we can calculate nearest-neighbors LGF’s: G0,1

and G1,0 (the latter is given by the same formula as the former but with the coefficients
γ1 ↔ γ2 mutually exchanged) and the next-nearest neighbor LGF G1,1. After tedious but
straightforward calculations the following equations are obtained:

G0,1 = 2P(1) − G0,0, (39)

G1,1 = − 1

γ3 − γ4
− E + γ2

γ1 − γ3
G0,0 − 2γ2

γ3 − γ4
P (1)

+ 1

fs

1

2(γ3 − γ4)
((γ1 − γ4) sign(γ1 − γ3) + (γ1 + γ4) sign(γ1 + γ3))

− 1

(γ 2
1 − γ 2

3 )(γ3 − γ4)
((f1γ4 − f3γ1)(P(n−) + P(n+))

+ sign(γ4)
rf3 − f1γ1γ4√

r
(P(n−) − P(n+))), (40)

where:

r = γ 2
1 − γ 2

3 + γ 2
4 , (41)

fs =
{√

r, |γ1| > |γ3|
|γ4|, |γ1| < |γ3|, (42)

f1 = Eγ1 + γ2γ3, (43)

f3 = Eγ3 + γ2γ1, (44)

n+ = (γ1 − γ3)
2

(|γ4| + √
r)2

, (45)

n− = (γ1 − γ3)
2

(|γ4| − √
r)2

, (46)

and P(n) is an integral analogous to (24):

P(n) = 2

π

∫ ∞

0

1

1 + nv2

sigQ[f (v)]
√

a(v2 − v2
1)(v

2 − v2
2)

, (47)

where v2
1 and v2

2 are given by (23). Note, that n± are either complex or nonnegative, so
integral P(n) has the same singularities as G0,0. Also the way of calculating is the same:
we introduce integrals I (n, x, y) = ∫ y

x
dv/(1 + nv2)

√
Q(v) and J (n, x, y) = ∫ y

x
dv/(1 +

nv2)
√

q(v) analogous to (26) and (29). With the exchange of I into I (n) and J into J (n)

equation (30) remains true and P(n) is given by the right-hand side of (27). Thus the so-
lutions have the same structure as in the case of G0,0 and the previously derived formulas
can be used. When we introduce integrals P z(n), where z is one of the indices from the set:
{“C”, “++”, “+−”, “−−”} we can express P z(n)’s by the right-hand sides of (32), (33),
(34) for Gz

0,0, where new functions J z(n)’s are used instead of J z’s. All functions J z(n)

can be expressed by elliptic integrals and can be found in literature [28], except JC(n) for
complex roots (23):

JC(n,0,∞) = 2

�(vc)

1

1 + B

×
[
Ĵ (0,1) + B(1 − B)√−B(B − 1)2

(
Ĵ

(−1

y+
,0,1

)
− Ĵ

(−1

y−
,0,1

))]
, (48)
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where:

Ĵ (x, y) = Ĵ (0, x, y), (49)

Ĵ (n, x, y) = J v2
a ,1/v2

a (n, x, y), (50)

J a,b(n, x, y) =
∫ y

x

1

1 + nv2

dv√
(v2 − a)(v2 − b)

, (51)

v2
a = −|vc| + |�(vc)|

|vc| − |�(vc)| , (52)

y± = 1 − 8B

(B + 1)2
± 4

√−B(B − 1)2

(B + 1)2
, (53)

B = n|v2
c |. (54)

Because integrals (49) and (50) can also be found in [28] thus we managed to express G0,1

and G1,1 by elliptic integrals of the first, second and third kinds. The list of needed J z(n)’s
is given in the Appendix.

5 Recursion Formulae

G0,0 can be used to obtain the density of states or the energy of bound pairs in the Hubbard
model. Yet calculating the wave function on various lattice sites or properties of pairs in
extended Hubbard models requires often Gm,n for other values of m’s and n’s. As the ana-
lytic formulae for Gm,n become more and more complicated with growing |m| and |n| the
recursion formulae are of interest. The basic one is equation defining the Green function:

2EGm,n = 2δm,0δn,0 + γ1(Gm+1,n + Gm−1,n) + γ2(Gm,n+1 + Gm,n−1)

+ γ3

2
(Gm+1,n−1 + Gm−1,n+1 + Gm+1,n+1 + Gm−1,n−1)

+ γ4

2
(Gm+1,n−1 + Gm−1,n+1 − Gm+1,n+1 − Gm−1,n−1). (55)

As this equation is true for every E one may differentiate it by E and the equality will still
hold. After such a procedure we get:

2Gm,n = −2EG′
m,n + γ1(G

′
m+1,n + G′

m−1,n) + γ2(G
′
m,n+1 + G′

m,n−1)

+ γ3

2
(G′

m+1,n+1 + G′
m−1,n−1 + G′

m+1,n−1 + G′
m−1,n+1)

+ γ4

2
(G′

m+1,n−1 + G′
m−1,n+1 − G′

m+1,n+1 − G′
m−1,n−1), (56)

where G′
m,n means dGm,n(E)/dE and is given by equation similar to (13), just with the

denominator squared and minus in front.
By integration by parts of one of the integrals in (13) we can get another type of relations

involving derivatives [29]:

2mGm,n = γ1(G
′
m+1,n − G′

m−1,n)

+ γ3

2
(G′

m+1,n+1 + G′
m+1,n−1 − G′

m−1,n+1 − G′
m−1,n−1)

+ γ4

2
(G′

m−1,n−1 + G′
m+1,n−1 − G′

m−1,n+1 − G′
m+1,n+1), (57)
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2nGm,n = γ2(G
′
m,n+1 − G′

m,n−1)

+ γ3

2
(G′

m+1,n+1 + G′
m−1,n+1 − G′

m+1,n−1 − G′
m−1,n−1)

+ γ4

2
(G′

m−1,n+1 + G′
m−1,n−1 − G′

m+1,n−1 − G′
m+1,n+1). (58)

Procedure described in [26] enables us to obtain yet another set of recursion formulae valid
on coordinate axes in direct space (i.e., for one of indices equal to zero):

2n

(
γ 2

1 + 1

2
(−γ 2

2 + γ 2
3 + γ 2

4 ) − E2

)
G0,n

+ (γ1γ3 + γ2E)
(
(2n + 1)G0,n+1 + (2n − 1)G0,n−1

)

+ 1

2
(−γ 2

2 + γ 2
3 − γ 2

4 )
(
(n + 1)G0,n+2 + (n − 1)G0,n−2

) = 0, (59)

2m

(
γ 2

2 + 1

2
(−γ 2

1 + γ 2
3 + γ 2

4 ) − E2

)
Gm,0

+ (γ2γ3 + γ1E)
(
(2m + 1)Gm+1,0 + (2m − 1)Gm−1,0

)

+ 1

2
(−γ 2

1 + γ 2
3 − γ 2

4 )
(
(m + 1)Gm+2,0 + (m − 1)Gm−2,0

) = 0, (60)

and the derivatives:

4EnG0,n − γ2

(
(2n + 1)G0,n+1 + (2n − 1)G0,n−1

)

= 2n

(
γ 2

1 + 1

2
(−γ2 + γ 2

3 + γ 2
4 ) − E2

)
G′

0,n

+ (γ1γ3 + γ2E)
(
(2n + 1)G′

0,n+1 + (2n − 1)G′
0,n−1

)

+ 1

2
(−γ 2

2 + γ 2
3 − γ 2

4 )
(
(n + 1)G′

0,n+2 + (n − 1)G′
0,n−2

)
, (61)

4EmGm,0 − γ1

(
(2m + 1)Gm+1,0 + (2m − 1)Gm−1,0

)

= 2m

(
γ 2

2 + 1

2
(−γ 2

1 + γ 2
3 + γ 2

4 ) − E2

)
G′

m,0

+ (γ2γ3 + γ1E)
(
(2m + 1)G′

m+1,0 + (2m − 1)G′
m−1,0

)

+ 1

2
(−γ 2

1 + γ 2
3 − γ 2

4 )
(
(m + 1)G′

m+2,0 + (m − 1)G′
m−2,0

)
. (62)

6 Solution for any Gm,n

Recursive relations enable us to express “new” functions, with the “higher” indices by the
“old” ones, with “lower” indices. They are useful if we know all the “old” functions or,
equivalently, if the number of “new” functions is not too large. As equation (55) shows,
LGF for given m and n connects to eight other LGF’s, so, unlike the case with nearest-
neighbor hopping only, it is impossible to form a closed set of equations of “pure” LGF’s of
the type (55), like it was done in other works on LGF’s [26].

We may try to use symmetry conditions:

G−m,−n = Gm,n, (63)
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Fig. 3 Indices of sites belonging
to the first three layers on
rectangular lattice: “zeroth”
layer—just the site {0,0}, first
layer—indices grayed out,
second layer—indices boxed,
indices blacked out are excluded
due to symmetry reasons

which decrease the amount of “new” functions by half (let’s say to the ones with the first
or both indices positive), but even that is not enough to close the system of equations of the
type (55).

Let’s note, that formulas (56)–(58) introduce many derivatives of LGF’s but no additional
“pure” LGF’s. This way we get additional, indirect relations among “pure” LGF’s and we
may hope, that the joint system of equations for Gm,n’s and G′

m,n’s will close.

Layers Indeed, it turns out, that the LGF’s arranged in carefully selected sets, which we
call layers, do close. The LGF’s indices correspond to the sites of the lattice and the z’th
layer consist of lattice sites, which are “〈〈z〉〉 sites apart from the site (0,0)” and belong to
different Green functions. The sites with both indices non-positive are omitted (except the
site (0,0)) due to symmetry relation (63). The first three layers are shown in Figure 3. The
“zeroth” layer consists of just one site (0,0). The first layer is created of the sites adjacent
to the site (0,0), the second layer—sites adjacent to the first (from the “outside”) etc.

Example equation of the type (55) for G0,0 (“zeroth” layer) together with derivative equa-
tions of the types (56)–(58) for Gm,n’s from the zeroth and the first layers form a system of
16 equations with 18 variables (Green functions and their derivatives). Only 13 of these 16
equations are linearly independent, so we finally need five parameters to solve the system,
e.g.: G0,0, G′

0,0, G0,1, G1,0 and G1,1 (other choices of parameters are also possible, in fact
many others). This solution yields enough known parameters to solve the analogous sys-
tem of equations for the next layers. In general, (56)–(58) for Gm,n’s from within the z’th
layer mix those Gm,n’s with G′

m,n’s from layers z − 1, z, z + 1, so we can use the results of
previous layers to solve the next. Starting from the second layer the such-obtained systems
of equations are closed and even overcomplete and no additional parameters are needed to
find their solution. Thus the knowledge of five above-mentioned parameters is sufficient, in
principle, to find Green functions on the entire lattice.

7 Discussion and Conclusions

Let’s note, that every LGF admits also a nonphysical, diverging solution. Because a linear
combination of solutions is also an LGF solution, numerical value of even the physically
correct Green function contains a small admixture of nonphysical LGF, due to unavoid-
able numerical errors. When calculated recursively this small error grows to dominate the
solutions for large enough LGF’s indices [30].
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Recursion relations (59)–(62), for LGF’s with one of the indices zero, are presented for
the sake of completeness only, they are not used to make a closed system of equations. The
author did not find the way to assemble a system, which would enable to calculate Gm,n>0

based on the knowledge of Gm,0 as done in Ref. [26] in case of nn hopping in 3d.
The one-particle and two-particle LGF’s are the same (up to a constant “2”) only for the

center of mass momentum zero. The differences between them become large near the corner
of Brillouin zone.

The correctness of analytical formulae was checked numerically by direct integration of
(13) for E outside the band and, in case of the imaginary part of Gm,n—for E within the
band—by direct integration of (24) and (47) and by direct summing of Dirac delta functions
appearing after adding an infinitesimal imaginary part to E. Note, that for E → ±∞, coef-
ficient a, (16), becomes positive and both roots (23) become negative or complex. Thus the
sign of G0,0(E → ±∞) is equal to s0 ∼ sign[E] in agreement with (2). Also, for any roots
(23), the imaginary part of G0,0 turns out to be always of the same sign—negative—this is
correct, as �(G0,0) is proportional to the density of two-particle states.

In conclusion present paper shows exact analytical formulas for the two-particle lattice
Green functions: on the same site G0,0, for the nearest neighbors G0,1, G1,0 and next-nearest
neighbor G1,1 of the rectangular, two-dimensional lattice, including full wave vector depen-
dence on the center-of-mass momentum and for arbitrary energy. With the formula for G0,0

the derivative G′
0,0 can also be easily calculated and with that amount of known functions

one can obtain LGF’s on any lattice site via the recursion relations, assembled in a novel
way with an extensive use of LGF’s derivatives. Five kind of new recursion relations are
presented, including a defining difference equation for Gm,n and recursion relations con-
taining derivatives. Large differences between one- and two-particle LGF’s are found for
center-of-mass momenta K close to (π,π).

Open Access This article is distributed under the terms of the Creative Commons Attribution Noncommer-
cial License which permits any noncommercial use, distribution, and reproduction in any medium, provided
the original author(s) and source are credited.

Appendix

Explicit formulae for integrals J z(n) are presented for completeness.

J−−(n,0,∞) = 1

|vb|
1

n|v2
s | − 1

[
n|v2

s |Π
(

1 − n|v2
s |,1 − v2

s

v2
b

)
− K

(
1 − v2

s

v2
b

)]
, (1)

J+−(n,0, vp) = −i√
|v2

n| + v2
p

1

1 + nv2
p

Π

(
nv2

p

1 + nv2
p

,
v2

p

|v2
n| + v2

p

)
, (2)

J+−(n, vp,∞) = 1√
|v2

n| + v2
p

[
K

( |v2
n|

|v2
n| + v2

p

)
− nv2

p

1 + nv2
p

Π

(
1

1 + nv2
p

,
|v2

n|
|v2

n| + v2
p

)]
, (3)

J++(n,0, vs) = 1

vb

Π

(
−nv2

s ,
v2

s

v2
b

)
, (4)

J++(n, vs, vb) = −i

vb

1

1 + nv2
b

Π

(
nv2

b

1 + nv2
b

(1 − v2
s

v2
b

),1 − v2
s

v2
b

)
, (5)

J++(n, vb,∞) = 1

vb

[
K

(
v2

s

v2
b

)
− Π

( −1

nv2
b

,
v2

s

v2
b

)]
, (6)
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where Π(n,ψ, k2) is elliptic integral of the third kind:

Π(n,ψ, k2) =
∫ ψ

0

1

1 − n sin2 φ

1√
1 − k2 sin2 φ

dφ, (7)

and Π(n, k2) = Π(n,π/2, k2).
JC(n), (48), needs two integrals, defined in the text, calculated for v2

b > v2
s > 0:

J−v2
s ,−v2

b (0, u) = 1

vb

F
(

tan−1 u

vs

,1 − v2
s

v2
b

)
, (8)

J−v2
s ,−v2

b (n,0, u) = 1

vb

1

nv2
s − 1

[
nv2

s Π

(
1 − nv2

s , tan−1 u

vs

,1 − v2
s

v2
b

)

− F
(

tan−1 u

vs

,1 − v2
s

v2
b

)]
. (9)
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