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                    Abstract
The orthodox view in statistics has it that frequentism and Bayesianism are diametrically opposed—two totally incompatible takes on the problem of statistical inference. This paper argues to the contrary that the two approaches are complementary and need to mesh if probabilistic reasoning is to be carried out correctly.



                    
    


                    
                        
                            
                                
                                    
                                        
                                    
                                    
                                        This is a preview of subscription content, log in via an institution
                                    
                                    
                                        
                                     to check access.
                                

                            

                        

                        
                            
                                
                                    Access this article

                                    
                                        
                                            
                                                
                                                    Log in via an institution
                                                    
                                                        
                                                    
                                                
                                            

                                        
                                    
                                    
                                        
 
 
  
   
    
     
     
      Buy article PDF USD 39.95
     

    

    Price excludes VAT (USA)

     Tax calculation will be finalised during checkout.

    Instant access to the full article PDF.

   

  

  
 

 
  
   
    Rent this article via DeepDyve
     
      
     

   

  

  
 


                                    

                                    
                                        Institutional subscriptions
                                            
                                                
                                            
                                        

                                    

                                

                            
                        

                        
                            
                        

                    

                    
                        
                    


                    
                        
                            
                                
        
            
                Similar content being viewed by others

                
                    
                        
                            
                                
                                    [image: ]

                                
                                
                                    
                                        A Bayesian Variation of Basu’s Theorem and its Ramification in Statistical Inference
                                        
                                    

                                    
                                        Article
                                        
                                         22 December 2023
                                    

                                

                                G. Jogesh Babu & Bing Li

                            
                        

                    
                        
                            
                                
                                    [image: ]

                                
                                
                                    
                                        Probability Models in Statistical Data Analysis: Uses, Interpretations, Frequentism-as-Model
                                        
                                    

                                    
                                        Chapter
                                        
                                         © 2023
                                    

                                

                                
                            
                        

                    
                        
                            
                                
                                    [image: ]

                                
                                
                                    
                                        History and nature of the Jeffreys–Lindley paradox
                                        
                                    

                                    
                                        Article
                                         Open access
                                         26 August 2022
                                    

                                

                                Eric-Jan Wagenmakers & Alexander Ly

                            
                        

                    
                

            
        
            
        
    
                            
                        
                    

                    

                    

                    Notes
	Often—especially when the models in \({\mathbb{M}}\) are indexed by a set of parameters—statisticians use the singular word ‘model’ to refer to the set \({\mathbb{M}}\) itself. In line with the logicians’ use of the term, in this paper the word ‘model’ will be reserved for a specific member of \({\mathbb{M}.}\)
                            


	It should be emphasised that such evidence may only be granted defeasibly. If a body of evidence leads to anomalous consequences, its more questionable elements will be withdrawn from the evidence base as they become open to criticism and are no longer taken for granted. See Williamson (2010b, §1.4.1) for further discussion of this notion of evidence.


	Advocates of imprecise probability reject even the Probability norm, representing a belief function by a set of probability functions rather than a single probability function. While this sort of view is not normally classified as Bayesian, some versions of this view admit analogies with Bayesianism (see, e.g., Walley 1991).


	
                      Miller’s Principle is a similar principle of direct inference. Lewis (1980) put forward his Principal Principle in order to help elucidate the notion of physical probability for subjectivists, though he advocated an independent ‘best-system’ analysis of physical probability understood as single-case chance—see Sect. 7.2 on this point.


	Here one should not necessarily think of loss in financial terms. One might suspect that there are times at which one doesn’t care about being financially prudent. For example, betting in a casino might be considered exciting but not financially prudent. In which case one might wonder whether the norms only hold in those cases in which one wishes to be prudent. But prudence is not to be identified with financial prudence: given that one wants excitement it can be prudent to go to a casino—financial losses are outweighed by a lack of excitement. Arguably it is a matter of fact that an ideal action is a prudent action, in the sense of an action that minimises worst-case expected loss, regardless of whether one cares about financial loss.


	Depending one’s conception of physical probability, one might hesitate as to whether physical probabilities attach to the macroscopic events of this example. The reader should feel free to reinterpret the terms of this example so as to be comfortable that the relevant physical probabilities are all well defined.


	Recall that, in the approach to Bayesian epistemology presented in Sect. 3.1, the agent’s evidence base includes everything she takes for granted in her current context of inquiry. This includes standard modelling assumptions such as the iid assumption. Such assumptions are retracted from her evidence base if they are no longer granted—e.g., if they are called into question by subsequent evidence.


	This assumption will be qualified somewhat in Sect. 6.


	Note that this inference is only appropriate in cases where \(I(\bar{X}_s,\tau _0)\subseteq [0,1].\) Other cases may warrant higher credence in the claim that \(P^{\ast}(L)\in I(\bar{X}_s,\tau _0);\) see Seidenfeld (1979, Chapter 2) and Mayo (1981, §2) on this point. Expressed in the framework of Sect. 3.2, if \(I(\bar{X}_s,\tau _0))\not\subseteq [0,1]\) then the single-case consequences \({\mathbb{P}^{\ast}_\mathcal{L}}\) of the physical probability information \({\mathbb{P}^{\ast}}\) do not just depend on the explicit information that \(P^{\ast}(P^{\ast}(L)\in I(\bar{X},\tau_{0})) \approx \tau_{0},\) but also on the further information that \(P^{\ast}(P^{\ast}(L)\in I(\bar{X},\tau_{0}))\in [0,1].\) In general, any application of the Calibration norm must respect the single-case consequences of the total evidence, not just of the information that \(P^{\ast}(P^{\ast}(L)\in I(\bar{X},\tau_{0})) \approx \tau_{0}.\) To put it another way, the after-trial evidence differs from the pre-trial evidence, and the fact that \(\bar{X}_s=.41\) may not only be pertinent with regard to the construction of the interval I(.41, τ0), but also in other regards (Hacking 1965, pp. 95–96).


	Howson and Urbach are quite right, however, to emphasise that one must guard against substitution failure, as their rebuttal of Miller’s paradox does hinge on substitution failure (Howson and Urbach 1989, §15.e).


	Jaynes (1976, §IIIa) maintains that Bayesian interval estimates with respect to a uniform prior are close to, but slightly narrower than, frequentist confidence intervals.


	In this paper, the term ‘physical probability’, rather than the more common term ‘objective probability’, is used to refer to non-epistemic probability, in order to avoid confusion in the case of objective Bayesianism, which is objective in the sense that it admits little room for subjective choice, but which cannot be classified as objective in the non-epistemic sense.


	Efforts have been directed at resolving this sort of problem in the area of machine learning—e.g., stemming from the ideas of Solomonoff (1964). However, these efforts have been primarily directed at the more restricted problem of balancing simplicity and fit, and even there, nothing approaching consensus has been reached.


	The only other justification of single-case applications of confidence-interval methods seems to be Fisher’s fiducial argument; however, this seems to require a calibration principle (Hacking 1965, p. 137), so it is apparently a Bayesian justification. Since the fiducial argument is highly controversial, only applicable in specific situations and hard to apply even there, the more straightforward justification of Sect. 4 is preferred here; the exact relationship between the two justifications remains a question for further research. See Seidenfeld (1979, Chapters 4 and 5) and Haenni et al. (2011, Chapter 5) for further discussion of the fiducial argument.


	Recall that it is assumed that \(I(\bar{X}_s,\tau _0)\subseteq [0,1]\) in order for the original inference to be legitimate. See footnote 9.


	In statistics, research into predictive probability matching priors is also beginning to show interesting connections between Bayesian priors and frequentist confidence intervals in the non-parametric setting (Sweeting 2008).
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