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                    Abstract
Mature software systems comprise a vast number of heterogeneous system capabilities which are usually requested by different groups of stakeholders and which evolve over time. Software features describe and bundle low level capabilities logically on an abstract level and thus provide a structured and comprehensive overview of the entire capabilities of a software system. Software features are often not explicitly managed. Quite the contrary, feature-relevant information is often spread across several software engineering artifacts (e.g., user manual, issue tracking systems). It requires huge manual effort to identify and extract feature-relevant information from these artifacts in order to make feature knowledge explicit. In this paper we present a two-step-approach to extract feature-relevant information from a user manual: First we semi-automatically extract a domain terminology from a natural language user manual based on linguistic patterns. Then, we apply natural language processing techniques based on the extracted domain terminology and structural sentence information. Our approach is able to extract atomic feature-relevant information with an F1-score of at least 92.00%. We describe the implementation of the approach as well as evaluations based on example sections of a user manual taken from industry.
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	The empirical estimation of β is calculated following Berry (2017): in average, there are 200 terms per domain terminology. In total, the two exemplary sections contain 1160 sentences. Hence, in average, each 6th sentence contains a domain term and we estimate ∼3 seconds to read a sentence and determine a domain term. So, it takes 18 sec. to manually find a true positive. On the other hand, it takes ∼2 sec. to manually reject a false positive by means of our provided tool which finally results in a beta of 9 (18/2). In the paper we therefore rounded Beta to 10.
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Appendices
Appendices
The appendices presented in the following sections summarize the patterns which are required to (1) correct parse trees as well as (2) adapt parse trees in order to extract potentially feature-relevant information in a smooth way in context of our approach. The patterns are defined by means of Tregex (Levy and Andrew 2006) which indicate parts of a parse tree to be modified. Tsurgeon (Levy and Andrew 2006), which is a tree-transformation utility built on top of Tregex, allows to manipulate the identified parse trees as desired. In the following sections, we provide Tregex patterns with corresponding Tsurgeon operations and examples. An example shows a parse tree before modification on the left hand side, indicating the part of the parse tree which matches the pattern defined and are colored red. The right hand side shows the parse tree after modification(s) which are colored green.
Appendix A Parse Tree Correction Patterns
2.1 A.1 JJ to NN
[image: figure y]




2.2 A.2 ADVP to NP
[image: figure z]




2.3 A.3 Cleanse PP
[image: figure aa]




2.4 A.4 VP to JJ
[image: figure ab]




2.5 A.5 ADJP to PP
[image: figure ac]




2.6 A.6 Complex NP#1
[image: figure ad]




2.7 A.7 Complex NP#2
[image: figure ae]




2.8 A.8 Complex NP#3
[image: figure af]




2.9 A.9 Complex NP#4
[image: figure ag]




2.10 A.10 Complex NP#5
[image: figure ah]




2.11 A.11 Cleanse PP
[image: figure ai]




2.12 A.12 Cleanse NP lists#1
[image: figure aj]




2.13 A.13 Cleanse NP lists#2
[image: figure ak]




2.14 A.14 Cleanse S#1
[image: figure al]




2.15 A.15 Cleanse S#2
[image: figure am]




2.16 A.16 Cleanse ”between” #1
[image: figure an]




2.17 A.17 Cleanse ”between” #2
[image: figure ao]




Appendix B Parse Tree Adaption Patterns
3.1 B.1 Remove SINV
[image: figure ap]




3.2 B.2 Remove Brackets
[image: figure aq]




3.3 B.3 Cleanse FRAG
[image: figure ar]




3.4 B.4 Complex VP#1
[image: figure as]




3.5 B.5 Complex VP#2
[image: figure at]




3.6 B.6 Complex VP#3
[image: figure au]




3.7 B.7 Complex VP#4
[image: figure av]




3.8 B.8 ADVP in VP#1
[image: figure aw]




3.9 B.9 ADVP in VP#2
[image: figure ax]




3.10 B.10 ADJP in VP
[image: figure ay]




3.11 B.11 PRT in VP
[image: figure az]




3.12 B.12 Complex PP
[image: figure ba]




3.13 B.13 Complex NP#6
[image: figure bb]




3.14 B.14 Multiple PP#1
[image: figure bc]




3.15 B.15 Multiple PP#2
[image: figure bd]




3.16 B.16 Remove S#1
[image: figure be]




3.17 B.17 Remove S#2
[image: figure bf]




3.18 B.18 SBAR to VPH
[image: figure bg]




3.19 B.19 SBAR to VPC#1
[image: figure bh]




3.20 B.20 SBAR to VPC#2
[image: figure bi]




3.21 B.21 SBAR to VPP
[image: figure bj]




3.22 B.22 VP to VPV
[image: figure bk]




3.23 B.23 PP to VPP#1
[image: figure bl]




3.24 B.24 PP to VPP#2
[image: figure bm]




3.25 B.25 VP to VPT#1
[image: figure bn]




3.26 B.26 VP to VPT#2
[image: figure bo]




3.27 B.27 VP to VPT#3
[image: figure bp]




3.28 B.28 VP to VPW
[image: figure bq]




3.29 B.29 PP to NPP
[image: figure br]




3.30 B.30 SBAR to NPW
[image: figure bs]




3.31 B.31 VP to NPV
[image: figure bt]




3.32 B.32 NP to PPN
[image: figure bu]




3.33 B.33 PP to PPV
[image: figure bv]




3.34 B.34 PP to PPW#1
[image: figure bw]




3.35 B.35 PP to PPW#2
[image: figure bx]




3.36 B.36 Surround NP
[image: figure by]
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