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Abstract At present a variety of boundary-layer schemes is in use in numerical models
and often a large variation of model results is found. This is clear from model intercompari-
sons, such as organized within the GEWEX Atmospheric Boundary Layer Study (GABLS).
In this paper we analyze how the specification of the land-surface temperature affects the
results of a boundary-layer scheme, in particular for stable conditions. As such we use a
well established column model of the boundary layer and we vary relevant parameters in
the turbulence scheme for stable conditions. By doing so, we can reproduce the outcome
for a variety of boundary-layer models. This is illustrated with the original set-up of the
second GABLS intercomparison study using prescribed geostrophic winds and land-surface
temperatures as inspired by (but not identical to) observations of CASES-99 for a period
of more than two diurnal cycles. The model runs are repeated using a surface temperature
that is calculated with a simple land-surface scheme. In the latter case, it is found that the
range of model results in stable conditions is reduced for the sensible heat fluxes, and the
profiles of potential temperature and wind speed. However, in the latter case the modelled
surface temperatures are rather different than with the original set-up, which also impacts
on near-surface air temperature and wind speed. As such it appears that the model results in
stable conditions are strongly influenced by non-linear feedbacks in which the magnitude of
the geostrophic wind speed and the related land-surface temperature play an important role.
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1 Introduction

In the stable boundary layer over land many small-scale physical processes occur, such as
turbulent mixing, radiation divergence, gravity waves (e.g., Mahrt 1999; Holtslag 2006).
These processes need to be represented in an effective way in an atmospheric model, and the
current understanding of these processes in the stable boundary layer is rather limited (e.g.,
Delage 1997; Beljaars and Viterbo 1998; Mahrt 1998; Edwards et al. 2006; Steeneveld et al.
2006b). This is relevant for the forecasting of surface and air temperatures, wind speed and
direction, the surface fluxes and the boundary-layer depth, and it affects the forecasting of
frost and fog episodes (e.g. Clark and Hopwood 2001), and on the dispersion of pollutants
and trace gases (e.g. Salmond and McKendry 2005).

To enhance the understanding and to improve the representation of the atmospheric bound-
ary layer in models for weather forecasting, air quality and climate research, frequent model
evaluation and intercomparison studies are organized (e.g., Lenderink et al. 2004, Cuxart
et al. 2006; Steeneveld et al. 2007). Overall the aim of such studies is to identify strengths
and weaknesses of models in comparison with observations (e.g., Poulos et al. 2002) and
large-eddy simulations (LES) (e.g. Beare et al. 2006; Kumar et al. 2006).

Usually the intercomparison studies with atmospheric column (1D) models are done with
simplified boundary conditions and forcing conditions, such as prescribing a constant geo-
strophic wind and a prescribed surface temperature (tendency). So far this has also been the
approach within the GEWEX Atmospheric Boundary Layer Study (GABLS); see Cuxart et
al. (2006) for an overview of the 1D model results for the first GABLS model intercompar-
ison, and Svensson and Holtslag (2006) for the initial results of the second GABLS model
intercomparison. Note that evaluation of boundary-layer models with a prescribed surface
temperature has been also a typical approach for column models (e.g. Rao and Snodgrass
1979; Delage 1997), as well as large-eddy simulation models (e.g. Beare et al. 2006; Basu
et al. 2006).

Instead of prescribing the surface temperature, one may alternatively prescribe the surface
sensible heat flux. This has been a useful approach for cases studies over sea and daytime
conditions over land (e.g. Lenderink et al. 2004; Kumar et al. 2006), but for nighttime (sta-
ble) conditions over land the surface heat flux depends strongly on surface-layer turbulence.
Kumar et al. used LES to study the diurnal cycle of the atmospheric boundary layer and they
encountered numerical instabilities in stable conditions. At present it is not clear whether this
is related to the subgrid closure or to the heat flux boundary condition utilized. In addition,
the surface temperature and the surface heat flux are interdependent and are strongly related
to the magnitude of the geostrophic wind (e.g. Estournel and Guedalia 1985; Gopalakrishnan
et al. 1998; Derbyshire 1999; Delage et al. 2002; van de Wiel et al. 2003; Steeneveld et al.
2006a, b). Thus neither the surface temperature nor the surface heat flux, is a true external
boundary condition, at least not for stable conditions (van de Wiel et al. 2007).

It also appears that the results for both the first and second GABLS model intercompari-
sons show significant variability in the surface fluxes, and the atmospheric wind speed and
temperature profiles, despite the relatively simple surface temperature description (and forc-
ing conditions). It is supposed that this is directly related to the different parameterizations
of the various models, but it is unknown to what extent the surface temperature boundary
condition has an impact on this.

In this study we explore the impact of the surface temperature feedback on the variability
of model results. As such, our aim is to investigate to what extent the degree of variability
among the model results is influenced by prescribing the surface temperature and not solving
for the surface energy balance. The set-up of the second GABLS case is used to study more
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Role of land-surface temperature feedback for the stable boundary layer 363

than two diurnal cycles of the boundary layer over land under clear skies, but we focus on
variability created in stable conditions. Some preliminary results of this study were presented
by Holtslag et al. (2006).

2 Set-up intercomparison and model description

In the current study we use a first-order closure model and vary the parameters in the tur-
bulence scheme for stable conditions in a reasonable range to mimic the apparent vari-
ability among boundary-layer models. Thus, at first, model runs are performed with a pre-
scribed surface temperature as inspired by (but not identical to) the observations in CASES-99
(Poulos et al. 2002) and as described in the GABLS2 case description (Svensson and Holtslag
2006). Second, the model runs are repeated, but using an interactive prognostic heat budget
equation for the surface temperature.

For our study we use the coupled land-surface boundary-layer model of Duynkerke (1991)
with the extensions of Steeneveld et al. (2006b). The reference model has 50 logarithmically
distributed layers with the first atmospheric model level at 2 m. The roughness lengths for
heat zoh and momentum zom are given by 3 mm and 30 mm, respectively. Compared to the
reference second GABLS study, the surface boundary condition for specific humidity has
been altered by introducing a constant canopy resistance of 800 s m−1 (to represent the dry
conditions during CASES-99, Steeneveld et al. 2006b). Below a brief discussion of the model
assumptions is given.

2.1 Turbulence parameterization

The turbulent fluxes of momentum and heat are described by local diffusion for both the
surface layer and the SBL. The eddy diffusivity K is given by a first-order closure, which
for the whole stable boundary layer can be written as:

Kx = �2

φmφx
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∣
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∣
∣
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Here subscript x refers to heat (h) or scalar mixing, and subscript m reflects momentum. The
length scale � is given by:

1

l
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where k = 0.4 is the Von Karman constant, and λ0 is the asymptotic mixing length (which
is infinite in the reference case). Furthermore, the non-dimensional gradients for heat and
momentum in stable conditions are given by (Duynkerke 1991):
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In Eq. 3 ζ = z/�, where � is the local Obukhov length.
For the reference model we use βm = 5, βh = 5, and αm = αh = 0.8. Note that

this has been validated with observations at Cabauw (Duynkerke 1991), and for CASES-99
(Steeneveld et al. 2006b; Baas et al. 2006). For unstable conditions the original model by
Duynkerke (1991) is used for simplicity, although it neglects the impact of non-local mixing
by convection (e.g. Holtslag and Moeng 1991).
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2.2 Soil and land-surface scheme

In the interactive model runs, the soil temperature evolution is calculated by solving the
diffusion equation (using a grid spacing of 10 mm) and the heat flux G through the vegeta-
tion is calculated from:

G − (1 − fveg)K ↓ = rg
(

Tveg − Ts0
)

, (4)

where K ↓ is the incoming shortwave radiation, Tveg represents the vegetation surface tem-
perature, and Ts0 is the soil temperature just below the vegetation (at z = 0 m). As reference
values we have fveg = 0.9 and rg = 5.9 W m−2 K−1, which are consistent with the observa-
tions of CASES-99 (Steeneveld et al. 2006b). Initial soil and surface temperatures are also
taken from the CASES-99 observations.

Subsequently, the evolution of Tveg is computed by solving the surface energy budget for
the vegetation layer:

Cv

∂Tveg

∂t
= Q∗ − G − H − Lv E, (5)

where Cv is the heat capacity of the vegetation layer per unit of area (Cv = 2, 000 J m−2 K−1,
van de Wiel et al. 2003), Q∗ is the net radiation, H is the sensible heat flux and Lv E is the
latent heat flux. Q∗ is calculated by adopting the Garratt and Brost (1981) radiation scheme.

Note that Eqs. 4 and 5 provide a rather strong coupling of the atmosphere to the vegetated
land-surface for the current parameter setting (see also Steeneveld et al. 2006b).

2.3 Model parameter settings

To study the impacts of parameter values on the model results, reference runs are made for
coupled and uncoupled cases with alternative permutations in some of the parameter settings
for stable conditions. The parameter modifications are chosen such that they cover a realistic
range in comparison with existing models of the stable boundary layer (such as described in
Cuxart et al. 2006). The alternate values of the parameters to be used in the Eqs. 1–3 are:

– αm = αh = 0.95;
– βm = βh = 3 or 4.7;
– λ0 = 15, 50, 100, 250 m;
– λ0 = ε

u∗,local
N , with ε = 0.8, 1.3, 2.

In addition model runs are made:

– with the use of 30 or 20 layers in the model set-up (instead of 50);
– where the height of the first level (z1) is placed at 10 m above the surface rather than 2 m

in the reference case;
– with the inclusion of a value for the molecular diffusivity in one of the runs.

In all model runs the roughness length and the canopy resistance are constant (as in Ste-
eneveld et al. 2006b), and the geostrophic wind is taken at a reference value of 9.5 m s−1

(as in Svensson and Holtslag 2006). To study the impact of wind speed on the results (e.g.,
Estournel and Guedalia 1985; Derbyshire 1999; Gopalakrishnan et al. 1998), additional runs
are done with a reduced geostrophic wind (see below). Note that it is not our intention to
do a full parameter study here. The impact of changing the asymptotic length scale (λ0) was
already discussed for the current model by Steeneveld et al. (2006a).
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(b)

(a)

Fig. 1 Time series (in hours commencing at 1400 LT) of model results for the sensible heat flux in a model
intercomparison study with (a) prescribed surface temperatures, and (b) by solving the surface energy budget

3 Results

The model results for all parameter permutations are first presented for the sensible heat flux
(Fig. 1), friction velocity (Fig. 2), and boundary-layer height (Fig. 3). The latter is defined as
the height where the stress is 5% of its surface value divided by 0.95 (as in Cuxart et al. 2006).
In each figure the upper sub-frame of the figure (labelled a) indicates the results achieved
with the uncoupled model (using prescribed surface temperature) and in (b) the results are
given achieved by solving the energy budget equation. The local starting time in the model
runs is 1400 LT on October 22, 1999 (rather than 1600 LT in the GABLS2 runs). The duration
of all runs is 59 h (so that the axis of all the figures indicates 14 until 73 h, covering a period
of 2.5 diurnal cycles).

Overall the variety of results in the upper frames (Figs. 1a, 2a, 3a) is comparable to the
variety within the GABLS2 intercomparison study in stable conditions for the uncoupled
models (see also Svensson and Holtslag 2006). Thus we have a range of −10 to −40 W m−2
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(a)

(b)

Fig. 2 As Fig. 1 for friction velocity

for the sensible heat flux, a range of 0.19 to 0.25 m s−1 for friction velocity and boundary-
layer depths varying between 80 and 220 m (all indicated values apply for the variables at the
end of the first night e.g. at the indicated time of 30 h in the figures). The variability is a result
of the range of parameters chosen above and the impact is apparently sufficient to mimic the
different parameterizations for stable conditions in the models used within GABLS2.

Next we repeat all model runs and allow for surface feedback using Eqs. 4 and 5. The
results for the coupled model runs are given in the lower frames (Figs, 1b, 2b, 3b). Now we
have a range of −10 to −25 W m−2 for the sensible heat flux, a range of 0.20–0.26 m s−1

for friction velocity and boundary-layer depths between 100 and 270 m (again all indicated
values apply for the variables at the end of the first night e.g. at the time of 30 h). Thus it
appears that the variety of model results is smaller for the sensible heat flux in the coupled
case, in particular. At the same time the variability appears to be somewhat larger for friction
velocity and boundary-layer depth, which seems to be related to the larger variability in the
near-surface air temperature and wind speed (see Figs. 5 and 6 below).
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(a)

(b)

Fig. 3 As Fig. 1 for boundary-layer depth

During daytime the sensible heat fluxes are rather similar for all model runs within one
category (either coupled or uncoupled), but the maximum values differ. In addition, due
to the coupling the sensible heat fluxes show a smoother behaviour in the morning hours as
compared with the uncoupled results (Fig. 1). Thus, surface feedback is influencing the model
results and is also able to compensate for some variation in the model parameter values. Note
also that the variability in the friction velocities of the first night remains during the morning
hours in the uncoupled runs, but not so much in the coupled case.

In Fig. 4 the surface temperatures are given as specified for the uncoupled case (the dash-
dotted line), and the temperatures as calculated in the various interactive model runs (various
grey lines). It is seen that the latter values are quite different from each other (in particular at
night). It is also important to note that the surface temperature by the ensemble of coupled
model runs is clearly different from the specified temperature in the uncoupled case. This
affects also the absolute values and the range of air temperatures (given at 2 m), and the near-
surface wind speeds (given at 10 m). This can be seen in the time series for these variables
in Figs. 5 and 6, respectively.
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Fig. 4 Time series of modelled surface temperature for coupled runs. Dash-dotted line: prescribed surface
temperature in the uncoupled case

To further understand this issue, we show in Figs. 7a and 7b the dependence of the sensible
heat flux on the potential temperature difference between the surface and the lowest atmo-
spheric model level for given wind speed at that level (at z = 2 m). As such we have integrated
Eq. 3 for heat and momentum in the surface layer for the reference model parameter settings
in stable conditions. In addition, the symbols refer to the outcome of the variety of model
runs with perturbed parameter values for the first night, either in the uncoupled case (Fig.
7a) or in the coupled case (Fig. 7b). The indicated lines apply for the reference model and
show values for the wind speed at the lowest atmospheric model level (at 2 m). The figures
are inspired by earlier works of van de Wiel (2002) and Delage et al. (2002).

In Figs. 7a and 7b it is seen that for lower wind speeds, the curves show a maximum. In
fact two regimes can be distinguished, namely the ‘well-behaved regime’ (at the left-hand
side of the maximum) where sensible heat flux is proportional to the potential temperature
difference for a given wind speed. This occurs in weakly to moderately stable conditions in
which turbulence is sufficiently strong and can maintain itself. At the right-hand side of the
maximum, turbulence is suppressed by stability effects so that the exchange decreases and
consequently also the sensible heat flux decreases if the potential temperature increases (see
also discussion by Holtslag and De Bruin 1988; De Bruin 1994). As such, a positive feedback
loop can be established resulting in diminishing turbulence and large temperature gradients.

The results indicate that for a given potential temperature difference and wind speed, a
large variation in sensible heat flux can occur due to the different model parameter settings
for stable conditions (see Sect. 2). The differences impact clearly on the model results for
all model variables as indicated above. Interestingly, it also appears that the results for the
uncoupled model runs with perturbed parameter settings (Fig. 7a) show larger absolute values
for sensible heat flux for given temperature difference and wind speed than the results of the
coupled runs shown in Fig. 7b. In addition, the uncoupled model runs show no maximum
for the heat flux, while the coupled model runs do show this. This explains the smaller range
of sensible heat fluxes and also the smaller range of variability among model results in the
coupled case. The chosen boundary condition has therefore a clear impact on which stability
regime is entered. With a prescribed surface temperature condition, the model does not enter
the regime with the positive feedback.
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(a)

(b)

Fig. 5 Time series of the model air temperature at 2 m for (a) prescribed surface temperatures, and (b) by
solving the surface energy budget

In Fig. 7a also a cluster of points is visible at the right-hand side. It appears that this
results from the additional model run with lower vertical resolution (see Sect. 2). However,
in the coupled case the outcome of the latter run is in more agreement with the other results
(Fig. 7b). Overall the findings illustrate that the coupling of the boundary-layer scheme to
the land-surface clearly has an impact on the model findings, and this is due to the many
feedbacks in this highly nonlinear system (see also McNider et al. 1995).

Forecasted atmospheric profiles for potential temperature and wind speed magnitude after
12 h are given in Figs. 8 and 9 (valid for local nighttime conditions at 0200 on October 23,
1999). Similar range of results is achieved for longer forecasting times during the night.
To illustrate the variability in potential temperature and wind speed magnitude, we have
calculated the mean square difference (or variance) of the ensemble of model results. Fig-
ures 10 and 11 show the outcome of this. Again a distinction is made in uncoupled (upper
frames) and coupled cases (lower frames). In all figures the variances are plotted for a height
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(a)

(b)

Fig. 6 Time series of the model wind speed at 10 m for (a) prescribed surface temperatures, and (b) by solving
the surface energy budget

up to 300 m and for the complete forecast period. It is clear from these figures that the
strongest variability occurs for potential temperature and wind speed in the stable bound-
ary layer at the end of the night in the morning transition hours. This is true for both the
coupled and uncoupled cases, although with different magnitudes. During daytime the var-
iability among the models is much less, because of the impact of convective mixing in such
conditions.

The variances in the SBL occur over the same depth although with different magnitudes.
It is also clear that the variability increases with forecasting time, which is to be expected
in this nonlinear system (e.g., McNider et al. 1995). During the second night the maxi-
mum variance is 11.2 K2, while in the first night this is only 4 K2 (factor 3 smaller) for the
uncoupled model runs (Fig. 10a). The variability in the model results is rather different for
potential temperature and the wind speed magnitude by comparing their results for the cou-
pled and uncoupled cases. For potential temperature the variability decreases with about a
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(a)

(b)

Fig. 7 The variation of sensible heat flux H (in Kms−1) with potential temperature difference near the surface
for the reference model and perturbed model results (various symbols) for (a) prescribed surface temperatures,
and (b) by solving the surface energy budget. The full lines refer to the wind speed with an interval of 0.5 m s−1

at a model height of 2 m

factor of 4 for the coupled case, and for the wind speed magnitude the variance decreases by
30%.

By repeating the model experiments with a lower geostrophic wind of 4.8 m s−1 (50%
of the reference value), we find overall similar characteristics. However, the magnitudes for
the variances of the predicted profiles for potential temperature and for the wind speed are
typically smaller in the case of the lower geostrophic wind, both in the coupled and uncoupled
model runs (not shown). Thus there is a clear dependence of the model results on both the
surface temperature and the geostrophic wind speed, confirming earlier findings by Estournel
and Guedalia (1985) and Gopalakrishnan et al. (1998).

From the findings presented, it is apparent that the treatment of the surface temperature
boundary condition affects strongly the outcome of the boundary-layer model results and
their variety. By repeating the uncoupled model runs with a specified surface temperature
as given by the ensemble mean value of the interactive runs, we achieve basically the same
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Fig. 8 The profiles of a) wind
speed magnitude and b) potential
temperature up to 500 m for a
12 h forecast

(a) (b)

Fig. 9 As Fig. 8 but for the
coupled runs (a) (b)

variety of model outputs for the potential temperature and wind as for the coupled cases. This
confirms that in model evaluation studies the surface temperature should be taken consistent
with the value of the geostrophic wind (although this is likely to be model dependent).

4 Discussion and conclusion

In this paper we have studied the impact of the surface temperature on the variability of results
using an atmospheric boundary-layer model. First, it appears that most of the variability seen
in the second GABLS model intercomparison case for stable conditions can be reproduced by
taking one model and choosing alternative parameter values in a reasonable range. Second,
the variety of model results is less when coupled to the land-surface. This is particularly
true for the surface sensible heat flux, and the profiles of wind and temperature. However,
we find that in the coupled case the realized surface temperatures are clearly different from
the specified value of the uncoupled model case study. In addition we find sensitivity of the
model results to the magnitude of the geostrophic wind speed.
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(a)

(b)

Fig. 10 Contour plot of variance of the predicted potential temperature in a prescribed (a) and coupled (b) case

From the coupled model results we find that surface feedback can compensate for some of
the variety introduced by changing model parameters. Thus the evaluation of boundary-layer
models is less critical when coupled to the land-surface, in particular for the nighttime bound-
ary layer over land (see also Holtslag et al. 2006). However, this conclusion seems to depend
on the combination of the specified geostrophic wind speed and the surface temperature. In
fact these variables are related in the stable boundary layer over land (e.g., Estournel and
Guedalia 1985; Derbyshire 1999; Gopalakrishnan et al. 1998 among many other studies).

Steeneveld et al. (2006b) were able to achieve realistic surface temperatures with a cou-
pled model set-up similar to that used here, but by using a more detailed specification of the
variation of the geostrophic wind as a function of time. In contrast, in the current study we
use a constant geostrophic wind over time as was specified in the GABLS2 model intercom-
parison case. Then in combination with the specified values for the surface temperature, a
larger range of results is found. If a surface temperature is chosen that is consistent with the
magnitude of the geostrophic wind then a smaller variation of model results is found.
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(a)

(b)

Fig. 11 As Fig. 10 for the model variance of wind speed magnitudes

In conclusion, the intercomparison and evaluation of boundary-layer models are not as
simple and straightforward as it may seem. Our results herein indicate that variability among
model results in stable conditions is not only related to the different parameterizations, but also
to what extent the applied surface temperature forcing and the magnitude of the geostrophic
wind are consistent with each other. This conclusion may also be relevant for large-eddy
simulation studies (e.g., Beare et al. 2006; Kumar et al. 2006).
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