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                    Abstract
Humans manage to adapt learned movements very quickly to new situations by generalizing learned behaviors from similar situations. In contrast, robots currently often need to re-learn the complete movement. In this paper, we propose a method that learns to generalize parametrized motor plans by adapting a small set of global parameters, called meta-parameters. We employ reinforcement learning to learn the required meta-parameters to deal with the current situation, described by states. We introduce an appropriate reinforcement learning algorithm based on a kernelized version of the reward-weighted regression. To show its feasibility, we evaluate this algorithm on a toy example and compare it to several previous approaches. Subsequently, we apply the approach to three robot tasks, i.e., the generalization of throwing movements in darts, of hitting movements in table tennis, and of throwing balls where the tasks are learned on several different real physical robots, i.e., a Barrett WAM, a BioRob, the JST-ICORP/SARCOS CBi and a Kuka KR 6.
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                    Notes
	Note that the dynamical systems motor primitives ensure the stability of the movement generation but cannot guarantee the stability of the movement execution (Ijspeert et al. 2002; Schaal et al. 2007).
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Appendix: Motor primitive meta-parameters
Appendix: Motor primitive meta-parameters
The motor primitives based on dynamical systems (Ijspeert et al. 2002; Schaal et al. 2007; Kober et al. 2010a) have six natural meta-parameters: the initial position \(\mathbf {\mathrm {x}}_{1}^{0}\), the initial velocity \(\mathbf {\mathrm {x}}_{2}^{0}\), the goal g, the goal velocities \(\dot{ \mathbf {\mathrm {g}}}\), the amplitude A and the duration T. The meta-parameters modify the global movement by rescaling it spatially or temporally, or by reshaping it with respect to the desired boundary conditions. In the table tennis task the initial position and velocity are determined by the phase preceding the hitting phase. In Fig. 24 we illustrate influence of the goal, goal velocity and duration meta-parameters on the movement generation. 
Fig. 24[image: figure 24]
In this figure, we demonstrate the influence of the goal, goal velocity and duration meta-parameters. The movement represents the hitting phase of the table tennis experiment (Sect. 3.3) and we demonstrate the variation of the meta-parameters employed in this task. The ball is hit at the end of the movement. In these plots we only vary a single meta-parameter at a time and keep the other ones fixed. In (a) the goal g is varied, which allows to hit the ball in different locations and with different orientations. In (b) duration T is varied, which allows to time the hit. In (c) the goal velocity \(\dot{ \mathbf {\mathrm {g}}}\) is varied, which allows to aim at different locations on the opponent’s side of the table
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