
Vol.:(0123456789)1 3

https://doi.org/10.1007/s00894-023-05498-4

ORIGINAL PAPER

Quadripartite bond length rule applied to two prototypical aromatic 
and antiaromatic molecules

Łukasz Wolański1  · Wojciech Grochala1 

Received: 30 January 2023 / Accepted: 28 February 2023 
© The Author(s) 2023

Abstract
Context In 2000, a remarkably simple relationship was introduced, which connected the calculated geometries of isomo-
lecular states of three different multiplicities. These encompass a ground single state, the first excited triplet state, as well 
as related radical anion and radical cation. The rule allows the prediction of the geometry of one of the species if the three 
remaining ones are known. Here, we verify the applicability of this bond length rule for two small planar cyclic organic 
molecules, i.e., benzene and cyclobutadiene, which stand as prototypical examples of, respectively, aromatic and antiaromatic 
systems. We see that the rule works fairly well to benzene, and it works independently for quinoid as well as for anti-quinoid 
minima, despite the fact that radical anion species poses challenges for correct theoretical description.
Methods To obtain chosen electronic state equilibrium geometries, three types of computational approaches were utilized: 
fast and efficient density functional theory DFT, the coupled cluster method CC2, the complete active space self-consistent 
field (CASSCF) approach, and the most accurate but also resource-consuming perturbation theory with multireference 
wavefunction (CASPT2) with a default value and without IPEA-shift. Dunning and co-workers correlation-consistent basis 
sets (aug-)cc-pVXZ (X = D, T, Q) were employed. Gaussian 16 revision A.03, Turbomole 7.1, and Molcas 8.0 computational 
software were used.

Keywords Aromaticity · Antiaromaticity · Benzene · Cyclobutadiene · Molecular orbital theory

Introduction

Geometry optimization as a multi-step process is usually 
the longest part of the typical quantum chemical compu-
tations. For that reason, geometry optimization is often 
carried out using a less precise method than the final tech-
nique used for determining other properties. Alternatively, 
a pre-optimization may be carried out at some low level of 
theory, followed by a more rigorous one, particularly for 
large molecules. Geometry optimization is also a process 
that requires some chemical knowledge and intuition, since 
initial atom positions have to be defined first. An unrealis-
tic choice of a starting geometry can lead to their conver-
gence to the structures corresponding to saddle points and/
or calculations may take an impractically long time. This is 
particularly important when it concerns the optimization of 
molecules in their excited electronic states or of the even-
electron (free radical) systems. In principle, this addition-
ally requires the use of more resource-consuming methods 
(i.e., CC2 vs. MP2, TDDFT vs. DFT, with rather multi- than 
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single-configurational wavefunction) than in the case of the 
ground-state equilibrium structures.

For these reasons, it is highly desirable to be able to pro-
pose a starting structure for optimization which is a result 
of an educated guess and as such could lead to much faster 
convergence. About 2 decades ago, Grochala, Albrecht, and 
Hoffmann have observed a remarkably simple relationship 
(subsequently labeled by Parr and Ayers as “GAH rule”), 
i.e., the corresponding bond lengths in the cationic  (R+), 
anionic  (R‒), and neutral  (R0) systems (all in their electronic 
ground states) together with neutral structure in its first tri-
plet excited state  (R0

T1) approximately satisfy the equation 
(Eq. 1):

This approximate relationship was proposed based on 
rather low-level (at least by today’s standards) quantum 
mechanical calculations for a handful of inorganic (largely 
diatomic) and organic molecules, both neutral, cationic and 
anionic, among those  C2,  C2H2,  C2H4,  C2H6,  N2H2,  B2H2, 
CO,  CN‒,  N2,  NO+, and three more complex hydrocarbons. 
These authors have noted that the relationship expressed by 
Eq. 1 seems to be most accurate, if the ground state mol-
ecule is nondegenerate and equilibrium geometries of all 
structures ale reasonable similar [1]. Moreover, it applies 
exclusively to bonds constituting the chromophore part of a 
molecule and works best for systems with conjugated double 
bonds.

While computational effort related to verifying the valid-
ity of the GAH rule was rather limited, the reasons behind 
its seeming success are far from being obvious. Indeed, the 
quest for the rule was inspired by a simplistic molecular 
orbital (MO) picture and perturbation theory in its most 
simple implementation, which may obviously be of a great 
didactic value. I.e., if one uses a one-orbital basis set for 
each atom in a diatomic, a classical two-MO picture of elec-
tronic structure emerges, with the bonding highest occupied 
molecular orbital (HOMO) and antibonding lowest unoc-
cupied molecular orbital (LUMO) orbital. The two-electron 
singlet ground state has HOMO doubly occupied and an 
empty LUMO, so it maximizes the bonding between both 
atoms. A subtraction of one electron (to form a radical cat-
ion) may be treated as a perturbation, due to which bond-
ing strength decreases and the interatomic bond elongates. 
An addition of one electron (to form a radical anion) is yet 
another perturbation, due to which the antibonding effect 
appears and the bond weakens and elongates again. Usu-
ally, the bond weakening associated with the removal of 
one electron from HOMO is slightly weaker than the one 
related to the occupation of LUMO by one electron, and 
that is because “the antibonding orbital is more antibond-
ing than the bonding orbital is bonding.” Nevertheless, the 

(1)ΔGAH(R) = R
+ + R

− − R
0

T1
− R

0 ≈ 0

formation of an excited triplet state from the ground state 
singlet is associated with both effects in the same time, i.e., 
with two effectively antibonding effects due to decreased 
occupancy of HOMO and increased one of LUMO simulta-
neously. Therefore, it is not totally unexpected that the bond 
weakening is now more-less a sum of the two effects seen 
for two distinct free radical species.

Based on the MO theory in its two-center two-orbital 
implementation, one may additionally deduce that the GAH 
rule should work best for electronic manifold made up of 
π type orbitals rather than σ ones. This is because the first 
excited triplet state of a σ bond corresponds usually to a fully 
dissociated bond, and thus the effects of the singlet → triplet 
excitation for molecular geometry are so large that such exci-
tation cannot be treated as a small perturbation of a system. 
This naturally explains why the applicability of the rule was 
documented before for systems with double or triple bonds, 
either isolated or conjugated. It is also easy to understand 
why the rule finds most applicability for the chromophore 
part of a molecule; note that a bond very distant from a 
chromophore and not conjugated with it via a π system does 
not experience any major bond length changes upon one-
electron perturbations within the chromophore (i.e., for such 
distant bond,  R+  =  R‒ =  R0 =  R0

T1) and therefore the rela-
tionship expressed by Eq. 1 still holds but it becomes trivial.

While the MO theory served as the initial inspiration of 
the rule, its applicability to diverse molecular systems is 
far from ideal, especially when strong electronic correlation 
effects apply. In a separate line of reasoning, Ayers and Parr 
managed to show how the Fukui function can rationalize this 
rule by noticing that for nondegenerate ground states it is 
advantageous to have a large band gap—i.e. chemically hard 
systems should best follow the rule [2]. Following that, an 
extension of “GAH approximation” was proposed by Morell 
and co-workers as a way of calculating the potential energy 
profile of the reaction in its first electronic excited state [3].

With the enormous advances of supercomputing power 
which took place during the last quarter of a century, it was 
tempting for us to check the validity of the GAH rule using 
higher-level computational methods. It should be realized 
that the calculations performed over two decades ago were 
done using only one DFT functional (B3LYP) and were 
lacking any systematic assessment of the quantitative and 
qualitative impact of the level of theory on the final result. 
Thus, it could be that the GAH rule does not hold at all, if 
calculations are performed on a sufficiently high level of 
ab initio theory! We have selected two molecules for this 
study, i.e., cyclobutadiene (CBDE) and benzene (BZ), as 
well as a number of levels of theory and basis sets. Why 
CBDE and BZ? First, these molecules stand for prototypi-
cal antiaromatic (4e) and aromatic (6e) systems, respec-
tively. On the other hand, their first excited triplet states 
are aromatic (2e) and antiaromatic (4e), respectively. In 
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other words, the perturbation associated with one electron 
singlet → triplet excitation flips the aromaticity entirely to 
its opposite, a true revolution in electronic properties. Sec-
ondly, both molecules are relatively small, which permits 
quantum mechanical calculations to be performed at a quite 
precise reference computational levels. Third, having a large 
HOMO/LUMO gap, these small systems seem to be ideally 
suited for such test, according to Ayers and Parr predictions 
[2]. Fourth, both systems are cyclic which introduces a cer-
tain constraint on their geometry due to persistent σ bond 
framework. And last but not the least, BZ in its two radical 
ion forms as well as in the excited triplet state offers two dis-
tinct minima to be independently studied; one corresponds to 
a quinoid type (with two short and four long C–C bonds) and 
another to anti-quinoid one (with four short and two long 
bonds), so each of those may be looked at separately (Fig. 1). 
Despite their small size, the two molecules selected for this 
study host multiple fascinating phenomena and constitute a 
playground for theoretical methods. Take benzene; with only 
6 π orbitals, not just two Kekulé ones and three Dewar ones 
but as many as 175 well-defined covalent and ionic valence 
bond structures are possible [4]. This leads to a multicon-
figurational character of the this molecule of immense com-
plexity, despite its seemingly simple regular geometry. The 
delocalized π-electron component of benzene is stabilized 
by resonance, but is also destabilized by localizing distor-
tions, what is unfortunately a much less acknowledged fact 
[5]. Ulusoy and Nest showed that the aromaticity of benzene 
in its electronic ground state can simply be switched off by 
an ultrashort laser pulse [6]. The antiaromatic triplet state 
of benzene also exhibits many unusual complexities [7–11]. 
Clearly, there is still a lot to be learned from these small 
molecules.

Computational details

For CBDE, four species were studied: singlet ground state, 
the first excited triplet state, radical cation, and radical 
anion. For BZ, each of the latter three was computed in two 
quinoid (Q) and anti-quinoid (AQ) form, thus leading to a 
total of seven distinct species.1 In the spirit of the original 
paper [1], we are looking at perturbations involving only 
the π manifold, free from, any π–σ coupling.2 Therefore, 
we perform geometry optimizations while constraining the 
planarity of each system (more on that and related complexi-
ties in the “Results and discussion” section). As a reason-
able compromise between computational cost and quality 
of results, coupled-cluster (CC) based methodology was 
initially utilized in this study. This computational approach 
was assessed as very effective and accurate for theoretical 
researches of small and medium-sized organic molecules 
[12–14]. Therefore, we decided to use the linear response 
approximate coupled-cluster of second order (CC2) [15, 16] 
with efficient resolution-of-the-identity (RI) approximation 
[17, 18] implemented in Turbomole 7.1 package [19, 20]. 
CC2 computations were performed using Dunning and co-
workers’ correlation-consistent basis sets (aug-)cc-pVXZ 
(X = D, T, Q) [21, 22]. In the case of CC2 computations, 
auxiliary basis sets [23] were also employed.

For comparison, all investigated structures were opti-
mized also at (U)B3LYP [24–27], (U)M06-2X [28], and (U)
CAM-B3LYP [29] density functional theory (DFT) levels 
of theory with Gaussian 16 revision A.03 [30]. Dunning’s 
cc-pVXZ (X = D, T, Q) [21, 22] and Pople’s 6-31G(d,p) 
basis sets were utilized [31]. UltraFine integration grid for 
numerical integrations and Tight geometry optimization cri-
teria were used.

Finally, two multireference wave function-based 
approaches were also utilized: the complete active space 
self-consistent field method (CASSCF) [32–34] and the one 
based on its wavefunction second-order perturbation theory 
(CASPT2) [35, 36]. Both types of calculations were carried 
with Molcas 8.0 [37]. An active space was built with all 
π electrons and with 6 π-type orbitals, i.e., (6e, 6o) active 
space for neutral structures, (7e, 6o) for anionic and (5e, 
6o) for cationic ones of BZ. Analogous active spaces for 
CBDE-based species also corresponded to all π electrons 

Fig. 1  Molecular symmetry and C–C bond length labeling for inves-
tigated electronic states in quinoid (Q) and anti-quinoid (AQ) isomers 
of benzene (BZ) species, as well as in cyclobutadiene (CBDE)

1 Here, we neglect the fact that BZ radical cation is a very flex-
ible system, which at most experimental conditions is able to tunel 
through low barriers between these minima thus forming an appar-
ently higher-symmetry D6h structure.
2 Importance of such coupling may vary greatly from one species 
to the other; for example, radical anion of benzene, coupled with 
 K+(crown ether) cations, in the solid state, tends to loose planarity 
and subsequently couple two radical anions via a new C–C sigma 
bond.
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but now with 4 π-type orbitals. Considering the IPEA-shift 
parameter [38, 39], which modifies the zeroth-order Hamil-
tonian in the CASPT2 method, geometry optimizations were 
performed here with either the present-day default value of 
this parameter (ε = 0.25 a.u., S-IPEA) [40] or without using 
it at all (ε = 0.00 a.u., 0-IPEA).

To test the character of obtained stationary points and 
to cross-check the validity of constraint on the planar-
ity of all species, vibrational frequencies were calculated 
with the same computational approach as for geometry 
optimization (except for all CASPT2 approaches and some 
of CASSCF ones, where computational cost exceeded 
resources available to us).

Results and discussion

To utilize all described in the “Computational details” sec-
tion computational approaches, the symmetry was con-
strained to D6h for singlet BZ, D4h for triplet CBDE, and 
D2h for all other species. Thus, in each molecule, there are 
at most two distinct C–C bond lengths labeled as a and b 
(Fig. 1).

Each of those may in principle take different values for 
the ground singlet state in a neutral molecule, its first excited 
triplet state, as well as doublet states of the radical anion and 
radical cation, and they are labeled here as  a0 or  b0,  a0

T1 or 
 b0

T1,  a– or  b–, and  a+ or  b+, respectively. The calculated bond 
lengths are collected in Table 1 (only for the largest basis 
sets studied here for each given level of theory, usually cc-
pVQZ) and in Tables S1–S14 in Supplementary Information 
(an extended set for all basis sets studied).

We begin by noticing that the predicted C–C bond lengths 
for each species separately are quite dependent mainly on the 
computational method (cf. SI). While, the C–C bond length 
in singlet BZ,  a0, varies between 1.385 Å and 1.409 Å (i.e., 
by 0.024 Å), the discrepancy for its triplet state is much 
larger (0.049 Å for bond length  a0

T1). For CBDE, the small-
est and the largest discrepancies are observed for radical 
anion (0.025 Å for bond length  a–) and neutral singlet form 
(0.078 Å for  b0), respectively.

Obviously, in our analysis, we will seek validation of 
Eq. 1 for one given level of theory at a time.

It is quite disturbing that the diverse computational 
methods often disagree on whether a planar geometry 
studied here is a local minimum or not. For high sym-
metry systems with “simple” electronic structure (triplet 

Table 1  C–C bonds lengths[Å] in quinoid (Q) and anti-quinoid (AQ) conformers of benzene (BZ) and in cyclobutadiene (CBDE)

For bond labeling for molecules in investigated electronic states see Fig. 1. ΔGAH(R) values [Å] (bold) were calculated according to Eq. 1. 
Computational data for the most resource-demanding CASPT2 approach are for cc-pVTZ basis set (italics), whereas all others are for cc-pVQZ. 
All values are rounded to three decimal places. Results obtained for other investigated basis sets are available in ESI. max(R)—min(R), where 
R = a or b, denotes the span of the bond length values between all methods tested for each molecular species and each bond separately

Computational approach a+ a− a0
T1 a0 ΔGAH(a) b+ b− b0

T1 b0 ΔGAH(b)

BZ(AQ) CASPT2(ε = 0.25) 1.447 1.456 1.499 1.393 0.011 1.387 1.395 1.392 1.393  − 0.003
CASSCF 1.440 1.452 1.499 1.392 0.001 1.383 1.392 1.391 1.392  − 0.008
CC2 1.441 1.443 1.503 1.394  − 0.012 1.370 1.395 1.390 1.394  − 0.018
DFT(B3LYP) 1.447 1.456 1.517 1.391  − 0.004 1.383 1.393 1.382 1.391 0.003
DFT(M06-2X) 1.446 1.452 1.514 1.388 -0.003 1.380 1.389 1.379 1.388 0.002
DFT(CAM-B3LYP) 1.443 1.451 1.513 1.385 -0.005 1.377 1.386 1.377 1.385 0.001
max(R) – min(R) 0.007 0.013 0.018 0.009 –- 0.017 0.009 0.015 0.009 –-

BZ(Q) CASPT2(ε = 0.25) 1.370 1.378 1.358 1.393 -0.003 1.426 1.435 1.463 1.393 0.005
CASSCF 1.364 1.373 1.353 1.392 -0.008 1.421 1.431 1.466 1.392 -0.004
CC2 1.356 1.380 1.355 1.394 -0.013 1.412 1.432 1.464 1.394 -0.014
DFT(B3LYP) 1.364 1.374 1.341 1.391 0.007 1.425 1.434 1.470 1.391 -0.002
DFT(M06-2X) 1.360 1.370 1.335 1.388 0.007 1.424 1.430 1.470 1.388 -0.003
DFT(CAM-B3LYP) 1.357 1.367 1.333 1.385 0.006 1.420 1.428 1.467 1.385 -0.003
max(R) – min(R) 0.014 0.013 0.025 0.009 –- 0.014 0.007 0.007 0.009 –-

CBDE CASPT2(ε = 0.25) 1.500 1.512 1.438 1.557 0.017 1.380 1.398 1.438 1.350 -0.010
CASSCF 1.482 1.499 1.435 1.547 -0.001 1.374 1.390 1.435 1.346 -0.017
CC2 1.492 1.505 1.435 1.561 0.002 1.378 1.395 1.435 1.340 -0.001
DFT(B3LYP) 1.500 1.512 1.436 1.574 0.002 1.373 1.390 1.436 1.329 -0.002
DFT(M06-2X) 1.494 1.505 1.430 1.566 0.003 1.369 1.385 1.430 1.325 -0.001
DFT(CAM-B3LYP) 1.493 1.504 1.429 1.566 0.003 1.367 1.384 1.429 1.323 -0.001
max(R) – min(R) 0.018 0.013 0.009 0.027 –- 0.013 0.014 0.009 0.027 –-
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and singlet CBDE and singlet BZ), we find nearly no dis-
crepancies, as expected. Still, the ground state benzene 
singlet turns out to show one imaginary frequency at CC2/
aug-cc-pVTZ level and quite appreciable one (i423  cm–1) 
(sic!). The computational methods consistently yield the 
local minimum nature of the Q form of the BZ radical 
cation and for the CBDE radical cation. Yet, for the AQ 
form of BZ radical cation, we find that all DFT(M06-2X) 
calculations predict a transition state nature for this pla-
nar species, in contrast to all remaining methods.3, 4 But 
the remaining open-shell species yield a true diversity of 
the number of imaginary frequencies. For example, the 
problematic BZ radical anion in its Q form is either a 
local minimum (according to selected DFT approaches), 
a transition state (selected CASSCF and DFT results), 
or a saddle point of the second order (according to the 
remaining CASSCF and DFT approaches). Similar prob-
lems are also encountered for the BZ triplet state (mostly 
in the Q form). What is even more puzzling, though, is that 
the CBDE radical anion (which, as a 3-electron 4-center 
system must host the Jahn–Teller effect in D4h geometry) 
is computed by some DFT methods (e.g., CAM-B3LYP 
with either 6-31G(d,p) or cc-pVDZ basis set) to be an 
undistorted square. These problems are not unprecedented. 
The sensitivity of the potential energy surface details to 
the level of theory for these species is fascinating [41] 
and certainly comes from the fact that for relatively small 
4- and 6-electron systems any 1e perturbation leading to 
a free radical may be considered large. The discrepancies 
between various methods document the problems which 
a theoretician faces while trying to correctly predict the 
geometry of a ground state. Fortunately, our task to verify 
the validity of the GAH rule for the pure π manifold (i.e. 
free from admixture of σ one) permits us to comfortably 
neglect these issues by restricting ourselves to planar 
geometries, independent of their character (i.e. a true min-
imum or not). Moreover, as wave-function-based methods 
are usually more sensitive than DFT ones to the choice 
of a basis set, from now on we discuss hereonly results 
obtained with the largest basis set (cc-pVQZ, except for 
the most resource-demanding CASPT2 where cc-pVTZ 
was used). For the remaining ones cf. the SI.

Cyclobutadiene—antiaromatic system

Let us begin with the smaller and less complex of two sys-
tems, i.e. CBDE. The molecular orbital (MO) system of the 
π manifold for an ideal square D4h symmetry is shown in 
Fig. 2 (left). The lowest energy orbital is nondegenerate, and 
it is bonding between all pairs of C atoms. Its fully antibond-
ing equivalent is also nondegenerate, and obviously, it has 
the smallest binding energy. On the other hand, there are 
two different but energy-equivalent combinations of atomic 
orbitals, which are bonding between two pairs of C atoms 
and antibonding between the remaining two pairs. The tri-
plet state of CBDE corresponds to a single occupation of 
each of the two degenerate orbitals and as such preserves 
D4h symmetry. However, an occupation of these two orbitals 
by either one electron (in a radical cation), three electrons 
(in a radical anion), or one electron pair (in a singlet state) 
corresponds to the Jahn–Teller scenario, and it must lead to 
deformation of a square to a rectangle (D2h). This removes 
the orbital degeneracy (Fig. 2 right). Thus, a singlet ground 
state of CBDE is a prototypical antiaromatic system which 
exhibits bond alternation. This behavior may be formulated 
in terms of the maximum hardness principle [42–45]; the 
singlet state with one doubly filled and one empty degener-
ate orbitals would exhibit a null electronic gap at the Fermi 
level and infinite polarizability. The rectangular distortion 
leads to an increase of electronic hardness via band gap 
opening.

Since the changes of molecular geometry (i.e. short-long 
C–C bond pattern) are interconnected with the bonding/
antibonding character of the two frontier orbitals, one may 
expect the following inequalities to hold:

(2)a0 > a− ≈ a+ > a0
T1

Fig. 2  Illustration of the MO system of CBDE in D4h geometry (left) 
and in a lower D2h one (right). The rectangular deformation of a 
square has been exaggerated to facilitate the detection of bond length 
changes

3 Note that radical anion of BZ and CBDE are immensely difficult to 
be correctly described by comprehensive theory with a limited basis 
set. cf. [48]. Aside from deplanarization, these species tend to dimer-
ize when prepared in experiment, see e.g.: [49]. Alternative approach 
to avoid dimerization involves use of protective groups: [50].
4 Interestingly, calculations find also a rhomboidal minimum for 
CBDE radical anion; rhomboidal distortion rather than bond length 
alternation is an alternative way to avoid the Jahn–Teller effect.

Page 5 of 10    95Journal of Molecular Modeling (2023) 29:95



1 3

for a bond of CBDE

for b bond of CBDE
This is because double occupancy of an orbital which is 

antibonding between a given pair of C atoms leads to a larger 
lengthening of the bond than a single occupation of the same 
orbital, and this in turn leads to a larger lengthening of the 
bond than for the unoccupied case.

Indeed, we notice that according to CASPT2, CASSCF, 
and CC2, the expected following inequalities consistently 
hold. However, all density-based approaches fail to show the 
expected bond length pattern for bond length b.

How well does the GAH rule hold for CBDE? It turns out 
that all methods wavefunction-based methods, ΔGAH(R) 
(Eq. 1) does not exceed + / − 0.017 Å (Fig. 3). This is not a 
lot, given that these methods show discrepancies for indi-
vidual bonds of a similar magnitude, i.e. up to 0.018 Å 
(Table  1). In one particular case, that of CC2 calcula-
tions, the ΔGAH(a) is as little as 0.002 Å, while ΔGAH(b) 
equals − 0.001 Å. This implies that a “hybrid species” con-
structed with the help of the GAH rule from the ground 
singlet as well as radical anion and radical cation, not only 
closely resembles an undistorted square, but also the CC-
bond lengths of this hybrid fall extremely close to that cal-
culated for the triplet state (D4h).

Benzene—aromatic system

Let us now turn to a prototypical aromatic six-electron 
system—benzene. The MO scheme for BZ is illustrated in 
Fig. 4. The π manifold for an ideal hexagonal D6h symme-
try includes a totally-bonding nondegenerate orbital of the 

(3)b0 < b− ≈ b+ < b0
T1

lowest energy, its nondegenerate totally-antibonding analog 
of the highest energy, and two pairs of degenerate MO sets. 
For 6e occupancy in the ground singlet state, the molecule 
shows an appreciable band gap among the two sets of the 

Fig. 3  Illustration of the MO system of BZ in D6h geometry; in Q and AQ structures of the radical cation, radical anion, and of the triplet state, 
the symmetry is lowered to D2h (cf. Figure 1)

Fig. 4  Minimum (min|ΔGAH(R)|) and maximum (max|ΔGAH(R)|) 
of absolute values of Eq. 1 expression max|ΔGAH(R)| on the back-
ground of statistic ranges max(R)-min(R) of a and b bonds lengths of 
quinoid (Q) and anti-quinoid (AQ) benzene (BZ) conformers and for 
cyclobutadiene (CBDE) for all investigated computational approaches 
and only with the use of the largest used basis sets (cc-pVTZ for 
CASPT2 computations and cc-pVQZ for other approaches, for 
numerical data, see Table 1). For statistics including results obtained 
with all basis sets see Fig.  S1. Data for shorter bond are marked 
as red of pink, whereas data for longer ones are black or grey (see 
Fig. 1)
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frontier orbitals; it is not subject to the Jahn–Teller effect, 
and it does not lower its symmetry. However, for either 
radical cation, radical anion or the lowest triplet state, the 

Jahn–Teller effect is operative, and the molecule distorts to 
D2h. There are two local energy minima depending on the 
phase of the Jahn–Teller distortion: a quinoid one (Q) with 

Table 2  Mulliken atomic spin densities for carbon atoms of investigated ring molecules obtained at chosen computational approaches

Because of molecular symmetry, we present here values for two unique carbon atoms in BZ (forming a and b bonds—marked as  Cab and forming 
two b bonds—marked as  Cbb, see Fig. 1) and for one in CBDE  (Cab). Values for ground electronic state C(R0) (bold) were predicted as a com-
bination C(R+) + C(R−) − C(R0

T1) of atomic spin densities computed for other electronic state structures. Please note that data for the CASPT2 
method are computed for equilibrium geometries obtained at this level of theory; however, spin densities are computed basing on CASSCF 
wavefunction. All values are rounded to three decimal places and where necessary averaged because of molecular symmetry. Results obtained 
for other investigated basis sets are available in ESI

Computational approach Cab(R+) Cab(R−) Cab(R0
T1) Cab(R0) Cbb(R+) Cbb(R−) Cbb(R0

T1) Cbb(R0)

BZ(AQ) CASPT2(ε = 0.25) 0.2894 0.2812 0.5341 0.0365  − 0.0844  − 0.0735  − 0.0830  − 0.0749
CASSCF 0.2868 0.2769 0.5316 0.0321  − 0.0803  − 0.0738  − 0.0826  − 0.0715
DFT(B3LYP) 0.2387 0.2331 0.6258  − 0.1540 0.0136 0.0067  − 0.1972 0.2175
DFT(M06-2X) 0.2389 0.2326 0.6017  − 0.1302 0.0155 0.0143  − 0.2264 0.2562
DFT(CAM-B3LYP) 0.2389 0.2325 0.6487  − 0.1773 0.0140 0.0100  − 0.2387 0.2627

BZ(Q) CASPT2(ε = 0.25) 0.0396 0.0407 0.1106  − 0.0303 0.4155 0.4073 0.7638 0.0590
CASSCF 0.0414 0.0383 0.1053  − 0.0256 0.4106 0.4029 0.7697 0.0438
DFT(B3LYP) 0.0740 0.0681 0.1017 0.0404 0.3430 0.3368 0.8508  − 0.1710
DFT(M06-2X) 0.0766 0.0722 0.0800 0.0687 0.3403 0.3352 0.8071  − 0.1317
DFT(CAM-B3LYP) 0.0745 0.0694 0.0884 0.0555 0.3430 0.3361 0.8814  − 0.2024

CBDE CASPT2(ε = 0.25) 0.2472 0.2451 0.4927  − 0.0004
CASSCF 0.2493 0.2489 0.4981 0.0001
DFT(B3LYP) 0.2484 0.2478 0.4961 0.0001
DFT(M06-2X) 0.2471 0.2450 0.4925  − 0.0004
DFT(CAM-B3LYP) 0.2466 0.2404 0.4896  − 0.0026

Table 3  Mulliken atomic spin densities for carbon atoms (atomic spin densities of hydrogens are summed into C atoms they are connected to) of 
investigated ring molecules obtained at chosen computational approaches

Because of molecular symmetry, we present here values for two unique carbon atoms in BZ (forming a and b bonds—marked as  Cab and forming 
two b bonds—marked as  Cbb, see Fig. 1) and for one in CBDE  (Cab). Values for ground electronic state C(R0) (bold) were predicted as a com-
bination of C(R+) + C(R) − C(R0

T1) of atomic spin densities computed for other electronic state structures. Please note that data for the CASPT2 
method are computed for equilibrium geometries obtained at this level of theory; however, spin densities are computed basing on CASSCF 
wavefunction. All values are rounded to three decimal places and where necessary averaged because of molecular symmetry. Results obtained 
for other investigated basis sets are available in ESI

Computational approach Cab(R+) Cab(R−) Cab(R0
T1) Cab(R0) Cbb(R+) Cbb(R−) Cbb(R0

T1) Cbb(R0)

BZ(AQ) CASPT2(ε = 0.25) 0.2925 0.2871 0.5419 0.0377  − 0.0852  − 0.0743  − 0.0838  − 0.0757
CASSCF 0.2906 0.2873 0.5418 0.0361  − 0.0813  − 0.0745  − 0.0835  − 0.0723
DFT(B3LYP) 0.2432 0.2465 0.5970  − 0.1073 0.0136 0.0069  − 0.1940 0.2145
DFT(M06-2X) 0.2423 0.2428 0.6053  − 0.1203 0.0155 0.0145  − 0.2107 0.2406
DFT(CAM-B3LYP) 0.2430 0.2449 0.6159  − 0.1280 0.0155 0.0102  − 0.2317 0.2559

BZ(Q) CASPT2(ε = 0.25) 0.0400 0.0419 0.1124  − 0.0305 0.4199 0.4162 0.7752 0.0609
CASSCF 0.0420 0.0407 0.1076  − 0.0249 0.4161 0.4186 0.7847 0.0500
DFT(B3LYP) 0.0753 0.0722 0.0926 0.0549 0.3494 0.3556 0.8148  − 0.1098
DFT(M06-2X) 0.0776 0.0754 0.0927 0.0602 0.3449 0.3493 0.8145  − 0.1204
DFT(CAM-B3LYP) 0.0756 0.0732 0.0804 0.0684 0.3488 0.3535 0.8391  − 0.1369

CBDE CASPT2(ε = 0.25) 0.2500 0.2500 0.5000 0.0000
CASSCF 0.2500 0.2500 0.5000 0.0000
DFT(B3LYP) 0.2500 0.2500 0.5000 0.0000
DFT(M06-2X) 0.2500 0.2500 0.5000 0.0000
DFT(CAM-B3LYP) 0.2500 0.2500 0.5000 0.0000
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two short and four longer CC bonds and the antiquinoid one 
(AQ) with four short and two longer bonds. In such a case, 
the degeneracy of each previously doubly degenerate MO 
set is lifted. Obviously, this is also expected based on the 
maximum hardness principle.

Conclusions

We have reinvestigated the applicability of a simplistic bond 
length rule (GAH rule) for two cyclic molecules, CBDE and 
BZ, as prototypical examples of anti-aromatic and aromatic 
molecules, respectively, and using modern computational 
approaches of quantum chemistry. The rule was tested in its 
original spirit, i.e., assuming an enforced planar geometry 
of the carbon rings for all species considered. In general, the 
GAH rule is reasonably satisfied for these molecules, with 
its errors not surpassing 0.018 Å for wavefunction-based 
methods and large basis sets (Fig. 3). Moreover, the rule is 
reasonably fulfilled for atomic spin densities (Table 2 and 
3), particularly at CASSCF and CASPT2 levels, leading to 
rather small residual spin densities (typically + / − 0.01 e and 
up to + / − 0.07 e in some cases) for hybrids of radical anion, 
radical cation and triplet state, thus resembling a spin-less 
singlet state (Fig. 5).

It is interesting that the rule seems to hold particularly 
due to the fact that the radical anion species is frozen 
here in the planar geometry, while it usually tries to break 
planarity for very small systems such as BZ or CBDE 
[12]. On the other hand, it is known that much larger 
aromatic hydrocarbons (or smaller, but fluorinated ones 
[46]) show positive electron affinity, and they tend to 
form stable and planar radical anions; hence, one might 
anticipate that the rule will apply very well for such sys-
tems. Yet, computational verification of the applicability 
of the rule for large systems requires more approximate 
quantum chemistry tools than those applied here, and this 
will be investigated in the near future. It seems that the 
growing interest in the structure and properties of excited 
states of small organic molecules [47] warrants further 
studies in this direction.

Supplementary information The online version contains supplemen-
tary material available at https:// doi. org/ 10. 1007/ s00894- 023- 05498-4.

Acknowledgements W.G. gratefully acknowledges annual support 
from the Ministry of Education and Science. Calculations have been 
carried out using resources provided by Wrocław Centre for Network-
ing and Supercomputing (http:// wcss. pl), grant No. 484. Dr Leszek Sto-
larczyk is gratefully acknowledged for thorough analysis and advices.

Author contribution W.G. formulated the scientific idea. Ł.W. planned 
and performed all computations and compiled obtained data in the 
form of tables and figures. W.G. devised the research. Ł.W. and W.G. 
prepared this manuscript and SI. Both authors contributed to the article 
and approved the contents of the manuscript.

Data availability Data obtained from computations described in the 
current study are available from the corresponding author upon rea-
sonable request.

Declarations 

Competing interests The authors declare no competing interests.

Open Access This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article's Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article's Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

References

 1. Grochala W, Albrecht AC, Hoffmann R (2000) Remarkably simple 
relationship connecting the calculated geometries of isomolecular 
states of three different multiplicities. J Phys Chem A 104:2195–
2203. https:// doi. org/ 10. 1021/ jp993 2214

 2. Ayers PW, Parr RG (2000) A theoretical perspective on the bond 
length rule of Grochala, Albrecht, and Hoffmann. J Phys Chem A 
104:2211–2220. https:// doi. org/ 10. 1021/ jp993 5079

 3. Morell C, Labet V, Ayers PW et al (2010) Extending the “Groch-
ala-Albrecht-Hoffmann approximation” to the determination of 
the first excited state potential energy profile of a reaction step. 
Chem Phys Lett 485:371–375. https:// doi. org/ 10. 1016/j. cplett. 
2009. 12. 060

 4. Gerratt J (1987) Modern valence bond theory: was Kekule right? 
ChemInform 18:no--no

 5. Shaik S, Shurki A, Danovich D, Hiberty PC (1997) A different 
story of benzene. J Mol Struct Theochem 398–399:155–167. 
https:// doi. org/ 10. 1016/ S0166- 1280(96) 04934-2

 6. Ulusoy IS, Nest M (2011) Correlated electron dynamics: how 
aromaticity can be controlled. J Am Chem Soc 133:20230–20236. 
https:// doi. org/ 10. 1021/ ja206 193t

 7. Baird NC (1972) Quantum organic photochemistry. II. Resonance 
and aromaticity in the lowest 3.pi.pi.* state of cyclic hydrocar-
bons. J Am Chem Soc 94:4941–4948. https:// doi. org/ 10. 1021/ 
ja007 69a025

Fig. 5  Illustration of the applicability of the GAH rule to atomic spin 
densities on C atoms for CBDE at the CASPT2 level (cf. Table  2). 
The rectangular deformation of a square has been exaggerated

95   Page 8 of 10 Journal of Molecular Modeling (2023) 29:95

https://doi.org/10.1007/s00894-023-05498-4
http://wcss.pl
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1021/jp9932214
https://doi.org/10.1021/jp9935079
https://doi.org/10.1016/j.cplett.2009.12.060
https://doi.org/10.1016/j.cplett.2009.12.060
https://doi.org/10.1016/S0166-1280(96)04934-2
https://doi.org/10.1021/ja206193t
https://doi.org/10.1021/ja00769a025
https://doi.org/10.1021/ja00769a025


1 3

 8. Ottosson H (2012) Exciting excited-state aromaticity. Nat Chem 
4:969

 9. Kataoka M (2004) Magnetic susceptibility and aromaticity in the 
excited states of benzene. J Chem Res 2004:573–574. https:// doi. 
org/ 10. 3184/ 03082 34042 563938

 10. Karadakov PB (2008) Ground- and excited-state aromaticity and 
antiaromaticity in benzene and cyclobutadiene. J Phys Chem A 
112:7303–7309. https:// doi. org/ 10. 1021/ jp803 7335

 11. Papadakis R, Ottosson H (2015) The excited state antiaromatic 
benzene ring: a molecular Mr Hyde? Chem Soc Rev 44:6472–
6493. https:// doi. org/ 10. 1039/ C5CS0 0057B

 12. Schreiber M, Silva-Junior MR, Sauer SPA, Thiel W (2008) 
Benchmarks for electronically excited states: CASPT2, CC2, 
CCSD, and CC3. J Chem Phys 128:134110. https:// doi. org/ 10. 
1063/1. 28893 85

 13. Sauer SPA, Schreiber M, Silva-Junior MR, Thiel W (2009) Bench-
marks for electronically excited states: a comparison of nonitera-
tive and iterative triples corrections in linear response coupled 
cluster methods: CCSDR(3) versus CC3. J Chem Theory Comput 
5:555–564. https:// doi. org/ 10. 1021/ ct800 256j

 14. Falden HH, Falster-Hansen KR, Bak KL et al (2009) Benchmark-
ing second order methods for the calculation of vertical electronic 
excitation energies: Valence and Rydberg states in polycyclic aro-
matic hydrocarbons. J Phys Chem A 113:11995–12012. https:// 
doi. org/ 10. 1021/ jp903 7123

 15. Christiansen O, Koch H, Jørgensen P (1995) The second-order 
approximate coupled cluster singles and doubles model CC2. 
Chem Phys Lett 243:409–418. https:// doi. org/ 10. 1016/ 0009- 
2614(95) 00841-Q

 16. Hättig C, Weigend F (2000) CC2 excitation energy calculations on 
large molecules using the resolution of the identity approximation. 
J Chem Phys 113:5154–5161. https:// doi. org/ 10. 1063/1. 12900 13

 17. Hättig C (2003) Geometry optimizations with the coupled-cluster 
model CC2 using the resolution-of-the-identity approximation. J 
Chem Phys 118:7751–7761. https:// doi. org/ 10. 1063/1. 15640 61

 18. Köhn A, Hättig C (2003) Analytic gradients for excited states in 
the coupled-cluster model CC2 employing the resolution-of-the-
identity approximation. J Chem Phys 119:5021–5036. https:// doi. 
org/ 10. 1063/1. 15976 35

 19. Ahlrichs R, Bär M, Häser M et al (1989) Electronic structure 
calculations on workstation computers: the program system tur-
bomole. Chem Phys Lett 162:165–169. https:// doi. org/ 10. 1016/ 
0009- 2614(89) 85118-8

 20. TURBOMOLE V7.1 2016, a development of University of 
Karlsruhe and Forschungszentrum Karlsruhe GmbH, 1989–2007, 
TURBOMOLE GmbH, since 2007 available from http:// www. 
turbo mole. com

 21. Dunning TH (1989) Gaussian basis sets for use in correlated 
molecular calculations. I. The atoms boron through neon and 
hydrogen. J Chem Phys 90:1007–1023. https:// doi. org/ 10. 1063/1. 
456153

 22. Kendall RA, Dunning TH, Harrison RJ (1992) Electron affinities 
of the first-row atoms revisited. Systematic basis sets and wave 
functions. J Chem Phys 96:6796–6806. https:// doi. org/ 10. 1063/1. 
462569

 23. Weigend F, Köhn A, Hättig C (2002) Efficient use of the correla-
tion consistent basis sets in resolution of the identity MP2 calcu-
lations. J Chem Phys 116:3175–3183. https:// doi. org/ 10. 1063/1. 
14451 15

 24. Becke AD (1988) Density-functional exchange-energy approxima-
tion with correct asymptotic behavior. Phys Rev A 38:3098–3100

 25. Lee C, Hill C, Carolina N (1989) Development of the Colle-Sal-
vetti correlation-energy formula into a functional of the electron 
density. Chem Phys Lett 162:165–169. https:// doi. org/ 10. 1016/ 
0009- 2614(89) 85118-8

 26. Vosko SH, Wilk L, Nusair M (1980) Accurate spin-dependent 
electron liquid correlation energies for local spin density calcula-
tions: a critical analysis. Can J Phys 58:1200–1211. https:// doi. 
org/ 10. 1139/ p80- 159

 27. Stephens PJ, Devlin FJ, Chabalowski CF, Frisch MJ (1994) 
Ab Initio calculation of vibrational absorption and circular dichro-
ism spectra using density functional force fields. J Phys Chem 
98:11623–11627. https:// doi. org/ 10. 1021/ j1000 96a001

 28. Zhao Y, Truhlar DG (2008) The M06 suite of density function-
als for main group thermochemistry, thermochemical kinetics, 
noncovalent interactions, excited states, and transition elements: 
Two new functionals and systematic testing of four M06-class 
functionals and 12 other function. Theor Chem Acc 120:215–241. 
https:// doi. org/ 10. 1007/ s00214- 007- 0310-x

 29. Yanai T, Tew DP, Handy NC (2004) A new hybrid exchange-
correlation functional using the Coulomb-attenuating method 
(CAM-B3LYP). Chem Phys Lett 393:51–57. https:// doi. org/ 10. 
1016/j. cplett. 2004. 06. 011

 30. Frisch MJ, Trucks GW, Schlegel HB, et al (2016) Gaussian˜16 
{R}evision {B}.01

 31. Ditchfield R, Hehre WJ, Pople JA (2004) Self-consistent molec-
ular-orbital methods. IX. An Extended Gaussian-Type Basis for 
Molecular-Orbital Studies of Organic Molecules. J Chem Phys 
54:724–728. https:// doi. org/ 10. 1063/1. 16749 02

 32. Siegbahn P, Heiberg A, Roos B, Levy B (1980) A comparison of 
the super-CI and the Newton-Raphson scheme in the complete 
active space SCF method. Phys Scr 21:323–327. https:// doi. org/ 
10. 1088/ 0031- 8949/ 21/3- 4/ 014

 33. Roos BO, Taylor PR, Sigbahn PEM (1980) A complete active 
space SCF method (CASSCF) using a density matrix formulated 
super-CI approach. Chem Phys 48:157–173. https:// doi. org/ 10. 
1016/ 0301- 0104(80) 80045-0

 34. Siegbahn PEM, Almlöf J, Heiberg A, Roos BO (1981) The com-
plete active space SCF (CASSCF) method in a Newton-Raphson 
formulation with application to the HNO molecule. J Chem Phys 
74:2384–2396. https:// doi. org/ 10. 1063/1. 441359

 35. Andersson K, Malmqvist PÅ, Roos BO, et al (1990) Second-order 
perturbation theory with a CASSCF reference function

 36. Andersson K, Malmqvist PÅ, Roos BO (1992) Second-order per-
turbation theory with a complete active space self-consistent field 
reference function. J Chem Phys 96:1218–1226. https:// doi. org/ 
10. 1063/1. 462209

 37. Aquilante F, Autschbach J, Carlson RK et al (2016) Molcas 8: 
new capabilities for multiconfigurational quantum chemical cal-
culations across the periodic table. J Comput Chem 37:506–541. 
https:// doi. org/ 10. 1002/ jcc. 24221

 38. Zobel JP, Nogueira JJ, González L (2017) The IPEA dilemma in 
CASPT2. Chem Sci 8:1482–1499. https:// doi. org/ 10. 1039/ c6sc0 
3759c

 39. Wolański Ł, Grabarek D, Andruniów T (2018) Is the choice of a 
standard zeroth-order hamiltonian in CASPT2 ansatz optimal in 
calculations of excitation energies in protonated and unprotonated 
schiff bases of retinal? J Comput Chem 39:1470–1480. https:// doi. 
org/ 10. 1002/ jcc. 25217

 40. Ghigo G, Roos BO, Malmqvist PÅ (2004) A modified definition of 
the zeroth-order Hamiltonian in multiconfigurational perturbation 
theory (CASPT2). Chem Phys Lett 396:142–149. https:// doi. org/ 
10. 1016/j. cplett. 2004. 08. 032

 41. Moran D, Simmonett AC, Leach FE et al (2006) Popular theoreti-
cal methods predict benzene and arenes to be nonplanar. J Am 
Chem Soc 128:9342–9343. https:// doi. org/ 10. 1021/ ja063 0285

 42. Pearson RG (1987) Recent advances in the concept of hard and 
soft acids and bases. J Chem Educ 64:561–567. https:// doi. org/ 
10. 1021/ ed064 p561

Page 9 of 10    95Journal of Molecular Modeling (2023) 29:95

https://doi.org/10.3184/0308234042563938
https://doi.org/10.3184/0308234042563938
https://doi.org/10.1021/jp8037335
https://doi.org/10.1039/C5CS00057B
https://doi.org/10.1063/1.2889385
https://doi.org/10.1063/1.2889385
https://doi.org/10.1021/ct800256j
https://doi.org/10.1021/jp9037123
https://doi.org/10.1021/jp9037123
https://doi.org/10.1016/0009-2614(95)00841-Q
https://doi.org/10.1016/0009-2614(95)00841-Q
https://doi.org/10.1063/1.1290013
https://doi.org/10.1063/1.1564061
https://doi.org/10.1063/1.1597635
https://doi.org/10.1063/1.1597635
https://doi.org/10.1016/0009-2614(89)85118-8
https://doi.org/10.1016/0009-2614(89)85118-8
http://www.turbomole.com
http://www.turbomole.com
https://doi.org/10.1063/1.456153
https://doi.org/10.1063/1.456153
https://doi.org/10.1063/1.462569
https://doi.org/10.1063/1.462569
https://doi.org/10.1063/1.1445115
https://doi.org/10.1063/1.1445115
https://doi.org/10.1016/0009-2614(89)85118-8
https://doi.org/10.1016/0009-2614(89)85118-8
https://doi.org/10.1139/p80-159
https://doi.org/10.1139/p80-159
https://doi.org/10.1021/j100096a001
https://doi.org/10.1007/s00214-007-0310-x
https://doi.org/10.1016/j.cplett.2004.06.011
https://doi.org/10.1016/j.cplett.2004.06.011
https://doi.org/10.1063/1.1674902
https://doi.org/10.1088/0031-8949/21/3-4/014
https://doi.org/10.1088/0031-8949/21/3-4/014
https://doi.org/10.1016/0301-0104(80)80045-0
https://doi.org/10.1016/0301-0104(80)80045-0
https://doi.org/10.1063/1.441359
https://doi.org/10.1063/1.462209
https://doi.org/10.1063/1.462209
https://doi.org/10.1002/jcc.24221
https://doi.org/10.1039/c6sc03759c
https://doi.org/10.1039/c6sc03759c
https://doi.org/10.1002/jcc.25217
https://doi.org/10.1002/jcc.25217
https://doi.org/10.1016/j.cplett.2004.08.032
https://doi.org/10.1016/j.cplett.2004.08.032
https://doi.org/10.1021/ja0630285
https://doi.org/10.1021/ed064p561
https://doi.org/10.1021/ed064p561


1 3

 43. Grochala W (2017) The generalized maximum hardness principle 
revisited and applied to solids (Part 2). Phys Chem Chem Phys 
19:30984–31006. https:// doi. org/ 10. 1039/ c7cp0 5027e

 44. Grochala W (2017) Correction: the generalized maximum hard-
ness principle revisited and applied to atoms and molecules. Phys 
Chem Chem Phys 19:31508. https:// doi. org/ 10. 1039/ c7cp9 0249b

 45. Kurzydłowski D, Grochala W (2017) Large exchange anisotropy 
in quasi-one-dimensional spin- 12 fluoride antiferromagnets with 
a d(z2)1 ground state. Phys Rev B 96:155140. https:// doi. org/ 10. 
1103/ PhysR evB. 96. 155140

 46. Grochala W (2020) When fluorine messes up: the impact of elec-
tron scavenger on properties on molecules and solids. In: Seppelt 
K (ed) The curious world of fluorinated molecules molecules con-
taining fluorine. Elsevier, pp 15–57

 47. Dede Y, Yalcin S, Buyuktemiz M (2020) Excited state structures 
projected onto two dimensions: correlations with luminescent 
behavior. J Math Chem 58:2254–2272. https:// doi. org/ 10. 1007/ 
s10910- 020- 01175-6

 48. Bazante AP, Davidson ER, Bartlett RJ (2015) The benzene radi-
cal anion: a computationally demanding prototype for aromatic 

anions. J Chem Phys 142:204304. https:// doi. org/ 10. 1063/1. 49212 
61

 49. Hitchcock PB, Lappert MF, Protchenko AV (2001) The first crys-
talline alkali metal salt of a benzenoid radical anion without a 
stabilizing substituent and of a related dimer: X-ray structures of 
the toluene radical anion and of the benzene radical anion dimer 
potassium-crown ether salts. J Am Chem Soc 123:189–190. 
https:// doi. org/ 10. 1021/ ja005 580e

 50. Hitchcock PB, Lappert MF, Protchenko AV (2011) Synthesis 
and structure of the silylated benzene radical anion salts [K([18]
crown-6){C6H4(SiMe3), 2–1,4}] and [K([18]crown-6)(THF)2]
[C6H2(SiMe3)4–1,2,4,5]. J Organomet Chem 696:2161–2164. 
https:// doi. org/ 10. 1016/j. jorga nchem. 2010. 11. 040

Publisher's note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

95   Page 10 of 10 Journal of Molecular Modeling (2023) 29:95

https://doi.org/10.1039/c7cp05027e
https://doi.org/10.1039/c7cp90249b
https://doi.org/10.1103/PhysRevB.96.155140
https://doi.org/10.1103/PhysRevB.96.155140
https://doi.org/10.1007/s10910-020-01175-6
https://doi.org/10.1007/s10910-020-01175-6
https://doi.org/10.1063/1.4921261
https://doi.org/10.1063/1.4921261
https://doi.org/10.1021/ja005580e
https://doi.org/10.1016/j.jorganchem.2010.11.040

	Quadripartite bond length rule applied to two prototypical aromatic and antiaromatic molecules
	Abstract
	Context 
	Methods 

	Introduction
	Computational details
	Results and discussion
	Cyclobutadiene—antiaromatic system
	Benzene—aromatic system
	Conclusions
	Anchor 11
	Acknowledgements 
	References


