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#### Abstract

Diabatic potential energy surfaces are a convenient starting point for dynamics calculations of photochemical processes, and they can be calculated by the fourfold way direct diabatization scheme. Here we present an improved definition of the reference orbital for applying the fourfold way direct diabatization scheme to ammonia. The improved reference orbital is a geometry-dependent hybrid orbital that allows one to define consistent dominant configuration lists at all geometries important for photodissociation. Using diabatic energies calculated with the new reference orbital and consistent dominant configuration lists, we have refitted the analytical representations of the ground and the first electronically excited singlet-state potential energy surfaces and the diabatic coupling surface. Improved functional forms were used to reproduce the experimental dissociation energies and excitation energies, which will be important for subsequent simulations of photochemical dynamics. We find that the lowestenergy conical intersection point is at 5.16 eV , with $C_{2 \mathrm{v}}$ symmetry.
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## 1 Introduction

Nangia and one of the authors [1] have recently used the fourfold way direct diabatization scheme [2-4] to generate coupled potential energy surfaces (PESs) for the photodissociation of ammonia. This involved using the threefold density criterion and a reference orbital on nitrogen to generate diabatic molecular orbitals (DMOs), specification of diabatic prototypes in terms of lists of dominant configuration state functions (CSFs) defined in terms of the DMOs, and transformation of adiabatic many-electron state functions to diabatic state functions by the principle of configurational uniformity [2-6]. The diabatic surfaces and couplings were calculated at 3,600 geometries, fitted to economical analytic functions incorporating the full permutational symmetry of the three hydrogen atoms, and used to explore the four-dimensional conical intersection seams.

In subsequent unpublished work we attempted to employ this analytic potential energy matrix for semiclassical trajectory calculations, and this attempt showed that the surfaces had unrealistic values in certain regions of configuration space that were apparently not well enough represented in our data set (regions with partly dissociated bonds where the sets of bond angles were in certain ranges and also in certain high-energy regions where the ammonia umbrella is very closed). In the process of generating more data for a wider range of geometries, we discovered that we needed to develop a more robust definition of the reference orbital and a better fitting function to achieve a smooth global potential energy matrix with more accurate asymptotic behavior. Along the way we also developed improved dominant configuration lists for the diabatic states. We used the improved reference orbital and dominant configuration
lists to generate diabatic surfaces and their couplings at 8,227 geometries spanning a broader range than in the previous work, and we fitted these surfaces to the new functional forms. We then tested the resulting potentials in sample semiclassical trajectory calculations to ensure that the nonphysical energies were properly corrected.

In the present article we report these new, more robust procedures and the resulting potential energy surfaces and couplings. A dynamical study employing these new surfaces is in progress.

## 2 Theory and calculations

We will repeat as little as possible of the theory [2-4] and the details of the previous [1] application to $\mathrm{NH}_{3}$. The MC-QDPT method [7-9] with a state-averaged CASSCF reference function $[10,11]$ was used in all the calculations that were used for diabatization. The $1 s$ core orbital of nitrogen was kept frozen (that is, kept doubly occupied in all CSFs) in the MC-QDPT step, which includes all the double excitations from the active orbitals through second order. To avoid artifacts due to intruder states in the MC-QDPT wave function, the intruder state avoidance (ISA) method [12] was used in all the calculations. The level shift parameter [12] $b$ of the ISA method was set to $0.02 E_{\mathrm{h}}^{2}$ (note: $1 E_{\mathrm{h}} \equiv 1$ hartree). The CASSCF wave function was obtained as a state average with equal weights for the lowest two adiabatic singlet electronic states of $\mathrm{NH}_{3}$. The active space contains eight electrons in seven orbitals, which is sometimes denoted $(8,7)$. We used the $6-311++G(3 d f, 3 p d)$ $[13,14]$ basis set with six sets of six Cartesian $d$ functions (three on N , one on each H ) and one set of ten Cartesian $f$ functions (on N ).

The seven active orbitals were chosen as follows. First, we include in the active space the four occupied molecular orbitals (MOs) of the reference restricted HartreeFock (RHF) wave function, which are three bonding $\mathrm{N}-\mathrm{H}$ MOs and one nonbonding orbital centered on the
nitrogen atom. Then we include three virtual orbitals of the RHF wave function, in particular two antibonding N-H MOs and one Rydberg-type MO with $3 s$ character centered on the nitrogen atom at short $\mathrm{N}-\mathrm{H}$ distances. The Rydberg MO transforms into a $1 s$ atomic orbital centered on the dissociating hydrogen atom at long $\mathrm{N}-\mathrm{H}$ distances.

The electronic structure calculations used to generate the PESs were carried out with HONDOPLUS v. 5.1 [15,16]. The ISA algorithm was added to HONDOPLUS from the version in GAMESS [17].

Additional state-specific CASSCF calculations with the same active space and basis set were carried out for the minima of the ground and excited state PESs of $\mathrm{NH}_{3}$ as well as for the $\mathrm{NH}_{2}+\mathrm{H}$ dissociation limit with the $\mathrm{NH}_{2}$ fragment in its ground and first excited electronic states. These calculations employed Gaussian 03 [18].

In order to establish the list of CSFs defining the diabatic prototypes of the fourfold way, first the diabatic MOs (DMOs) obtained by the threefold way at planar and nonplanar geometries and at short and long N-A distances (the dissociating hydrogen atom is denoted as $\mathrm{H}_{\mathrm{A}}$ or A , depending on the context, and the other hydrogens are $\mathrm{H}_{\mathrm{B}}$ and $\mathrm{H}_{\mathrm{C}}$ or B and C ) were correlated. It is only necessary to consider dissociation of one of the hydrogen atoms, since the two other possible $\mathrm{N}-\mathrm{H}$ dissociations can be obtained by symmetry. The correlations are shown in Table 1. In this table, the $\mathrm{NH}_{3}$ moiety is assumed to be oriented with the nitrogen atom at the origin and the two hydrogen atoms that do not dissociate situated in the $x y$ plane. For planar geometries the dissociating hydrogen atom is also situated in the $x y$ plane. A particular set of nonplanar geometries is defined such that the dissociating hydrogen atom is directed along the $z$-axis. Although for a general nonplanar geometry the dissociating hydrogen atom can point in an arbitrary direction, this particular orientation of the dissociating hydrogen atom has been chosen to illustrate the problems encountered when one tries to define diabatic prototypes consistently for both planar and nonpla-

Table 1 Correlation of DMOs between the different $\mathrm{NH}_{3}$ geometries by the threefold way

| $\beta(\mathrm{deg})^{\mathrm{a}}$ | Small N-A distance $\left(\mathrm{NH}_{3}\right)$ | Intermediate $\mathrm{N}-\mathrm{A}$ distance $\left(\mathrm{NH}_{3}\right)$ | Large $\mathrm{N}-\mathrm{A}$ distance $\left(\mathrm{NH}_{2}+\mathrm{H}\right)$ |
| :--- | :--- | :--- | :--- |
| $\beta=90^{\mathrm{b}}$ | $\sigma_{\mathrm{N}-\mathrm{A}} p_{z} R$ | $\sigma_{\mathrm{N}-\mathrm{A}} p_{z} R$ | $s p^{2} p_{z} h$ |
| $75<\beta<90^{\mathrm{c}}$ | $\sigma_{\mathrm{N}-\mathrm{A}} n R$ | $\sigma_{\mathrm{N}-\mathrm{A}} n R$ | $s p^{2} p_{z} h$ |
| $\beta<75^{c}$ | $\sigma_{\mathrm{N}-\mathrm{A}} n R$ | $n \sigma_{\mathrm{N}-\mathrm{A}} R$ | $s p^{2} p_{z} h$ |
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Fig. 1 Pictorial representation of the $\mathrm{NH}_{3}$ system with $p_{x}$ - and $p_{z}$-type DMOs which mix as the N-A distance and the trisector angle change. See text for a detailed explanation
nar geometries by applying the overlap criterion to the DMOs obtained by the threefold way.

In Table 1, for small N-A distances, " $\sigma_{\mathrm{N}-\mathrm{A}}$ " denotes a bonding DMO between the nitrogen atom and the dissociating hydrogen atom, " $p_{z}$ " is a nonbonding $p$-type orbital centered on the nitrogen atom, " $R$ " is a Rydberg-type $3 s$ orbital centered on the nitrogen atom, and " $n$ " is a nonbonding orbital centered on the nitrogen atom, but not oriented in a particular direction for nonplanar geometries. Likewise, for large N-A distances, " $s p^{2}$ " is a hybrid nonbonding DMO centered on the nitrogen atom and situated in the $\mathrm{NH}_{2}$ fragment molecular plane, " $p_{z}$ " is a nonbonding $p$-type orbital centered on the nitrogen atom, and " $h$ " denotes the $1 s$ orbital of the dissociated hydrogen atom.

In Table 1, note the interchange in the role of the first two DMOs between planar and some nonplanar geometries (with $\beta$ less than about $75^{\circ}$ ) for intermediate $\mathrm{N}-\mathrm{A}$ bond lengths (around $1.5-2.0 \AA$ ): for planar geometries, the $\sigma_{\mathrm{N}-\mathrm{A}} \mathrm{DMO}$ is in the plane of the $\mathrm{NH}_{2}$ moiety, whereas the nonbonding $p_{z} \mathrm{DMO}$ is perpendicular to that plane. However, for the above mentioned subset of nonplanar geometries, the $\sigma_{\mathrm{N}-\mathrm{A}} \mathrm{DMO}$ is along the $z$-axis and perpendicular to the NBC plane, with the nonbonding $n$ DMO being now located in the NBC plane. The situation for nonplanar geometries is illustrated in Fig. 1, where the $n \mathrm{DMO}$ is taken as the $p_{z}$
orbital for the sake of illustration. Thus, the threefold way along with the overlap criterion for the DMOs at a sequence of geometries along a dissociation path would not provide a consistent list of CSFs for the diabatic prototypes at both planar and nonplanar geometries. In order to define consistent diabatic prototypes, it is necessary to use the more general fourfold way procedure. One reference nonbonding DMO was introduced, whose character transforms continuously between $p_{z}$, being perpendicular to the plane of the NBC moiety for planar geometries, and a nonbonding $n$ orbital perpendicular to the ABC plane for nonplanar geometries. The new correlation of the DMOs is as shown in Table 2, where it can be seen that now the DMOs keep a uniform character at all geometries.

The need to define a reference orbital for the fourfold way procedure means that one has to choose a standard orientation for the $\mathrm{NH}_{3}$ molecule. In the standard orientation, the nitrogen atom was placed at the origin with one hydrogen atom pointing along the positive $x$-axis; the second hydrogen atom was situated in the $x y$ plane with a positive value of $y$, and with the third hydrogen atom having an arbitrary orientation. A geom-etry-dependent reference DMO was defined as a DMO centered on the nitrogen atom and having nonbonding character at all molecular configurations. Thus, for separate $\mathrm{NH}_{2}+\mathrm{H}$ fragments, the reference DMO is a $p_{z}$ orbital centered on the nitrogen atom with coefficients computed by the threefold way at the following geometry of the $\mathrm{NH}_{2}$ fragment: $r_{2}=1.5 \AA, r_{3}=1.5 \AA$, $\theta_{1}=120.0^{\circ}$, where $r_{2}$ is the distance from N to $\mathrm{B}, r_{3}$ is the distance from N to C , and $\theta_{1}$ is the BNC bond angle. We label the reference DMO at the dissociation limit as $\chi_{\text {ref, },}$. When all three $\mathrm{N}-\mathrm{H}$ distances are short, the reference DMO must point in the direction perpendicular to the plane formed by the three hydrogen atoms so as to keep its nonbonding character, even when the molecule does not have a plane of symmetry. In order to generate a reference DMO for an arbitrary geometry, two unit vectors, $\mathbf{v}^{(1)}$ and $\mathbf{v}^{(2)}$, were defined, where $\mathbf{v}^{(1)}$ points along the positive $z$ direction and $\mathbf{v}^{(2)}$ points along the direction normal to the plane of the three hydrogen atoms. The components of these vectors are as follows:
$v_{x}^{(1)}=0, \quad v_{y}^{(1)}=0, \quad v_{z}^{(1)}=1$,

Table 2 Correlation of DMOs between the different $\mathrm{NH}_{3}$ geometries by the fourfold way $(\lambda=1)$

|  | Small $\mathrm{N}-\mathrm{A}$ distance $\left(\mathrm{NH}_{3}\right)$ | Intermediate $\mathrm{N}-\mathrm{A}$ distance $\left(\mathrm{NH}_{3}\right)$ | Large $\mathrm{N}-\mathrm{A}$ distance $\left(\mathrm{NH}_{2}+\mathrm{H}\right)$ |
| :--- | :--- | :--- | :--- |
| Planar | $\sigma_{\mathrm{N}-\mathrm{A}} p_{\mathrm{z}} R$ | $\sigma_{\mathrm{N}-\mathrm{A}} p_{\mathrm{z}} R$ | $s p^{2} p_{\mathrm{z}} h$ |
| Nonplanar | $\sigma_{\mathrm{N}-\mathrm{A}} n R$ | $\sigma_{\mathrm{N}-\mathrm{A}} n R$ | $s p^{2} p_{\mathrm{z}} h$ |

$v_{x}^{(2)}=\frac{y_{\mathrm{A}-\mathrm{B}} z_{\mathrm{B}-\mathrm{C}}-z_{\mathrm{A}-\mathrm{B}} y_{\mathrm{B}-\mathrm{C}}}{R_{\mathrm{A}-\mathrm{B}} R_{\mathrm{B}-\mathrm{C}} \sin \theta}$,
$v_{y}^{(2)}=-\frac{x_{\mathrm{A}-\mathrm{B}} z_{\mathrm{B}-\mathrm{C}}-z_{\mathrm{A}-\mathrm{B}} x_{\mathrm{B}-\mathrm{C}}}{R_{\mathrm{A}-\mathrm{B}} R_{\mathrm{B}-\mathrm{C}} \sin \theta}$,
$v_{z}^{(2)}=\frac{x_{\mathrm{A}-\mathrm{B}} y_{\mathrm{B}-\mathrm{C}}-y_{\mathrm{A}-\mathrm{B}} x_{\mathrm{B}-\mathrm{C}}}{R_{\mathrm{A}-\mathrm{B}} R_{\mathrm{B}-\mathrm{C}} \sin \theta}$,
where $\mathbf{R}_{\mathrm{A}-\mathrm{B}}$ and $\mathbf{R}_{\mathrm{B}-\mathrm{C}}$ are bond vectors between atoms A and B and atoms B and C , respectively, and $\theta$ is the angle between these two vectors, $x_{\mathrm{A}-\mathrm{B}}, y_{\mathrm{A}-\mathrm{B}}$, and $z_{\mathrm{A}-\mathrm{B}}$ are components of $\mathbf{R}_{\mathrm{A}-\mathrm{B}}$, and $R_{\mathrm{A}-\mathrm{B}}$ is the magnitude of $\mathbf{R}_{\mathrm{A}-\mathrm{B}}$.

In order to guarantee a smooth, continuous transformation of the reference DMO from the strong-interaction region to separated product fragments, a switching function was defined as
$F=\exp \left(-\left(r_{1}-r_{1}^{0}\right)^{2} / \Delta^{2}\right)$,
where $r_{1}$ is the distance from N to A , and $r_{1}^{0}$ and $\Delta$ are parameters discussed in the next paragraph. This switching function is then used to define a third vector, $\mathbf{v}^{(3)}$, as a linear combination of $\mathbf{v}^{(1)}$ and $\mathbf{v}^{(2)}$ :
$\mathbf{v}^{(3)}=F \mathbf{v}^{(2)}+(1-F) \mathbf{v}^{(1)}$.
In Eq. (3), $r_{1}^{0}$ is a reference $r_{1}$ distance, and $\Delta$ is a parameter controlling the damping of the Gaussian function with distance. After some preliminary test calculations, the values $r_{1}^{0}=1.2 \AA$ and $\Delta=2.0 \AA$ were found to give well-ordered DMOs along paths connecting planar with nonplanar geometries.

The final step is to apply $\mathbf{v}^{(3)}$ to the coefficients of the $\chi_{\mathrm{ref}, a} \mathrm{DMO}$ in the contracted Gaussian basis set to obtain the required geometry-dependent reference DMO for the fourfold way. First one can define the triads of numbers abc $=100,010$ and 001. Let $\phi_{\mathrm{abc}}^{\mathrm{CGTO}(1)}, \phi_{\mathrm{abc}}^{\mathrm{CGTO}(2)}$ and $\phi_{\mathrm{abc}}^{\mathrm{CGTO}(3)}$ denote the $p$-type normalized Cartesian contracted Gaussian-type orbitals (CGTOs) centered on the nitrogen atom in the $6-311++\mathrm{G}(3 \mathrm{df}, 3 \mathrm{pd})$ basis set.
$\phi_{\mathrm{abc}}^{\mathrm{CGTO}(1)}=\sum_{i=1}^{3} c_{i} x^{a} y^{b} z^{c} \mathrm{e}^{-\zeta_{i} r^{2}}$,
$\phi_{\mathrm{abc}}^{\mathrm{CGTO}(2)}=x^{a} y^{b} z^{c} \mathrm{e}^{-\zeta 4 r^{2}}$,
$\phi_{\mathrm{abc}}^{\mathrm{CGTO}(3)}=x^{a} y^{b} z^{c} \mathrm{e}^{-\zeta_{5} r^{2}}$.
Likewise, let $\chi_{\text {ref,abc }}^{\mathrm{CGTO}(1)}, \chi_{\text {ref,abc }}^{\mathrm{CGTO}(2)}$ and $\chi_{\text {ref,abc }}^{\mathrm{CGTO}(3)}$ denote the coefficients of the reference DMO in the basis of these CGTOs. Finally, $v_{\mathrm{abc}}^{(3)}$ are the components of the $\mathbf{v}^{(3)}$ vector. The equations defining the reference DMO are:
$\chi_{\mathrm{ref}, \mathrm{abc}}^{\mathrm{CGTO}(1)}=v_{\mathrm{abc}}^{(3)} \chi_{\mathrm{ref}, a, 001}^{\mathrm{CGTO}(1)}$,
$\chi_{\mathrm{ref}, \mathrm{abc}(2)}^{\mathrm{CGTO}}=v_{\mathrm{abc}}^{(3)} \chi_{\text {ref }, a, 001}^{\mathrm{CGTO}(2)}$,
$\chi_{\text {ref,abc }}^{\mathrm{CGTO}(3)}=v_{\mathrm{abc}}^{(3)} \chi_{\text {ref }, a, 001}^{\mathrm{CGTO}(3)}$.

Recall from the definition of $\chi_{\text {ref }, a}$ that it has nonzero coefficients only for the $p_{z}$-type CGTOs.

The diabatic molecular orbitals (DMOs) obtained by the fourfold way have the following character: $u_{1} \equiv \sigma_{\mathrm{N}-\mathrm{B}}, u_{2} \equiv \sigma_{\mathrm{N}-\mathrm{C}}, u_{3} \equiv n / p_{z}, u_{4} \equiv \sigma_{\mathrm{N}-\mathrm{C}} / s p^{2}, u_{5} \equiv$ $R / h, u_{6} \equiv \sigma_{\mathrm{N}-\mathrm{B}}^{*}, u_{7} \equiv \sigma_{\mathrm{N}-\mathrm{C}}^{*}$. The notation $\mathrm{DMO}_{1} / \mathrm{DMO}_{2}$ refers to the character of that particular DMO at short and long $\mathrm{N}-\mathrm{A}$ bond lengths, respectively. In terms of these DMOs, the dominant CSFs defining each of the three diabatic prototypes, $\chi_{1}, \chi_{2}, \chi_{3}$ for the ground state and $\chi_{4}, \chi_{5}, \chi_{6}$ for the excited state, are:
$\chi_{1}:\left(u_{1}\right)^{2}\left(u_{2}\right)^{2}\left(u_{3}\right)^{2}\left(u_{4}\right)^{2}\left(u_{5}\right)^{0}\left(u_{6}\right)^{0}\left(u_{7}\right)^{0}$,
$\chi_{2}:\left(u_{1}\right)^{2}\left(u_{2}\right)^{2}\left(u_{3}\right)^{2}\left(u_{4}\right)^{1}\left(u_{5}\right)^{1}\left(u_{6}\right)^{0}\left(u_{7}\right)^{0}$,
$\chi_{3}:\left(u_{1}\right)^{2}\left(u_{2}\right)^{2}\left(u_{3}\right)^{2}\left(u_{4}\right)^{0}\left(u_{5}\right)^{2}\left(u_{6}\right)^{0}\left(u_{7}\right)^{0}$,
$\chi_{4}:\left(u_{1}\right)^{2}\left(u_{2}\right)^{2}\left(u_{3}\right)^{1}\left(u_{4}\right)^{2}\left(u_{5}\right)^{1}\left(u_{6}\right)^{0}\left(u_{7}\right)^{0}$,
$\chi_{5}:\left(u_{1}\right)^{2}\left(u_{2}\right)^{2}\left(u_{3}\right)^{1}\left(u_{4}\right)^{1}\left(u_{5}\right)^{2}\left(u_{6}\right)^{0}\left(u_{7}\right)^{0}$,
$\chi_{6}:\left(u_{1}\right)^{2}\left(u_{2}\right)^{1}\left(u_{3}\right)^{2}\left(u_{4}\right)^{2}\left(u_{5}\right)^{1}\left(u_{6}\right)^{0}\left(u_{7}\right)^{0}$.

The fourfold way procedure provides a smooth diabatic matrix in most of the dynamically relevant configuration space. The exceptions are some geometries where at least two of the $\mathrm{N}-\mathrm{H}$ distances are relatively long (equal to or longer than $1.5 \AA$ ), when the trisector angle $\beta$ is smaller than about $60^{\circ}$ and for certain values of the HNH angles. Those points were removed from the global fit.

The coordinates used for the grids and the fitting are defined in Fig. 2. Note that in addition to the bond angles $\theta_{1}, \theta_{2}$, and $\theta_{3}$, Fig. 2 shows the projected bond angles $\theta_{1}^{\prime}, \theta_{2}^{\prime}$ and $\theta_{3}^{\prime}$ that were originally introduced by Léonard et al. [19]. In addition we use the trisector angle $\beta$ also introduced by Léonard et al. [19]. Most of the points for the fitting were contained in a regular grid constructed in coordinates $\left(r_{1}, r_{2}, r_{3}, \theta_{1}^{\prime}, \theta_{2}^{\prime}, \theta_{3}^{\prime}, \beta\right)$ defined in Fig. 2 as follows: $r_{1}$ was varied between 0.8 and $5.0 \AA$, and $r_{2}$ and $r_{3}$ were varied between 0.8 and $1.5 \AA$ for a total of 44 different $\left(r_{1}, r_{2}, r_{3}\right)$ values, which were combined with 182 sets of the four angles $\left(\theta_{1}^{\prime}, \theta_{2}^{\prime}, \theta_{3}^{\prime}, \beta\right)$. These sets of four angles were obtained by combining 14 sets of projected bond angles $\left(\theta_{1}^{\prime}, \theta_{2}^{\prime}, \theta_{3}^{\prime}\right)$ with 13 values of the trisector angle $\beta$, which is varied between $30^{\circ}$ and $90^{\circ}$ inclusive with a 5 -degree regular increment. The groups of $\left(\theta_{1}^{\prime}, \theta_{2}^{\prime}, \theta_{3}^{\prime}\right)$ angles are the following: $(120,120$, $120) ;(120,150,90) ;(180,120,60) ;(120,90,150) ;(90$,


Fig. 2 Internal coordinates used for fitting the diabatic surfaces and their couplings. $r_{1}, r_{2}$ and $r_{3}$ are the $\mathrm{N}-\mathrm{A}, \mathrm{N}-\mathrm{B}$ and $\mathrm{N}-\mathrm{C}$ bond distances, respectively. $r_{4}, r_{5}$ and $r_{6}$ are the $\mathrm{H}_{\mathrm{B}}-\mathrm{H}_{\mathrm{C}}, \mathrm{H}_{\mathrm{A}}-\mathrm{H}_{\mathrm{C}}$ and $\mathrm{H}_{\mathrm{A}}-\mathrm{H}_{\mathrm{B}}$ bond distances, respectively. $\theta_{1}$ is the bond angle $\mathrm{H}_{\mathrm{B}} \mathrm{NH}_{\mathrm{C}}, \theta_{2}$ is the bond angle $\mathrm{H}_{\mathrm{A}} \mathrm{NH}_{\mathrm{C}}, \theta_{3}$ is the bond angle $\mathrm{H}_{\mathrm{A}} \mathrm{NH}_{\mathrm{B}}$, and $\beta$ is the trisector angle. The prime denotes the projection of the atoms on a plane perpendicular to the $\mathrm{NN}^{\prime}$ direction
$150,120) ;(180,90,90) ;(150,90,60) ;(90,120,150) ;$ (180, 60, 120); (150, 60, 90); (120, 60, 60); (150, 60, 150); $(150,90,120)$; and $(150,120,90)$. Thus, the grid contains a total of 8,008 points. The ranges of the coordinates and diabatic energies are shown in Table 3. The diabatic potential energies and couplings were plotted versus the trisector angle $\beta$ and those points showing nonsmooth behavior were removed from the fit. All of the removed points had $\beta$ angles less than $60^{\circ}$, as explained above. Some duplicated points, that is, points with different values of the coordinates defined above but with the same set of internuclear distances were also removed from the fit. After these operations, the remaining 5,624 points were included in the fit.

The diabatic potential energy matrix was computed at additional sets of points to improve the fitting in par-
ticular regions of configuration space. A total of 2,812 additional points with the coordinates and diabatic energies presented in rows $2-14$ of Table 3 were computed, from which 2,603 were included in the final fitting. The following numbers of points refer to those originally computed. Thus, 800 points were generated close to the ground-state $\mathrm{NH}_{3}$ minimum (GS min in Table 3), with relatively small displacements from the equilibrium geometry, and 1,200 additional points were chosen to map the region around the transition state for $\mathrm{N}-\mathrm{A}$ dissociation on the $V_{2}$ PES (ES $\mathrm{N}-\mathrm{A}$ saddle point in Table 3). In the labels, GS and ES denote ground state and excited state, respectively. To aid in the refinement of the frequencies of the $\mathrm{NH}_{3}$ minimum on the $V_{2} \mathrm{PES}$, a normal mode analysis was carried out at the statespecific CASSCF $(8,7) / 6-311++G(3 \mathrm{df}, 3 \mathrm{pd})$ level, and an additional 47 points were chosen along the six Cartesian normal mode vectors (ES min I and II in Table 3). Likewise, to assist in obtaining accurate stationary-point geometries and frequencies for the $\mathrm{NH}_{2}$ fragments, 73 points suitable for the ground state and 48 points suitable for the excited state were added $\left(\mathrm{NH}_{2}\left(\tilde{X}^{2} B_{1}\right)+\mathrm{H}\right.$ and $\mathrm{NH}_{2}\left(\tilde{A}^{2} A_{1}\right)+\mathrm{H}$ in Table 3).

Additional points were also chosen in repulsive regions of the PESs (Repulsive I-V in Table 3) to guide the fitting of the repulsive interactions [see Eq. (16) below]. The sets of points I and II (about 200 points in total) were generated randomly in regions where preliminary fits generated spurious negative energies. The set of points III contains 20 points along the $\mathrm{N}-\mathrm{A}$ stretch curve with $r_{1}$ in the range $0.2-5.0 \AA$, and set IV contains 18 points with fixed $\mathrm{N}-\mathrm{H}$ distances with $\theta_{3}^{\prime}$ varying in such a way that one of the $\mathrm{H}-\mathrm{H}$ distances decreases from $1.55 \AA$ to about $0.25 \AA$. Finally, set V contains 100 points with very high energies ( $>300 \mathrm{eV}$ ). An additional 312 points were computed to refine the long-distance tail of the PESs.

Table 3 Coordinate and diabatic energy ranges for all the computed points

|  | $r_{2}(\AA)$ | $r_{3}(\AA)$ | $r_{1}(\AA)$ | $\theta_{1}^{\prime}(\mathrm{deg})$ | $\theta_{2}^{\prime}(\mathrm{deg})$ | $\theta_{3}^{\prime}(\mathrm{deg})$ | $\beta(\mathrm{deg})$ | $U_{11}(\mathrm{eV})$ | $U_{22}(\mathrm{eV})$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Regular grid | $0.8-1.5$ | $0.8-1.5$ | $0.8-5.0$ | $90-150$ | $60-150$ | $60-150$ | $30-90$ | $0.1-30.4$ | $4.7-37.3$ |
| GS min | $1.0-1.1$ | $1.0-1.1$ | $1.0-1.1$ | $87-153$ | $87-153$ | $87-153$ | $60-90$ | $0.1-2.3$ | $5.9-8.2$ |
| ES N-A saddle point | $0.99-1.05$ | $0.99-1.05$ | $1.05-1.95$ | $102-153$ | $105-130$ | $75-155$ | $75-90$ | $0.4-5.6$ | $5.4-8.9$ |
| ES min I | $0.9-1.3$ | $0.9-1.5$ | $0.9-1.5$ | $105-145$ | $60-170$ | $60-170$ | $55-90$ | $0.4-7.3$ | $5.9-13.7$ |
| ES min II | $1.03-1.07$ | $1.00-1.07$ | $1.0-1.07$ | $117-123$ | $116-123$ | $116-123$ | $86-92$ | $0.3-0.6$ | $5.8-6.0$ |
| $\mathrm{NH}_{2}\left(\tilde{X}^{2} B_{1}\right)+\mathrm{H}$ | $0.95-2.80$ | $0.95-5.00$ | 10.0 | 90 | $130-170$ | $100-180$ | 90 | $6.3-14.7$ | $4.8-14.7$ |
| $\mathrm{NH}_{2}\left(\tilde{A}^{2} A_{1}\right)+\mathrm{H}$ | $0.95-2.80$ | $0.95-5.00$ | 10.0 | 90 | $90-130$ | $100-180$ | 90 | $6.1-14.7$ | $5.4-14.7$ |
| Repulsive I | $0.8-1.5$ | $1.02-1.5$ | $1.02-1.5$ | $10-180$ | $10-180$ | $10-180$ | $40-90$ | $14-103$ | $15-106$ |
| Repulsive II | $0.5-0.6$ | $0.5-0.7$ | $0.6-1.5$ | $10-150$ | $30-180$ | $40-150$ | $10-90$ | $26-134$ | $32-138$ |
| Repulsive III | 1.02 | 1.02 | $0.2-5.0$ | 120 | 120 | 120 | 65 | $0-217$ | $5-224$ |
| Repulsive IV | 1.02 | 1.02 | 1.02 | $124-179$ | $122-152$ | $115-17$ | $54-64$ | $0.2-29.3$ | $6.8-34.8$ |
| Repulsive V | $0.2-0.8$ | $0.4-0.8$ | $0.2-0.4$ | $10-40$ | $10-40$ | $10-40$ | $10-20$ | $302-305$ | $309-312$ |
| Long N-A distance | 1.04 | 1.04 | $3.3-4.1$ | $60-180$ | $60-150$ | $60-150$ | $30-90$ | $6.2-9.2$ | $4.9-6.4$ |

A total of 8,227 points were included in the fitting.
Since the two diabatic surfaces cross at certain geometries, we will name the ground adiabatic potential energy surface as $V_{1}$, the first singlet-excited adiabatic potential surface as $V_{2}$, the diabatic potential energy surface with lower energy around the ground-state equilibrium geometry of $\mathrm{NH}_{3}$ as $U_{11}$, and the higher-energy one as the $U_{22}$ surface. Throughout the entire article, the zero of energy is at the equilibrium geometry of the ground adiabatic state of $\mathrm{NH}_{3}$. Thus all values of the adiabatic surfaces $V_{1}$ and $V_{2}$ and the diabatic $U_{11}$ and $U_{22}$ are positive except $V_{1}=0$ at the lowest energy geometry.

## 3 Stationary-point data

Theoretical state-specific CASSCF as well as experimental (or best-estimate theoretical) data [20-31] are presented in Tables 4 and 5. The data in the tables serve two purposes, namely (1) they are used to constrain the fitted PESs to reproduce the experimental
$\mathrm{NH}_{3}\left(\tilde{X}^{1} A_{1}\right) \rightarrow \mathrm{NH}_{2}\left(\tilde{X}^{2} B_{1}\right)+\mathrm{H}$ and $\mathrm{NH}_{3}\left(\tilde{X}^{1} A_{1}\right) \rightarrow$ $\mathrm{NH}_{2}\left(\tilde{A}^{2} A_{1}\right)+\mathrm{H}$ dissociation energies and the $\mathrm{NH}_{3}$ $\left(\tilde{X}^{1} A_{1}\right) \rightarrow \mathrm{NH}_{3}\left(\tilde{A}^{1} A^{\prime \prime} 2\right)$ and $\mathrm{NH}_{2}\left(\tilde{X}^{2} B_{1}\right) \rightarrow \mathrm{NH}_{2}\left(\tilde{A}^{2}\right.$ $A_{1}$ ) excitation energies (see below), and (2) they are used to provide a comparison of the ab initio and fitted geometry and frequencies of the $\mathrm{NH}_{3}$ minima and of the $\mathrm{NH}_{2}$ fragment in their electronic ground and first excited states.

The dissociation energies $\left(D_{0}\right)$ and the excitation energies $\left(T_{0}\right)$ at 0 K have been directly measured with good accuracy. To obtain the equilibrium dissociation energies $D_{e}$ and the equilibrium excitation energies $T_{e}$ [i.e., the energy differences on the PESs excluding the zero-point vibrational energies (ZPEs)], one needs to estimate anharmonic ZPEs.

The $D_{0}$ of the reaction $\mathrm{NH}_{3}\left(\tilde{X}^{1} A_{1}\right) \rightarrow \mathrm{NH}_{2}\left(\tilde{X}^{2} B_{1}\right)+$ H has been extensively studied [32]. Here we adopt the lower experimental photodissociation value of 4.602 $\pm 0.002 \mathrm{eV}$ determined by Mordaunt et al. [24], which claims the highest accuracy and agrees very well with the latest compilation of Ruscic et al. [32]. Mordaunt

Table 4 State-specific $\operatorname{CASSCF}(8,7) / 6-311++G(3 \mathrm{df}, 3 \mathrm{pd})$ geometries ( $\AA$ and degree) and vibrational frequencies ( $\mathrm{cm}^{-1}$ ), state-averaged MC-QDPT energies (eV), experimental data, and analytical function results for $\mathrm{NH}_{3}$

| Quantity | Present fit | Theoretical | Best estimate ${ }^{\text {a }}$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{V}_{1}$ |  |  |  |
| Equilibrium geometry ( $C_{3 \mathrm{v}}$ ) |  |  |  |
| $r_{1}$ | 1.016 | 1.023 | 1.012 [20] |
| $\theta_{1}$ | 106.1 | 105.0 | 106.7 [20] |
| Vibrational frequencies |  |  |  |
| $\omega_{1}\left(a_{1}\right) \omega_{2}\left(a_{1}\right)$ | 3397.41235 .2 | 3358.71144 .4 | 3484.6 [21] 1084.1 ${ }^{\text {b }}$, [22] |
| $\omega_{3}(e) \omega_{4}(e)$ | 3628.01750 .2 | 3473.81700 .2 | 3623.7 [21] 1677.8 [21] |
| ZPE | 0.954 | 0.921 | 0.941 (0.925 [23]) |
| $\begin{aligned} & D_{e} \text { for } \mathrm{NH}_{3}\left(\tilde{X}^{1} A_{1}\right) \rightarrow \mathrm{NH}_{2}\left(\tilde{X}^{2} B_{1}\right)+\mathrm{H} \\ & \mathbf{V}_{2} \end{aligned}$ | 5.016 | 4.790 | 5.016 [4.602 ${ }^{\text {b }}$ [24]] |
| Equilibrium geometry ( $D_{3 \mathrm{~h}}$ ) |  |  |  |
| $r_{1}$ | 1.039 | 1.036 | 1.055(8) [25] |
| Vibrational frequencies |  |  |  |
| $\omega_{1}\left(a_{1}^{\prime}\right) \omega_{2}\left(a_{2}^{\prime \prime}\right)$ | 2776.9891 .2 | 2959.3314 .6 | 2,870 892 |
| $\omega_{3}\left(e^{\prime}\right) \omega_{4}\left(e^{\prime}\right)$ | 3041.21329 .9 | 3213.61437 .1 | 3,020 1,110 [25] |
| ZPE | 0.769 | 0.780 | 0.745 [25] (0.724 [25]) |
| $T_{e}$ for $\mathrm{NH}_{3}\left(\tilde{X}^{1} A_{1}\right) \rightarrow \mathrm{NH}_{3}\left(\tilde{A}^{1} A_{2}^{\prime \prime}\right)$ | 5.923 | 5.870 | 5.923 [5.722 [25]] |
| Saddle point geometry ( $C_{2 \mathrm{v}}$ ) |  |  |  |
| $r_{1} r_{2} r_{3}$ | 1.2891 .0401 .040 | 1.2741 .0381 .038 | 1.2981 .0401 .040 |
| $\theta_{1} \theta_{2} \theta_{3}$ | 112.1123 .9123 .9 | 113.4123 .3123 .3 | $112.4123 .8123 .8^{\text {b }}$, [26] |
| Vibrational frequencies |  |  |  |
| $\omega_{1}\left(a_{1}\right) \omega_{2}\left(a_{1}\right) \omega_{6}\left(a_{1}\right)$ | 3056.91417 .61866 .7 T | 3115.41503 .5 2608.8i |  |
| $\omega_{3}\left(b_{1}\right) \omega_{4}\left(b_{2}\right) \omega_{5}\left(b_{2}\right)$ | 941.13078 .2569 .9 | 916.63333 .4664 .8 |  |
| Saddle point energy without ZPE | 6.14 | 6.11 | 6.19 ${ }^{\text {b }}$, [26] |
| Classical barrier height | 0.22 | 0.24 | $0.29{ }^{\text {b }}$, [26] |

Zero-point energies corrected for anharmonicity are given in parentheses, following harmonic values. $D_{0}$ and $T_{0}$ are given in brackets
${ }^{\text {a }}$ From experiments except where indicated otherwise
${ }^{\mathrm{b}}$ Theoretical value

Table 5 State-specific CASSCF $(8,7) / 6-311++G(3 \mathrm{df}, 3 \mathrm{pd})$ geometries ( $\AA$ and degree) and frequencies $\left(\mathrm{cm}^{-1}\right)$, state-averaged MC-QDPT energies (eV), experimental data, and analytical function results for $\mathrm{NH}_{2}$


Zero-point energies corrected for anharmonicity are given in parentheses, following harmonic values
${ }^{\text {a }}$ Estimated using Eq. (8)
et al. also calculated the $D_{e}$ of this reaction (5.023 $\pm$ 0.003 eV ). Due to the lack of experimental harmonic vibrational frequencies and their anharmonic couplings for the $\mathrm{NH}_{2}\left(\tilde{X}^{2} B_{1}\right)$ radical, they used the following equation to obtain the ZPE of the $\mathrm{NH}_{2}\left(\tilde{X}^{2} B_{1}\right)$ radical:
$\mathrm{ZPE}\left(\mathrm{NH}_{2}\right)=\mathrm{ZPE}\left(\mathrm{NH}_{2}\right)^{\text {Theor }} \frac{\mathrm{ZPE}\left(\mathrm{NH}_{3}\right)^{\operatorname{Exp}}}{\mathrm{ZPE}\left(\mathrm{NH}_{3}\right)^{\text {Theor }}}$,
where the theoretical ZPEs are calculated with purely theoretical anharmonic parameters. However, the theoretical parameters were calculated at different levels of theory; in particular MP4/6-31G(d,p) was used for ammonia [33] while multireference configuration-interaction was used for the $\mathrm{NH}_{2}\left(\tilde{X}^{2} B_{1}\right)$ radical. Here we adopt the value of Handy et al. [23], $0.925 \mathrm{eV}(7461.53$ $\left.\mathrm{cm}^{-1}\right)$ for the ZPE of $\mathrm{NH}_{3}\left(\tilde{X}^{1} A_{1}\right)$; this agrees very well with the value, $0.925 \mathrm{eV}\left(7460.93 \mathrm{~cm}^{-1}\right)$ of Gatti et al. [34]. For the ZPE of $\mathrm{NH}_{2}\left(\tilde{X}^{2} B_{1}\right)$, we adopt the high level theoretical value of 0.511 eV of Gabriel et al. [28], which agrees very well with other high-level theoretical results, in particular, 0.512 eV of Martin et al. [22] and 0.512 eV of Demaison et al. [35]. With these new choices of data, the $D_{e}$ of the reaction $\mathrm{NH}_{3}\left(\tilde{X}^{1} A_{1}\right) \rightarrow$ $\mathrm{NH}_{2}\left(\tilde{X}^{2} B_{1}\right)+\mathrm{H}$ is then calculated to be 5.016 eV , which is very close to the 5.023 eV given by Mordaunt et al. [24]. We will use the value 5.016 eV .

To calculate $D_{e}$ of the reaction $\mathrm{NH}_{3}\left(\tilde{X}^{1} A_{1}\right) \rightarrow \mathrm{NH}_{2}$ $\left(\tilde{A}^{2} A_{1}\right)+\mathrm{H}$, one needs to obtain the $T_{e}$ excitation energy for $\mathrm{NH}_{2}\left(\tilde{X}^{2} B_{1}\right) \rightarrow \mathrm{NH}_{2}\left(\tilde{A}^{2} A_{1}\right)$. The $T_{0}$ excitation energy has been accurately determined as 1.379 eV (11122.23 $\pm 0.05 \mathrm{~cm}^{-1}$ ) [31]. Since the ZPE of $\mathrm{NH}_{2}\left(\tilde{A}^{2}\right.$ $A_{1}$ ) corrected for anharmonicity is not directly available from the literature due to the lack of harmonic force constants and their anharmonic couplings, we used a similar strategy as Mordaunt et al. to estimate it:

$$
\begin{align*}
& \mathrm{ZPE}\left(\mathrm{NH}_{2}, \tilde{A}^{2} A_{1}\right) \\
& \quad=\mathrm{ZPE}\left(\mathrm{NH}_{2}, \tilde{X}^{2} B_{1}\right) \frac{\left(\mathrm{ZPE}^{\mathrm{F}}+\mathrm{ZPE}^{\mathrm{H}}\right)_{\mathrm{NH}_{2}, \tilde{A}^{2} A_{1}}}{\left(\mathrm{ZPE}^{\mathrm{F}}+\mathrm{ZPE}^{\mathrm{H}}\right)_{\mathrm{NH}_{2}, \tilde{X}^{2} B_{1}}} \tag{8}
\end{align*}
$$

where
$Z \mathrm{ZPE}^{\mathrm{F}}=\frac{1}{2} \sum_{i} v_{i}$,
$Z \mathrm{PE}^{\mathrm{H}}=\frac{1}{2} \sum_{i} \omega_{i}$,
where $\nu_{i}$ is a fundamental frequency, and $\omega_{i}$ is a harmonic frequency. The use of Eq. (8) is based on the fact that $\frac{1}{2}\left(\mathrm{ZPE}^{\mathrm{F}}+\mathrm{ZPE}^{\mathrm{H}}\right)$ is a good approximation to the
accurate ZPE [36]. The ZPE of $\mathrm{NH}_{2}\left(\tilde{A}^{2} A_{1}\right)$ is calculated to be 0.529 eV by this procedure. With this value, the $\mathrm{NH}_{2}\left(\tilde{X}^{2} B_{1}\right) \rightarrow \mathrm{NH}_{2}\left(\tilde{A}^{2} A_{1}\right) T_{e}$ excitation energy is calculated to be 1.361 eV , and a $D_{e}$ of 6.377 eV for the $\mathrm{NH}_{3}\left(\tilde{X}^{1} A_{1}\right) \rightarrow \mathrm{NH}_{2}\left(\tilde{A}^{2} A_{1}\right)+\mathrm{H}$ reaction is obtained.

The fourth important energy difference that we try to reproduce with the analytical function is the $\mathrm{NH}_{3}\left(\tilde{X}^{1} A_{1}\right)$ $\rightarrow \mathrm{NH}_{3}\left(\tilde{A}^{1} A_{2}^{\prime \prime}\right) T_{\mathrm{e}}$ excitation energy. The $T_{0}$ of this excitation has been determined as $5.722 \mathrm{eV}\left(46,150 \mathrm{~cm}^{-1}\right)$ by Henck et al. [25] and $5.719 \mathrm{eV}\left(46,130 \mathrm{~cm}^{-1}\right)$ by Douglas [37]. Henck et al. also estimated $T_{e}$ using the ab initio ZPE of $\mathrm{NH}_{3}\left(\tilde{X}^{1} A_{1}\right)$ calculated by Hargiss and Ermler [33] and the experimental ZPE of $\mathrm{NH}_{3}\left(\tilde{A}^{1} A_{2}^{\prime \prime}\right)$ that they determined $\left(0.724 \mathrm{eV}, 5,840 \mathrm{~cm}^{-1}\right)$, which gives a value of $5.960 \mathrm{eV}\left(48,070 \pm 200 \mathrm{~cm}^{-1}\right)$. Using the best available ZPE for $\mathrm{NH}_{3}\left(\tilde{X}^{1} A_{1}\right)$, which is 0.925 eV $\left(7461.53 \mathrm{~cm}^{-1}\right)$ [23] as determined by Handy et al., $T_{e}$ is calculated to be 5.923 eV , slightly lower than the value given by Henck et al. [25], but closer to the best available theoretical value of 5.902 eV calculated by Bach et al. [26]. We will use the value of 5.923 eV .

## 4 Functional forms and fitting procedures

### 4.1 Coordinate system used

Ten internal coordinates are used to fit the two potential energy surfaces and their coupling. In particular we used three $\mathrm{N}-\mathrm{H}$ bond distances $\left(r_{1}, r_{2}, r_{3}\right)$, three HNH bond angles $\left(\theta_{1}, \theta_{2}, \theta_{3}\right)$, three $\mathrm{H}-\mathrm{H}$ bond distances $\left(r_{4}, r_{5}, r_{6}\right)$, and a trisector angle $\beta$ (Fig. 2). The trisector angle was originally introduced in earlier studies in order to better describe the inversion potential in the ground electronic state $[19,23]$. The three $\mathrm{H}-\mathrm{H}$ bond distances are used to add a repulsive interaction (see Sect. 4.2) at very small $\mathrm{H}-\mathrm{N}-\mathrm{H}$ bond angles to correct spurious nonphysical energies of the previous fitting functions. Notice that we used $\left(r_{1}, r_{2}, r_{3}, \theta_{1}^{\prime}, \theta_{2}^{\prime}, \theta_{3}^{\prime}, \beta\right)$ for the regular grids, but we used $\left(r_{1}, r_{2}, r_{3}, r_{4}, r_{5}, r_{6}, \theta_{1}, \theta_{2}, \theta_{3}, \beta\right)$ for fitting.

### 4.2 Functional forms

The $U_{11}$ surface was fitted to the following functional form:

$$
\begin{align*}
E(\mathbf{Q})= & \sum_{\substack{i \leq j \leq k \\
l \leq m \leq n \\
p}} C_{i j k l m n p}^{(1)} \sum_{\alpha} A_{i j k l m n p}^{(1)}\left(\mathbf{P}_{\alpha} \mathbf{Q}\right) \\
& +F\left(r_{1}, r_{2}, r_{3}, r_{4}, r_{5}, r_{6}\right)+E_{\mathrm{D}}\left(r_{1}, r_{2}, r_{3}, r_{4}, r_{5}, r_{6}\right) \tag{11}
\end{align*}
$$

where $\mathbf{P}_{\alpha}$ is the permutation operator used in the previous study [1], $\alpha$ (which equals $1,2, \ldots, 6$ ) labels the permutations of hydrogen atoms $\mathrm{A}, \mathrm{B}$, and C , and

$$
\begin{align*}
& A_{i j k l m n p}^{(1)}(\mathbf{Q})=B_{i}\left(r_{1}\right) B_{j}\left(r_{2}\right) B_{k}\left(r_{3}\right) \\
& \times g\left(l, \theta_{1}, r_{2}, r_{3}\right) g\left(m, \theta_{2}, r_{1}, r_{3}\right) \text {, } \\
& \times g\left(n, \theta_{3}, r_{1}, r_{2}\right) h\left(p, \beta, r_{1}, r_{2}, r_{3}\right) \text {, }  \tag{12}\\
& B_{i}(r)=\left[1-\mathrm{e}^{-\gamma^{(1)}\left(r-r_{0}^{(1)}\right)}\right]^{i},  \tag{13}\\
& g\left(l, \theta_{1}, r_{2}, r_{3}\right)=\left\{\left[\cos \left(\theta_{0}\right)-\cos \left(\theta_{1}\right)\right] \mathrm{e}^{\left.-\delta^{(1)}\left(r_{2}^{2}+r_{3}^{2}\right)\right\}^{l}, ~}\right.  \tag{14a}\\
& g\left(m, \theta_{2}, r_{1}, r_{3}\right)=\left\{\left[\cos \left(\theta_{0}\right)-\cos \left(\theta_{2}\right)\right] \mathrm{e}^{-\delta^{(1)}\left(r_{1}^{2}+r_{3}^{2}\right)}\right\}^{m},  \tag{14b}\\
& g\left(n, \theta_{3}, r_{1}, r_{2}\right)=\left\{\left[\cos \left(\theta_{0}\right)-\cos \left(\theta_{3}\right)\right] \mathrm{e}^{-\delta^{(1)}\left(r_{1}^{2}+r_{2}^{2}\right)}\right\}^{n},  \tag{14c}\\
& h\left(p, \beta, r_{1}, r_{2}, r_{3}\right)=1+\left\{1-\cos \left[p\left(\beta-\frac{\pi}{2}\right)\right]\right\} \\
& \times \mathrm{e}^{-\delta^{(1)}\left(r_{1}^{2}+r_{2}^{2}+r_{3}^{2}\right),}  \tag{15}\\
& F\left(r_{1}, r_{2}, r_{3}, r_{4}, r_{5}, r_{6}\right)=B_{\mathrm{NH}_{1}}^{(1)} \sum_{i=1}^{3} \frac{\mathrm{e}^{-\beta_{\mathrm{NH}_{1}}^{(1)}\left(r_{i}-r_{01}^{(1)}\right)^{2}}}{r_{i}} \\
& +B_{\mathrm{HH}}^{(1)} \sum_{i=4}^{6} \frac{\mathrm{e}^{-\beta_{\mathrm{HH}}^{(1)}\left(r_{i}-r_{01}^{(1)}\right)^{2}}}{r_{i}}, \tag{16}
\end{align*}
$$

with $0 \leq i, j, k \leq 2, i+j+k \leq 4, l+m+n \leq 2, i+j+$ $k+l+m+n \geq 1$, and $1 \leq p \leq 2$. In Eq. (14), $\theta_{0}$ is the ground-sate equilibrium HNH bond angle which is fixed to the experimental value [20] of $106.68^{\circ}$; and $r_{01}^{(1)}$ is fixed to $-0.2 \AA$. There are a total of 64 linear coefficients, which include $62 C_{i j k l m n p}^{(1)}$ plus $B_{\mathrm{NH}_{1}}^{(1)}$ and $B_{\mathrm{HH}}^{(1)}$, and five additional nonlinear parameters, $\gamma(1), r_{0}^{(1)}, \delta(1), \beta_{\mathrm{NH}_{1}}^{(1)}$, and $\beta_{\mathrm{HH}}^{(1)}$, determined by fitting to the MC-QDPT energies.

First the values of the 69 fitting parameters specified above were obtained by fitting (discussed in Sect. 4.3) to the data sets described in Sect. 2 with $E_{\mathrm{D}}=0$. Then $E_{\mathrm{D}}$ was included in Eq. (11) to constrain the analytical function to give the experimental dissociation limit and excitation energies and to eliminate unphysical values at very short $\mathrm{N}-\mathrm{H}$ bond distances. The correction function used is:

$$
\begin{align*}
E_{\mathrm{D}}\left(r_{1}, r_{2}, r_{3}, r_{4}, r_{5}, r_{6}\right)= & \Delta E_{1}^{(1)}+E_{\mathrm{R}}\left(r_{1}, r_{2}, r_{3}\right) \\
& +\Delta E_{2}^{(1)} S_{c}\left(r_{1}, r_{2}, r_{3}\right) \tag{17}
\end{align*}
$$

where

$$
\begin{align*}
E_{\mathrm{R}}\left(r_{1}, r_{2}, r_{3}\right) & =B_{\mathrm{NH}_{2}}^{(1)} \sum_{i=1}^{3} \frac{\mathrm{e}^{-\beta_{\mathrm{NH}_{2}}^{(1)}\left(r_{i}-r_{01}^{(1)}\right)^{2}}}{r_{i}} .  \tag{18}\\
S_{c}\left(r_{1}, r_{2}, r_{3}\right) & =\sum_{i=1}^{3} \frac{1+\tanh \left\lfloor\eta_{1}^{(1)}\left(r_{i}-2 r_{e}^{(1)}\right)\right\rfloor}{2} . \tag{19}
\end{align*}
$$

$E_{\mathrm{R}}$ is a function that adds a steep repulsive wall at very short $\mathrm{N}-\mathrm{H}$ bond distances. The parameters $B_{\mathrm{NH}_{2}}^{(1)}$ and $\beta_{\mathrm{NH}_{2}}^{(1)}$ in the function $E_{\mathrm{R}}$ are manually adjusted so that there are no unphysical regions (with negative energies) at very short $\mathrm{N}-\mathrm{H}$ bond distances. The parameter $r_{e}^{(1)}$ in the function $S_{\mathrm{c}}$ is fixed to the experimental $\mathrm{N}-\mathrm{H}$ bond distance of $1.024 \AA$ of $\mathrm{NH}_{2}\left(\tilde{X}^{2} B_{1}\right)$ [23], while $\eta_{1}^{(1)}$ is manually adjusted so that the correction is largest when one $\mathrm{N}-\mathrm{H}$ bond is broken but is negligible when the $\mathrm{NH}_{3}$ geometry is close to the minimum equilibrium geome$\operatorname{try} . \Delta E_{1}^{(1)}$ and $\Delta E_{2}^{(1)}$ are manually adjusted to reproduce the $D_{e}$ of the $\mathrm{NH}_{3}\left(\tilde{X}^{1} A_{1}\right) \rightarrow \mathrm{NH}_{2}\left(\tilde{A}^{2} A_{1}\right)+$ H reaction and to force the adiabatic $V_{1}$ energy of the minimum equilibrium geometry of $\mathrm{NH}_{3}$ on the $V_{1}$ potential energy surface to be as close to zero as possible.

In the previous work, the $U_{22}$ surface was fitted using a multiconfigurational representation involving two surfaces $W_{11}$ and $W_{22}$ [1]. In the present work, it is represented with just one configuration. The function form used is similar to that of $U_{11}$. However, to fit the excitedstate minimum and the saddle point for the $\mathrm{N}-\mathrm{H}$ bond dissociation on the $U_{22}$ surface simultaneously, $i, j$ and $k$ are allowed to be equal to 3 , but when they are equal to 3 , function $B_{i}(r)$ is changed to
$B_{i}\left(r_{1}, r_{2}, r_{3}\right)=\mathrm{e}^{-\alpha^{(2)}\left(r_{1}-r_{02}^{(2)}\right)^{2}} \mathrm{e}^{-\delta^{(2)}\left(r_{2}^{2}+r_{3}^{2}\right)}, \quad i=3$.
When $i, j$, and $k$ are less than or equal to 2, Eq. (13) is still used. Function $g\left(l, \theta_{1}, r_{2}, r_{3}\right)$ is changed to
$g\left(l, \theta_{1}, r_{2}, r_{3}\right)=1+\left[\cos \left(\theta_{0}\right)-\cos \left(\theta_{1}\right)\right]^{l} \mathrm{e}^{-\delta^{(2)}\left(r_{2}^{2}+r_{3}^{2}\right)}$.
The third difference between the functions used for $U_{11}$ and $U_{22}$ is that $h\left(p, \beta, r_{1}, r_{2}, r_{3}\right)$ is changed to

$$
\begin{align*}
& h\left(p, \beta, r_{1}, r_{2}, r_{3}\right) \\
& = \\
& 1+\left\{1-\cos \left[p\left(\beta-\frac{\pi}{2}\right)\right]+\frac{1}{2} \frac{k^{(2)}\left(\beta-\frac{\pi}{2}\right)^{2}}{C^{(2)}+\left(\beta-\frac{\pi}{2}\right)^{2}}\right\}  \tag{22}\\
& \quad \times \mathrm{e}^{-\delta^{(2)}\left(r_{1}^{2}+r_{2}^{2}+r_{3}^{2}\right)} .
\end{align*}
$$

The reason for using Eq. (22) instead of Eq. (15) for $U_{22}$ is that the harmonic vibrational frequency of the umbrella vibration motion for the excited-state minimum is too low at the level of theory used to prepare the data sets (see Table 4). This additional term effectively makes the surface steeper when the $\beta$ angle deviates from the equilibrium value $(\pi / 2)$. The ranges of the $i, j, k, l, m, n$, and $p$ values are slightly different from those used for $U_{11}$. The ranges for $U_{22}$ are $0 \leq i, j$, $k \leq 3,0 \leq l, m, n \leq 2$, and $0 \leq p \leq 2$ with additional constraints that $i=j=k=l=m=n=0$ when $p=0 ; 0 \leq l+m+n \leq 2, i+j+k+l+m+n \geq 1$,
when $1 \leq p \leq 2$ and $0 \leq i+j+k \leq 3 ; i, j$, and $k \neq 2,0 \leq l+m+n \leq 2, i+j+k+l+m+n \geq 1$, when $1 \leq p \leq 2$ and $4 \leq i+j+k \leq 5$. For the $U_{22}$ surface, $\theta_{0}$ is fixed to the equilibrium value of $120^{\circ}$, and $r_{01}^{(2)}$ is fixed to $-0.2 \AA . B_{\mathrm{NH}_{1}}^{(2)}, \beta_{\mathrm{NH}_{1}}^{(2)}, B_{\mathrm{HH}}^{(2)}$ and $\beta_{\mathrm{HH}}^{(2)}$ are the same as those used for $U_{11}$, and $C^{(2)}$ is fixed to a small value of $0.05 \mathrm{rad}^{2}$. A total of 71 linear $C_{i j k l m n p}^{(2)}$ coefficients and 6 nonlinear parameters, $\gamma^{(2)}, r_{0}^{(2)}, \delta^{(2)}, r_{02}^{(2)}, \alpha^{(2)}$, and $k^{(2)}$, are determined by fitting to the MC-QDPT energies ( $k^{(2)}$ is a linear coefficient, but is treated as a nonlinear parameter in the fitting).

For the functions [Eqs. (17)-(19)] used to correct to the experimental dissociation limits after fitting to the MC-QDPT energies, the parameters $B_{\mathrm{NH}_{2}}^{(2)}$ and $\beta_{\mathrm{NH}_{2}}^{(2)}$ are manually adjusted. The parameters used in the function $S_{\mathrm{c}}$ are the same as those used for $U_{11}$, i.e., $\eta_{1}^{(2)}=\eta_{1}^{(1)}$ and $r_{e}^{(2)}=r_{e}^{(1)} \cdot \Delta E_{1}^{(2)}$ and $\Delta E_{2}^{(2)}$ are manually adjusted to reproduce three experimental energy differences: (1) $D_{\text {e }}$ for the $\mathrm{NH}_{3}\left(\tilde{X}^{1} A_{1}\right) \rightarrow \mathrm{NH}_{2}\left(\tilde{X}^{2} B_{1}\right)+\mathrm{H}$ reaction; (2) $T_{e}$ for the $\mathrm{NH}_{3}\left(\tilde{X}^{1} A_{1}\right) \rightarrow \mathrm{NH}_{3}\left(\tilde{A}^{1} A_{2}^{\prime \prime}\right)$ excitation; and (3) $T_{e}$ for the $\mathrm{NH}_{2}\left(\tilde{X}^{2} B_{1}\right) \rightarrow \mathrm{NH}_{2}\left(\tilde{A}^{2} A_{1}\right)$ excitation.

For fitting the diabatic coupling surface $U_{12}$, the previous functional form [1] is used:

$$
\begin{equation*}
U_{12}(\mathbf{Q})=\sum_{\substack{i \leq j \leq k \\ l \leq m \leq n \\ p}} C_{i j k l m n p}^{(3)} \sum_{\alpha} B_{i j k l m n p}^{(3)}\left(\mathbf{P}_{\alpha} \mathbf{Q}\right) \tag{23}
\end{equation*}
$$

where
$B_{i j k l m n p}^{(3)}(\mathbf{Q})=r_{1}^{i} r_{2}^{j} r_{3}^{k} F\left(r_{1}\right) F\left(r_{2}\right) F\left(r_{3}\right) \theta_{1}^{l} \theta_{2}^{m} \theta_{3}^{n} G(p, \beta)$,
with
$F(r)=1-\tanh \left(r-r_{0}^{(3)}\right)$,
$G(p, \beta)=\sin \left[p\left(\beta-\frac{\pi}{2}\right)\right]$,
where $0 \leq i, j, k \leq 2,0 \leq l, m, n \leq 2$, and $3 \leq p \leq 5$ with additional constraints $i+j+k \leq 2, l+m+n \leq 2$, and $i+j+k+l+m+n \geq 1$. There are a total of 45 linear $C_{i j k l m n p}^{(3)}$ coefficients and only one nonlinear parameter, $r_{0}^{(3)}$, to be determined.

### 4.3 Fitting procedure

The linear coefficients were obtained by a linear least squares fitting routine for given nonlinear parameters. The nonlinear parameters are fitted using a simplex algorithm. To find the best parameters, random initial guesses were used, and the fitting procedure was
repeated until the error could not be lowered. The error minimized in the nonlinear fitting procedure is calculated by:

$$
\begin{align*}
& E r r=\frac{\sum_{i=1}^{8227} w_{i}\left|E_{i}^{\mathrm{F}}-E_{i}^{\mathrm{MC}}\right|}{\sum_{i=1}^{8227} w_{i}} \\
&+\frac{\sum_{j=1}^{8227} \sum_{i=1}^{8227} w_{i} w_{j}\left|\left(E_{i}^{\mathrm{F}}-E_{j}^{\mathrm{F}}\right)-\left(E_{i}^{\mathrm{MC}}-E_{j}^{\mathrm{MC}}\right)\right|}{\sum_{j=1}^{8227} \sum_{i=1}^{8227} w_{i} w_{j}} \tag{27}
\end{align*}
$$

where $w_{i}$ is the weight for the given energy, $E_{i}^{\mathrm{F}}$ is the energy given by the fitting function with the linear coefficients determined in the linear squares fitting with the same set of weights for the given nonlinear parameters, and $E_{i}^{\mathrm{MC}}$ is the energy to be fitted. For the fitting of the $U_{11}$ surface, the weights are calculated by
state on the $U_{22}$ surface:

$$
\begin{align*}
& \chi_{i}=10 \mathrm{e}^{-50 \min \left[\left(r_{i}-r_{t}\right), i=1,3\right]},  \tag{30}\\
& \lambda_{i}=25 \mathrm{e}^{-50\left(\frac{r_{1}+r_{2}+r_{3}}{3}-r_{0}\right)^{2}} \tag{31}
\end{align*}
$$

where $r_{t}=1.30 \AA$ is the dissociating $\mathrm{N}-\mathrm{H}$ distance in the transition state, and $r_{0}=1.05 \AA$ is the equilibrium $\mathrm{N}-\mathrm{H}$ distance of the planar $D_{3 \mathrm{~h}}$ minimum optimized by Dixon [38].

To fit the $U_{12}$ surface, a uniform weighting scheme was used. It should be noted that since the functional form used for the $U_{12}$ surface is an odd function of $(\beta-\pi / 2)$, only those geometries with $\beta<\pi / 2(7,036$ out of 8,227 ) in the whole dataset were used to fit the $U_{12}$ surface.

All the values for the linear coefficients and fitted nonlinear parameters are provided in the supporting information. ${ }^{1}$

$$
w_{i}=\left\{\begin{array}{l}
\left(\frac{3.1}{U_{11}(i)+0.1}\right)^{1.3}, \quad \text { when } \frac{3.1}{U_{11}(i)+0.1}<1 \quad \text { and } \quad r_{1}<2.0 \AA  \tag{28}\\
\left(\frac{3.1}{U_{11}(i)+0.1}\right)^{1.2}, \quad \text { when } \frac{3.1}{U_{11}(i)+0.1} \geq 1 \quad \text { and } \quad r_{1}<2.0 \AA \\
3\left(\frac{3.1}{U_{11}(i)+0.1}\right)^{1.2}, \quad \text { when } U_{11}(i) \leq 7.0 \mathrm{eV}, \quad \text { and } \quad 2.0 \leq r_{1} \leq 5.0 \AA \\
35\left(\frac{3.1}{U_{11}(i)+0.1}\right)^{1.2}, \quad \text { when } U_{11}(i) \leq 7.0 \mathrm{eV}, \quad \text { and } \quad r_{1}>5.0 \AA \\
\left(\frac{3.1}{U_{11}(i)+0.1}\right)^{1.3}, \quad \text { when } U_{11}(i)>7.0 \mathrm{eV}, \quad \text { and } \quad r_{1} \geq 2.0 \AA
\end{array}\right.
$$

where $U_{11}$ is the MC-QDPT value in eV . Notice that extra weight was given to the dissociated points (that is, those with one $\mathrm{N}-\mathrm{H}$ distance greater than $5.0 \AA$ ); this was done to force the function to have the right dissociation limit.

For the $U_{22}$ surface, the weights used are

### 4.4 Availability

The fitted surfaces and coupling, including analytic gradients in Cartesian coordinates, have been deposited in the POTLIB [39,40] potential-energy surface library, which is freely available online [41].
$w_{i}=\left\{\begin{array}{l}\left(\frac{7.0}{U_{22}(i)}\right)^{2}+\chi_{i}+\lambda_{i}, \quad \text { when } \frac{7.0}{U_{22}(i)} \geq 1 \quad \text { and } \quad r_{1}<1.9 \AA \\ 7\left(\frac{7.0}{U_{22}(i)}\right)^{2}, \quad \text { when } \frac{7.0}{U_{22}(i)} \geq 1.1 \quad \text { and } \quad 1.9 \leq r_{1}<3.0 \AA \\ 7.5\left(\frac{7.0}{U_{22}(i)}\right)^{2}, \quad \text { when } \frac{7.0}{U_{22}(i)} \geq 1.1 \quad \text { and } \quad 3 \leq r_{1} \leq 5.0 \AA \\ 5\left(\frac{7.0}{U_{22}(i)}\right)^{2}, \quad \text { when } \frac{7.0}{U_{22}(i)} \geq 1 \quad \text { and } \quad r_{1}>5.0 \AA\end{array}\right.$
otherwise
$w_{i}= \begin{cases}\left(\frac{7.0}{U_{22}(i)}\right)^{1.6}, & \text { when } \frac{7.0}{U_{22}(i)}<0.5 \\ \left(\frac{7.0}{U_{22}(i)}\right)^{1.3}, & \text { when } 0.5 \leq \frac{7.0}{U_{22}(i)}<1, \\ \left(\frac{7.0}{U_{22}(i)}\right)^{2}, & \text { when } \frac{7.0}{U_{22}(i)} \geq 1\end{cases}$
where the energies are in eV and $\chi_{i}$ and $\lambda_{i}$ are functions of the three $\mathrm{N}-\mathrm{H}$ distances chosen to add extra weight to the data points around the planar $D_{3 \mathrm{~h}}$ minimum and to the data points around the $\mathrm{N}-\mathrm{H}$ dissociation transition

## 5 Discussion

The discussion is organized as follows: in the next two paragraphs we discuss the accuracy of the preliminary fits before correcting the four critical energy differences (i.e., the mean unsigned errors for the fits with $E_{\mathrm{D}}=0$ ). Then, we compare the properties of some

[^2]Table 6 Mean unsigned error of the fitted $U_{11}$ and $U_{22}$ energies with respect to the state-averaged MC-QDPT energies for several energy ranges (all energies in eV )

| $U_{11}$ |  |  | $U_{22}$ |  |  |  |
| :--- | :---: | :--- | :--- | :--- | :--- | :--- |
| $\Delta E$ | $N^{\mathrm{a}}$ | MUE |  | $\Delta E$ | $N^{\mathrm{a}}$ | MUE |
| $0-1$ | 806 | 0.01 | $0-5$ | 198 | 0.03 |  |
| $0-2$ | 1,628 | 0.02 | $0-6$ | 1,088 | 0.04 |  |
| $0-3$ | 1,906 | 0.03 | $0-7$ | 3,771 | 0.06 |  |
| $0-4$ | 2,147 | 0.04 | $0-8$ | 4,930 | 0.11 |  |
| $0-5$ | 2,627 | 0.06 | $0-9$ | 6,202 | 0.17 |  |
| $0-6$ | 3,198 | 0.09 | $0-10$ | 6,914 | 0.21 |  |
| $0-7$ | 4,022 | 0.11 | $0-11$ | 7,304 | 0.23 |  |
| $0-8$ | 4,896 | 0.13 | $0-12$ | 7,551 | 0.24 |  |
| $0-9$ | 5,721 | 0.16 | $0-13$ | 7,708 | 0.25 |  |
| $0-10$ | 6,712 | 0.20 | $0-14$ | 7,806 | 0.26 |  |

${ }^{\text {a }}$ Number of data points in the corresponding energy range, $\Delta E$

Table 7 Mean unsigned error of the fitted $U_{12}$ energies to the state-averaged MC-QDPT energies for several energy ranges (all energies in eV )
${ }^{a}$ Number of data points in the corresponding energy range, $\Delta E$

| $\Delta E$ | $N^{\text {a }}$ | MUE |
| :--- | :--- | :--- |
| $0-0.2$ | 1,992 | 0.08 |
| $0-0.4$ | 3,136 | 0.09 |
| $0-0.6$ | 4,034 | 0.09 |
| $0-0.8$ | 4,802 | 0.09 |
| $0-1.0$ | 5,518 | 0.10 |
| $0-1.2$ | 5,983 | 0.10 |
| $0-1.4$ | 6,334 | 0.11 |
| $0-1.6$ | 6,616 | 0.12 |
| $0-1.8$ | 6,802 | 0.12 |
| $0-2.0$ | 6,914 | 0.12 |

stationary points obtained with the full functional forms (with $E_{\mathrm{D}} \neq 0$ ) to the best available results, and finally we present mappings of the conical intersection seams.

The mean unsigned errors for preliminary fits are listed in Tables 6 and 7. Experimentally, the dissociated $\mathrm{NH}_{2}\left(\tilde{A}{ }^{2} A_{1}\right)+\mathrm{H}$ is at least 6.902 eV above the bottom of the potential energy well of the $\mathrm{NH}_{3}$ minimum on the adiabatic $V_{1}$ surface (the zero of energy for the current fitting). For fitting $U_{11}$, the MUE for energies between 0 and 7 eV is 0.11 eV , which we consider satisfactory. For fitting $U_{22}$, since we add extra weight to the points around the $D_{3 \mathrm{~h}}$ minimum and the dissociation transition state, the MUE of the fitted $U_{22}$ energies between 5.7 and 6.7 eV is 0.05 eV . For all the energies below 7 eV , the MUE of the fitted $U_{22}$ energies is 0.06 eV , which can also be considered satisfactory. For the fitting of the $U_{12}$ surface, the MUE of the fitted $U_{12}$ energies below 2 eV is 0.12 eV . The error is slightly larger than those of the $U_{11}$ and $U_{22}$ surfaces.

Having obtained the diabatic potential-energy surfaces and their coupling, the adiabatic surfaces $V_{1}$ and $V_{2}$ can be obtained by [1]

Table 8 Mean unsigned error $(\mathrm{eV})$ of the fitted $V_{1}$ and $V_{2}$ energies to the state-averaged MC-QDPT energies for several energy ranges (all energies in eV )

| $V_{1}$ |  |  | $V_{2}$ |  |  |  |
| :--- | ---: | :--- | :--- | :--- | :--- | :---: |
| $\Delta E$ | $N^{\mathrm{a}}$ | MUE |  | $\Delta E$ | $N^{\mathrm{a}}$ |  |
| $0-1$ | 829 | 0.01 | $0-5$ | 0 | - |  |
| $0-2$ | 1,634 | 0.02 | $0-6$ | 281 | 0.04 |  |
| $0-3$ | 1,948 | 0.03 | $0-7$ | 2,560 | 0.05 |  |
| $0-4$ | 2,258 | 0.05 | $0-8$ | 3,246 | 0.08 |  |
| $0-5$ | 3,170 | 0.07 | $0-9$ | 4,362 | 0.14 |  |
| $0-6$ | 4,127 | 0.09 | $0-10$ | 5,690 | 0.23 |  |
| $0-7$ | 5,503 | 0.10 | $0-11$ | 6,669 | 0.28 |  |
| $0-8$ | 6,367 | 0.12 | $0-12$ | 7,244 | 0.31 |  |
| $0-9$ | 7,338 | 0.14 | $0-13$ | 7,599 | 0.32 |  |
| $0-10$ | 7,680 | 0.15 | $0-14$ | 7,730 | 0.33 |  |

${ }^{\text {a }}$ Number of data points in the corresponding energy range, $\Delta E$

$$
\begin{align*}
V_{1(2)}= & \frac{1}{2}\left\{U_{11}(\mathbf{Q})+U_{22}(\mathbf{Q})\right. \\
& \left.\mp \sqrt{\left[U_{11}(\mathbf{Q})-U_{22}(\mathbf{Q})\right]^{2}+4 U_{12}(\mathbf{Q})^{2}}\right\} . \tag{32}
\end{align*}
$$

Although our fit does not use $V_{1}$ and $V_{2}$ energies at all, the MUE errors of the fitted $V_{1}$ and $V_{2}$ energies are reasonably good (Table 8): The MUE of the fitted $V_{1}$ energies below 7 eV is 0.10 eV , and that of the fitted $V_{2}$ energies below 7 eV is just 0.05 eV .

To characterize the quality of the fitted potential energy surfaces, we have compared the geometries and vibrational frequencies of some important stationary points to the best previous results. The results are presented in Tables 4 and 5 . The N-H bond distance of $\mathrm{NH}_{3}$ minimum on the adiabatic ground state is $1.016 \AA$, very close to the experimental value of $1.012 \AA$ [20]. The HNH bond angle is just half degree smaller than the experimental value. Although we did not explicitly fit to the experimental harmonic vibrational frequencies of the ground state $\mathrm{NH}_{3}$ minimum, the fitted frequencies agree reasonably well with experiment. Table 8 indicates that the fitting around the ground-state minimum is very accurate, with an MUE of just 0.01 eV for the energy range $0-1 \mathrm{eV}$. Therefore, the discrepancy between the vibrational frequencies given by the fitted function and those experimental values must be due mainly to the inaccuracy of the MC-QDPT method. The N-H bond distance of the $\mathrm{NH}_{3}$ minimum on the adiabatic excited state $\tilde{A}^{1} A_{2}^{\prime \prime}$ is $1.039 \AA$, in good agreement with the experimental value of $1.055 \AA$ [ 25 ]. The harmonic vibrational frequencies are also in fairly good agreement with experimental values.

We optimized the transition state for $\mathrm{N}-\mathrm{H}$ dissociation on the diabatic $U_{22}$ surface using the optimizer in the Gaussian 03 program [18] with its "external"


Fig. 3 One-dimensional potential-energy profiles of $\mathrm{NH}_{2}$ with the two $\mathrm{N}-\mathrm{H}$ bond distances fixed at $1.02 \AA$. The solid line is $U_{11}$, and the dashed line is $U_{22}$
functionality. The dissociating $\mathrm{N}-\mathrm{H}$ bond distance at the optimized saddle point with the current analytical function is slightly shorter than the best available value of $1.298 \AA$ [26] by $0.009 \AA$, while the other two N-H bond distances are very close to the literature values [26]. For the dynamics simulation of the photodissociation of ammonia, a property that is probably more important is the barrier height. The classical barrier height relative to energy of the planar $\mathrm{NH}_{3}\left(\tilde{A}^{1} A_{2}^{\prime \prime}\right)$ minimum given by the analytical function is 0.22 , and 0.07 eV lower than the best literature value of 0.29 eV [26].

For the minima of the ground-state and the first doublet excited-state $\mathrm{NH}_{2}$, the agreement between the current fitting and experiments is very good. The agreement between the fitted vibrational frequencies and the best available values is also fairly good. It should be noted that since we manually adjust the function to give the four experimental energy differences, they are exactly the same as the experimental values. The $U_{11}\left(V_{2}\right)$ and $U_{22}\left(V_{1}\right)$ energies of $\mathrm{NH}_{2}$ are degenerate at linear geometries. Since the $U_{11}$ and $U_{22}$ potential surfaces were fitted with different functional forms, it is hard for the analytical function to produce identical $U_{11}$ and $U_{22}$ energies for the linear geometries. In Fig. 3 the $U_{11}$ and $U_{22}$ energies of $\mathrm{NH}_{2}$ were plotted respect to the HNH angle. The current analytical functions give almost the same $U_{11}$ and $U_{22}$ energies when $\mathrm{NH}_{2}$ is linear.

As pointed out in the previous paper on the $\mathrm{NH}_{3}$ PESs, [1] the conical intersection is at most four dimensional, since when $V_{1}$ equals to $V_{2}, U_{22}$ must equal to $U_{11}$, and $U_{12}$ must vanish according to Eq. (32). Apparently, $U_{12}$ vanishes only for planar structures. In Fig. 4, we present one-dimensional plots of $U_{11}$ and $U_{22}$ as functions of one $\mathrm{N}-\mathrm{H}$ distance ( $r_{1}$ ) for the planar

Table 9 Geometries ( $\AA$ and degrees) and energies (eV) of the conical intersections in Fig. 4, and the lowest-energy conical intersections given by the current analytical functions and the literature

|  | $r_{1}$ | $r_{2}$ | $r_{3}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{3}$ | $V_{1}$ | $V_{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Fig. 4a | 1.628 | 1.628 | 1.628 | 120.0 | 120.0 | 120.0 | 8.74 | 8.74 |
| Fig. 4b | 1.952 | 1.028 | 1.028 | 104.0 | 128.0 | 128.0 | 5.17 | 5.17 |
| Fig. 4c | 1.832 | 1.002 | 1.050 | 102.2 | 164.0 | 93.8 | 5.27 | 5.27 |
| $C_{2 \mathrm{v}}{ }^{\mathrm{a}}$ | 1.990 | 1.023 | 1.023 | 107.9 | 126.0 | 126.0 | 5.16 | 5.16 |
| $C_{2 \mathrm{v}} \mathrm{b}$ | 1.955 | 1.021 | 1.021 | 110 | 125 | 125 | 5.11 | 5.11 |

${ }^{\text {a }}$ The lowest-energy conical intersection geometry given by the current analytical functions
${ }^{\text {b }}$ From [42]
structures with the constraint of $D_{3 \mathrm{~h}}$ (Fig. 4a), $C_{2 \mathrm{v}}$ (Fig. 4b), and $C_{\mathrm{s}}$ (Fig. 4c) symmetry. The geometrical parameters other than $r_{1}$ are optimized to minimize $U_{22}$ subject to the specific symmetry. The geometries and energies of the three conical intersection points in Fig. 4 are listed in Table 9. The plot in Fig. 4a shows two conical intersection points. The one with higher energy corresponds to the dissociated $\mathrm{N}+3 \mathrm{H}$, which is qualitatively correct. The geometry of the one presented in Table 9 is the one with lower energy. One can see that the conical intersection with $D_{3 \mathrm{~h}}$ symmetry has the shortest $\mathrm{N}-\mathrm{H}$ bond distance, while that with $C_{2 \mathrm{v}}$ symmetry has the longest N-H bond distance. These scans, though, do not locate the lowest-energy conical intersections for these symmetries. To find the lowest-energy conical intersection we minimize the function

$$
\begin{equation*}
F(\mathbf{Q})=\frac{1}{2}\left[U_{11}(\mathbf{Q})+U_{22}(\mathbf{Q})\right]+\mu\left[U_{11}(\mathbf{Q})-U_{22}(\mathbf{Q})\right]^{2} \tag{33}
\end{equation*}
$$

where $\mu$ is an adjustable parameter. As $\mu$ is increased, the geometry that minimizes this function (for planar geometries) is the lowest-energy conical intersection. We varied $\mu$ from $1,000 E_{\mathrm{h}}^{-1}$ to $50,000 E_{\mathrm{h}}^{-1}$ until the final geometry converges. The final resulting geometry is given in Table 9 .

Yarkony found several conical intersection geometries with both $C_{2 \mathrm{v}}$ and $C_{\mathrm{s}}$ symmetries [42]. The lowestenergy conical intersection has $C_{2 v}$ symmetry. The one we obtained is higher in energy by 0.05 eV . This is because the present fitting exactly reproduces the dissociation energies and the $\mathrm{NH}_{3}\left(\tilde{X}^{1} A_{1}\right) \rightarrow \mathrm{NH}_{3}\left(\tilde{A}{ }^{1} A_{2}^{\prime \prime}\right)$ equilibrium excitation energy ( $T_{e}$ ), which are all higher than the corresponding theoretical values [42]. Therefore, the whole $U_{22}$ surface, and the $U_{11}$ surface with large $\mathrm{N}-\mathrm{H}$ bond distance, are all shifted upwards, and the energies of the conical intersections are shifted upwards accordingly.

In Fig. 5 we plot the three-dimensional diabatic and adiabatic surfaces varying one $\mathrm{N}-\mathrm{H}$ distance $\left(r_{1}\right)$ and


Fig. 4 One-dimensional potential-energy profiles of the relaxed scans on the diabatic $U_{22}$ PES of the planar $\mathrm{NH}_{3}$ with the constraint of: a $D_{3 \mathrm{~h}}$ symmetry; b $C_{2 \mathrm{v}}$ symmetry; c $C_{\mathrm{s}}$ symmetry. The solid line is $U_{11}$, and the dashed line is $U_{22}$
the trisector angle $\beta$ while keeping the two other $\mathrm{N}-\mathrm{H}$ bond distances fixed at the planar equilibrium geometry $(1.039 \AA)$ on the $U_{22}$ surface and the three projected angles $\left(\theta_{1}^{\prime}, \theta_{2}^{\prime}, \theta_{3}^{\prime}\right)$ on the plane fixed at $120^{\circ}$. Figure 5 a


Fig. 5 Three-dimensional plots of a the $U_{11}$ and $U_{22}$ diabatic PESs showing the diabatic crossing of the two surfaces and $\mathbf{b}$ the $V_{1}$ and $V_{2}$ adiabatic potential-energy surfaces of ammonia showing the conical intersection along the $\mathrm{N}-\mathrm{A}$ stretch $\left(r_{1}\right)$ and the inversion angle $\beta$. The other two $\mathrm{N}-\mathrm{H}$ bond distances are fixed at $1.039 \AA$, and the three projected bond angles ( $\theta_{1}^{\prime}, \theta_{2}^{\prime}, \theta_{3}^{\prime}$ ) are fixed at $120^{\circ}$
shows the crossing between the $U_{11}$ and $U_{22}$ surfaces. Although $U_{11}$ crosses $U_{22}$ for both planar and nonplanar geometries, only the former crossings are conical intersections since $U_{12}$ is not zero for nonplanar structures.

In Fig. 6 we present three-dimensional (Fig. 6a) and contour (Fig. 6b) plots of the conical intersection seam with the constraint of $C_{2 v}$ symmetry. The scan is carried out with the external function of the Gaussian 03 program with other geometrical parameters optimized


Fig. 6 a Three-dimensional plot of the $U_{11}$ and $U_{22}$ diabatic PESs and $\mathbf{b}$ the contour plot of their differences $\left(U_{22}-U_{11}\right)$ showing the diabatic crossing of the two surfaces of planar ammonia with the constraint of $C_{2 \mathrm{v}}$ symmetry. Other geometrical parameters are allowed to relax on the $U_{22}$ PES with the constraint of $C_{2 \mathrm{v}}$ symmetry
on the $U_{22}$ surface. Actually, only one parameter, i.e., one $\mathrm{H}-\mathrm{N}-\mathrm{H}$ angle, is allowed to relax under the constraint of $C_{2 v}$ symmetry. Figure 6 a shows the seam of the crossing between the $U_{11}$ and $U_{22}$ surfaces. Figure 6 b is a contour plot of the differences between the two diabatic energies $\left(U_{22}-U_{11}\right)$. At shorter $r_{1}, U_{22}$ is higher in energy while at longer $r_{1}, U_{22}$ becomes the ground electronic state. Since $U_{12}$ vanishes for the planar structures, and the geometries are all planar, the crossing
seam between the $U_{11}$ and $U_{22}$ surfaces is the location of the conical intersections. The plots indicate that the $r_{1}$ distance of the conical intersection geometries becomes shorter if the other two $\mathrm{N}-\mathrm{H}$ distances become longer.

The photodissociation patterns of the excited $\mathrm{NH}_{3}$ ( $\tilde{A}^{1} A_{2}^{\prime \prime}$ ) strongly depend on the vibrational mode being excited [43]. Figure 7 shows one-dimensional cuts through the potential surfaces for slightly nonplanar geometries with a trisector angle of $77.4^{\circ}$ in both $C_{\mathrm{S}}$ and $C_{1}$ symmetries; $U_{22}$ is dashed. Figure 7b, c correspond to symmetrical stretching of the N-H bonds while Fig. 7d corresponds to an asymmetrical stretching of the N-H bonds.

## 6 Conclusions

In this paper we have improved the application of the fourfold way direct diabatization scheme to ammonia. The improvements in the diabatization are:

1. We define a geometry-dependent $p$ orbital as a globally appropriate reference diabatic molecular orbital.
2. We use carefully selected dominant configuration lists that include the dominant character of the diabatic configuration state functions at a global set of geometries.

Using the diabatic energies and couplings calculated with the new diabatization scheme, we have refitted the first two diabatic potential-energy surfaces, $U_{11}$ and $U_{22}$, and their coupling, $U_{12}$, with improved functional forms and an improved fitting scheme. The improvements of the functional forms are:

1. A correction function is used to reproduce the four most important experimental energy differences exactly: (a) the dissociation energy $D_{e}$ for the dissociation of ammonia to the ground state of products; (b) the dissociation energy $D_{e}$ for the dissociation of ammonia to the excited state of products; (c) the excitation energy $T_{e}$ for $\mathrm{NH}_{3}\left(\tilde{X}^{1} A_{1}\right) \rightarrow$ $\mathrm{NH}_{3}\left(\tilde{A}^{1} A_{2}^{\prime \prime}\right)$; and (d) the excitation energy $T_{e}$ for $\mathrm{NH}_{2}\left(\tilde{X}^{2} B_{1}\right) \rightarrow \mathrm{NH}_{2}\left(\tilde{A}^{2} A_{1}\right)$.
2. We use a new function $g\left(n, \theta_{i}, r_{j}, r_{k}\right)$ for fitting the dependence on bond angle because it has better behavior for $\theta_{i}=\pi$.
3. The $U_{22}$ potential-energy surface is fitted with just one functional form, as for $U_{11}$, and the number of terms in the polynomials used in the fitting functions for both $U_{11}$ and $U_{22}$ are greatly reduced.


Fig. $7 V_{2}, U_{11}, U_{22}$, and $V_{1}$ versus $r_{1}$ with $\theta_{1}=120^{\circ}, \theta_{2}=\theta_{3}=113^{\circ}$, a $r_{2}=r_{3}=1.04 \AA, \mathbf{b} r_{2}=r_{3}=0.90 \AA, \mathbf{c} r_{2}=r_{3}=1.19 \AA$, d $r_{2}=0.90 \AA, r_{3}=1.19 \AA$

Therefore the new analytical potential can be evaluated significantly faster than the previous function.
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[^1]:    Each entry is an ordered list of three diabatic molecular orbitals; in comparing entries, the first orbital of one entry correlated with the first of another, the second with the second, and the third with the third. For small and intermediate $\mathrm{N}-\mathrm{A}$, the $z$ direction is perpendicular to the NBC plane, $s p^{2}$ denotes an in-plane nonbonding orbital of $\mathrm{NH}_{2}$, where "plane" refers to the NBC plane, $h$ denotes an orbital localized on the dissociated hydrogen, and $\sigma_{\mathrm{N}-\mathrm{A}}$ is a bonding orbital
    ${ }^{\text {a }} \beta$ is the angle between an $\mathrm{N}-\mathrm{H}$ bond axis and the trisector of all the $\mathrm{N}-\mathrm{H}$ bond axes (see Fig. 2)
    ${ }^{\mathrm{b}}$ Planar
    ${ }^{\text {c }}$ Nonplanar

[^2]:    ${ }^{1}$ Supporting information is available via the Theo Chem Acc journal homepage.

