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Abstract. The F-FCSR stream cipher family has been presented a few years ago.
Apart from some flaws in the initial propositions, corrected in a later stage, there are
no known weaknesses of the core of these algorithms. Two variants, F-FCSR-H and
F-FCSR-16, were proposed in the eSTREAM project, and F-FCSR-H v2 is one of the
ciphers selected for the eSTREAM portfolio.

In this paper we present a new and severe cryptanalytic attack on the F-FCSR stream
cipher family. We give the details of the attack when applied to F-FCSR-H v2 and
F-FCSR-16. The attack requires a few Mbytes of received sequence, and the complex-
ity is low enough to allow the attack to be performed on a single PC within seconds.
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1. Introduction

The cryptographic scene includes a variety of efficient and trusted block ciphers. How-
ever the same does not seem to hold for stream ciphers. The stream ciphers that have
received attention through use in various standards tend to have more or less serious se-
curity weaknesses. Examples are A5 algorithms used in GSM, the RC4 algorithm used
in, for example, WLAN applications through the WEP protocol, and the E0 stream ci-
pher used in Bluetooth.

Based on a belief that a dedicated stream cipher still has a capability of significantly
outperforming a block cipher, the eSTREAM project was launched in 2004. The goal of
this project was to solicit and evaluate submitted proposals of stream ciphers for future
standardization. The main evaluation criteria set up were long-term security, efficiency
in terms of performance, flexibility, and market requirements. The eSTREAM project
was not a standardization body, like the AES project or the ongoing SHA-3 project. The
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goal was to stimulate work in the area of stream ciphers. As an example, designers were
allowed to tweak their proposals in the early phases of the project.

The eSTREAM project considered two different profiles, one targeting software im-
plemented stream ciphers, profile 1; and one for hardware implemented stream ciphers
(in particular constrained devices), profile 2. The hardware category received a total of
25 submitted proposals. After three phases of evaluation, the final eSTREAM portfolio
recommended four of them. One of them is a design called F-FCSR-H v2.

F-FCSR-H v2 is one of several algorithms in the F-FCSR family of stream ciphers
designed by F. Arnault, T.P. Berger, and C. Lauradoux. The family of ciphers is based
on feedback with carry shift registers (FCSR) together with a filtering function. The
idea of using FCSRs to generate sequences for cryptographic applications was initially
proposed by Klapper and Goresky in [21]. The F-FCSR family was introduced in [2],
proposing four concrete constructions. These proposals were cryptanalyzed in [19]. The
initial version submitted to eSTREAM, targeting hardware, was called F-FCSR-H. It
was shown in [18] that this construction also had security problems. This led to a change
in the initialization procedure, and the resulting algorithm was named F-FCSR-H v2.
Also, a new variant called F-FCSR-16 was proposed. This variant outputs 16 bits in
each register update compared to 8 bits in F-FCSR-H v2. This paper will focus on the
specification of F-FCSR-H v2 and F-FCSR-16 given in [6]. A more comprehensive
overview of stream ciphers based on FCSRs is given in Appendix A.

The eSTREAM class of hardware stream ciphers (and F-FCSR-H v2 in particular)
prescribes a key of length 80 bits. F-FSCR-16 can be used with either 80 or 128 bit key,
with the 80 bit choice targeting profile 2 (hardware) and the 128 bit choice targeting
profile 1 (software) in eSTREAM. The constructions also use a public IV value of bit-
size v which can be set in the interval 32 ≤ v ≤ 80 for F-FCSR-H v2 and 32 ≤ v ≤ 128
for F-FCSR-16.

Apart from exhaustive key search, there are a number of standard attacks that can be
applied. Time-memory-data trade-off attacks of different kinds [10,13,16] are applica-
ble, but due to fairly large state size (size of the FCSR), this does not give a successful
attack. Correlation attacks and linear cryptanalysis techniques [25,26] are also possible
approaches, but the nonlinearity of the carry in the FCSR makes this difficult, and no
promising ideas in this direction have been proposed. Also algebraic attacks has been
accounted for in the design. Another standard technique today is a chosen IV attack
[14,27,29], but the latest versions of the F-FCSR have not shown weaknesses in the
initialization. So apart from the initial flaws (on the IV-setup procedure, and a TMD
tradeoff attack), there were no known weaknesses of the core of these algorithms until
a preliminary version of this paper was presented in [17].

We present a new and severe cryptanalytic attack on the F-FCSR stream cipher fam-
ily. We give the details of the attack when applied to F-FCSR-H v2. The attack is based
on observing that the contribution of nonlinearity comes from the carry bits only and
that sometimes this contribution is too low and the system can be linearized. We de-
fine this as an event, and when the event occurs, we show how we can very efficiently
derive the whole state. The whole attack requires a few Mbytes of received sequence,
and the complexity is low enough to allow the attack to be performed on a single PC
within seconds. The attack has been fully implemented using the designers’ reference
implementation. Simulations show that the attack requires 224.7 keystream bytes for
F-FCSR-H v2 and 221.5 keystream bytes for F-FCSR-16.
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Since only the initialization was changed when updating F-FCSR-H to F-FCSR-H
v2, our state recovery attack will be identical for both these versions. For simplicity, we
will refer to this stream cipher as just F-FCSR-H.

In Sect. 2 we give an overview of the FCSR automaton and the F-FCSR construction.
In Sect. 3 we then discuss the underlying weaknesses giving the attack. In Sect. 4 we
give a description of the attack on F-FCSR-H, and in Sect. 5 we give a more detailed
analysis of parts of the attack and also give the estimated and simulated complexities.
In Sect. 6 we apply the same attack to the stream cipher F-FCSR-16. In Sect. 7 we give
a rough outline of how the key could be reconstructed from a known state. Finally, we
end with some conclusions.

2. Recalling the FCSR Automaton and the F-FCSR Construction

Let us start by recalling some useful facts from the theory on p-adic numbers. In partic-
ular, we consider only 2-adic numbers. For a more detailed overview of this subject, we
refer to any textbook on the subject (e.g., [24]) or the more comprehensive description
in [22], from which the brief reminder hereafter is largely inspired.

A 2-adic number a can be represented by a sequence of bits representing a binary
number

a = · · ·a2a1a0.a−1a−2 · · ·a−k,

where ai ∈ {0,1}. The sequence of bits extends infinitely to the left. A 2-adic number
may also be represented as a formal power series a = ∑∞

i=−k ai2i , ai ∈ {0,1}.
If we fix k = 0, i.e., we do not allow nonzero bits to the right of the binary point, we

get the 2-adic integers. A 2-adic integer a is written as a = ∑∞
i=0 ai2i , where ai ∈ {0,1}.

The set containing all such power series forms a ring with respect to usual addition and
multiplication. This ring of 2-adic integers is denoted Z2-adic (whereas Z2 denotes the
ring of integers modulo 2). The characterizing property of Z2-adic is that addition in
the ring has a “carry” property and can be compared to a usual integer addition of two
numbers in binary representation but with infinite word size. This may be illustrated by
comparing Z2-adic and the ring Z2[[X]] of formal power series in X. In Z2-adic addition
is performed by moving overflow bits to higher-order terms, since 2i + 2i = 2i+1. In
Z2[[X]] we would instead have Xi + Xi = 0.

Multiplication among 2-adic integers is done by a shift and add procedure. We can
also see that the additive and multiplicative identities are 0 and 1 (= 20), respectively.
Moreover, using the addition rule, it is easily seen that

1 + (
1 + 21 + 22 + 23 + · · · ) = 0,

and, hence, 1 + 21 + 22 + 23 + · · · = −1 in Z2-adic. If we write the integer q as

q = q0 + q12 + · · · + qr2r , qi ∈ {0,1}, 0 ≤ i ≤ r,

then

−q = (
1 + 21 + 22 + 23 + · · · )(q0 + q12 + · · · + qr2r

)
.
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We have demonstrated that Z2-adic contains all the integers. So Z ⊂ Z2-adic. Using long
division, we can verify that every odd integer q ∈ Z, i.e., integers with q0 = 1, has
a unique inverse in Z2-adic. This proves that every rational number p/q is in Z2-adic,
provided that q is odd. This leads to the following characterization theorem.

Theorem 1 [22]. There is a one-to-one correspondence between rational numbers
a = p/q (where q is odd) and eventually periodic binary sequences a = a0a1a2 · · · ,

which associates to each such rational number a, the bit sequence a0a1a2 · · · of its
2-adic expansion. The sequence a is strictly periodic if and only if a ≤ 0 and |a| < 1.

See [22] for proof details. Furthermore, let T = ordq(2) denote the order of the ele-
ment 2 in the multiplicative group Zq\{0}, i.e., T = ordq(2) is the smallest integer such
that 2T ≡ 1 (mod q).

Corollary 1 (Gauss). If p and q are relatively prime, −q < p < 0, and q is odd, then
the period T of the bit sequence for the 2-adic expansion of a = p/q is T = ordq(2).

A Feedback with Carry Shift Register (FCSR) is a device that computes the binary
expansion a of the 2-adic number a = p/q , where p and q are some fixed integers, with
q odd. For simplicity, we assume that q < 0 < p < |q|.

Similar to LFSRs, an FCSR can be implemented either with Fibonacci or Galois
representation. The Galois implementation is most suitable for hardware realization, and
this is the implementation used for all stream ciphers in the F-FCSR family. Thus, we
will restrict ourselves to this case in the following. Other representations in connection
with F-FCSR were considered in [15].

Following the notation from [6], the size n of the FCSR is the value such that n + 1
is the bitlength of |q|. In the stream cipher construction, p depends on the secret key
(and the IV), and q is a public parameter. From Corollary 1 we know that the choice of
q completely determines the length of the period T of the keystream as T = ordq(2).

An FCSR is defined by choosing q to be a negative prime 2n < −q < 2n+1 such
that T = ordq(2) = |q| − 1. Then, set d = (1 − q)/2 = ∑n−1

i=0 di2i and check that the
Hamming weight W(d) of the binary expansion of d is not too small, say W(d) > n/2.
Since W(d) is the number of carry cells used in the FCSR, and the carry cells are the
only components introducing nonlinearity, it is important that W(d) is not too small.

An example, also used in, e.g., [2,19], of a Galois FCSR is given in Fig. 1. It
contains two registers. One is the main register, denoted M, and the other is the
carry register C. In a Galois FCSR the main register M contains n cells. Let M =
(mn−1,mn−2, . . . ,m1,m0) and associate M to the integer M = ∑n−1

i=0 mi2i .
Recall the positive integer d = (1 − q)/2 and its binary representation d =∑n−1
i=0 di2i . The carry register contains l active cells where l + 1 is the number of

nonzero di binary digits in d . The active cells are the ones in the interval 0 ≤ i ≤ n − 2,
and dn−1 = 1 always hold. For this purpose, we write the carry register C as C =
(cn−2, cn−3, . . . , c1, c0) and associate C to the integer C = ∑n−2

i=0 ci2i . Note that only l

of the bits in C are active, and the remaining ones are set to zero. In the example given
in Fig. 1, the parameters are given by q = −347, d = 174 with its binary expansion
(10101110), n = 8, and l = 4.
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Fig. 1. Example of an FCSR.

For all defined variables, we also introduce a time index t and denote by M(t) the
content of M at time t . Similarly, C(t) denotes the content of C at time t . The contents
at time t of the individual cells in the FCSR are denoted mi(t) and ci(t).

The addition with carry, denoted � in Fig. 1, has a one bit memory (the carry). It
takes three inputs in total, two external inputs and the carry bit. It outputs the XOR of
the inputs and sets the new carry value to one if the integer sum of the three inputs is
two or three.

Let the integer p be written as p = ∑n−1
i=0 pi2i , where pi ∈ {0,1}. Then the 2-adic

expansion of the number p/q is computed by the automaton given in Fig. 1. To see this
we write the output sequence a in its 2-adic representation a = ∑∞

t=0 at2t . Each state
value of the two registers represent a certain value of the integer p. The initial value of
p is denoted p(0), and as the FCSR is updated, p is updated as p(0),p(1),p(2), . . . .

Assume that a is the 2-adic expansion of p/q . Then we can write p = q
∑∞

t=0 at2t . We
define the sequence p(t) as

p(t + 1) = p(t) − atq

2
≡ 2−1p(t) (modq). (1)

To see why this definition is natural, consider

p(0) = q
(
a0 + a12 + a222 + · · · ),

which corresponds to the sequence a0a1a2 · · · . According to (1), p(1) is written as

p(1) = p(0) − a0q

2
= q(a0 + a12 + a222 + · · · ) − a0q

2
= q

(
a1 + a22 + a322 + · · · ),

which shows that p(1)/q corresponds to the sequence a1a2a3 · · · , i.e., the sequence
a shifted one step in time. Generalizing this, it is easy to see that p(t)/q gives the
sequence atat+1at+2 · · · and p(t) = q

∑∞
j=t aj 2j−t . Also note that at = p(t) (mod 2).

The integer M corresponding to the main register is updated as

M(t + 1) = M(t) − m0(t)

2
+ m0(t)d + C(t) = M(t) + 2C(t) − m0(t)q

2
, (2)

using the fact that d = (1 − q)/2. Comparing (1) and (2), we see that if we write

p(t) = M(t) + 2C(t) (3)
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and let p = p(0) = M(0), i.e., C(0) = 0, then the FCSR indeed generates the 2-adic
expansion of p/q . Referring to Fig. 1, the output of the FCSR at time t is m0 = p(t)

(mod 2) = at .
Finally, we note that the FCSR automaton has n bits of memory in the main register

and l bits in the carry register, in total n + l bits. If (M,C) is our state, then many
states are equivalent in the sense that starting in equivalent states will produce the same
output. As the period is |q| − 1 ≈ 2n, the number of states equivalent to a given state is
in the order of 2l .

2.1. The F-FCSR-H Construction

The F-FCSR family of stream ciphers combines the FCSR automaton with a filtering
function. The filtering function extracts keystream bits from the state of the main register
in the FCSR automaton. The filter is a simple linear function of bits from the state. In
order to increase the throughput, the constructions extract not only one but many bits
each clock cycle. The number of extracted bits is eight for F-FCSR-H. Thus there are
eight different filters, now called subfilters, used to extract an 8-bit keystream byte after
each transition of the automaton.

A one bit filter F is a bitstring (f0, . . . , fn−1) of length n. The output bit of the filter
is defined to be

F(M) =
n−1⊕

i=0

fimi,

i.e., the scalar product. As F is a known string, the output is a linear function (in F2).
For the 8-bit filter, it consists of eight such binary functions F0,F1, . . . ,F7. However,

filter Fj uses only cells mi in the main register that satisfies i = j (mod 8).
The parameters for F-FCSR-H are now given. The proposal uses key length 80 and

an IV of bitsize v with 32 ≤ v ≤ 80. The FCSR length (size of the main register) is
n = 160. The carry register contains l = 82 cells. The feedback is determined by the
prime

q = 1993524591318275015328041611344215036460140087963.

This gives

d = (1 + |q|)/2 = (AE985DFF 26619FC5 8623DC8A AF46D590 3DD4254E)

(hexadecimal notation). So addition boxes and carry cells are present at the positions
matching the binary ones in the binary expansion of d . To extract one keystream byte,
F-FCSR-H uses the static filter

F = d = (AE985DFF 26619FC5 8623DC8A AF46D590 3DD4254E).

Using the designers notation, this means that the eight subfilters (subfilter j is ob-
tained by selecting the bit j in each byte of F ) are given by
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Fig. 2. An overview of F-FCSR-H and how the linear filter is used to produce the keystream.

F0 = (00110111010010101010), F4 = (01110010001000111100),

F1 = (10011010110111000001), F5 = (10011100010010001010),

F2 = (10111011101011101111), F6 = (00110101001001100101),

F3 = (11110010001110001001), F7 = (11010011101110110100).

So the F-FCSR-H generator outputs one byte every time instance, and it is simply given
as

z = (m8 + m24 + m40 + m56 + · · · + m136,m1 + m49 + · · · , . . . ,m23 + · · · ).
Figure 2 gives an overview of the F-FCSR-H stream cipher and how the filter function
is used to extract the output bits.

The key and IV initialization consists of loading key and IV into the main register,
clocking 20 times and extracting 20 bytes of output. These 160 bits are used as initial
state in the main register of the FCSR automaton, and it is clocked 162 times without
producing output. More details are given in Sect. 7.

The second relevant construction in the F-FCSR family, called F-FCSR-16, is con-
structed in a similar manner. More details on this are given in Sect. 6.

3. Weaknesses of the FCSR Automaton and the F-FCSR Family of Stream
Ciphers

As the filtering function is F2 linear, essentially all the security of the FCSR construc-
tions relies on the FCSR automaton ability to create nonlinearity. It might at first glance
look like this is achieved. The nonlinearity lies in the carry bit calculation, and carry bits
are quickly spread over the entire main register. They enter new carry bit calculations,
thus increasing the degree of nonlinear expressions rapidly. This is probably the first
way one tries to analyze the construction, looking at the algebraic expressions created
when the automaton is clocked a few times. It looks difficult to find some useful alge-
braic expression or some correlation between different variables that can be tracked all
the way to the keystream symbols.
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Instead, we look at the nonlinearity from a different perspective. The main obser-
vation we use is the fact that the carry bits in the carry register behave very far from
random. The key point is that they all have one common input variable, the feedback
bit. Let us look at what happens for a carry bit when the feedback bit is set to zero. We
can see that when the feedback bit is zero, then a carry bit that is zero must remain zero,
whereas if the carry bit is one, then by probability 1/2 it will turn to zero (assuming
random input on the active input). If we now assume that the feedback bit is zero a few
consecutive time instances, then it is very likely that the carry bit is pushed to zero.

Actually, the same arguments can be repeated when the feedback bit is one. Then the
carry is more likely to be one, and by repeatedly having ones on the feedback bit we
push the carry value to one. However, for the moment, we ignore this case.

Since the feedback bit is a common input to all carries, this has a dramatic effect on
the carry vector C. We know that C has l = 82 active cells (carry bits), and we can
expect that on average C will have a weight of 41. However, the weight is strongly
correlated to the values of the feedback bit. Every time the feedback bit is zero, all cells
in C that are zero must remain zero, whereas those with value one have a 50% chance
of becoming zero. So a zero feedback bit at time t gives a carry vector at time t + 1
of roughly half the weight compared to time t . This behavior is easily checked by just
running the generator and observing the contents of C.

Having found this crucial observation, the attack looks almost trivial. We assume
that we have a number of consecutive feedback bits all zero. This would push the carry
register to the all-zero content. Then we have 19 more zero feedback bits to keep C zero
all the time. During this time the generator outputs 20 bytes, or 160 bits. We can thus
reconstruct the main register from knowing these values and the fact that C is zero. The
only problem is that this does not work.

4. Describing the Attack

The underlying ideas of the attack were given in the previous section. However, the
assumption that a large number of consecutive zero feedback bits would push the weight
of C to zero is wrong. By simply running the generator we could see that this never
happened. Looking at the details, there is a simple explanation for this. If one considers
the FCSR automaton as illustrated in Fig. 2, especially the last (least significant) active
cell c1 among the carries. Assume that the feedback bits are zero from time t to t + t0
and the feedback bit at time t − 1 was one. Now since the feedback bit at time t − 1 was
one, and the feedback bits are zero from time t to t + t0, the last carry addition must
return zero to the next main register cell. Thus it must set the carry to one. Now, when
the carry is one, the only way we can have zero output, and thus zero feedback is if the
main register input to the last carry addition is one. Thus the last carry cell will never
be pushed to zero, as we initially hoped. The fact that the carry vector and the feedback
will not be zero for several consecutive clock cycles was actually observed in [9]. It was
shown that this situation can not occur if the FCSR automaton has reached a state of the
main cycle, which is the case for all proposed F-FCSR stream ciphers.

However, this is not a problem. Slightly modifying the approach will make it work.
As we described above, the all zero feedback sequence can appear if the main register
input to the last carry addition is the all-one sequence, and we start with setting the carry
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bit to one. Then the all zero feedback will push the weight of C to one (the last active
carry cell is always one). So it is natural to define the following event:

Event Ezero : C(t) = C(t + 1) = · · · = C(t + 19) = (0,0, . . . ,0,1,0).

Using our previous arguments, we would think that we need about log2 82 ≈ 7 zeros
in the feedback to push the weight of C to 1 and then an additional 19 zeros in the
feedback to keep C constant for 20 time instances. Assuming a uniform distribution
on the feedback bits, this would lead to a probability of very roughly 2−26 for the event
Ezero to happen. As we will see in the next section, it is possible to use more information
about the state in order to increase the efficiency of the attack. For now, let us just
assume that we know how the main register M at time t + 1, t + 2, . . . , t + 19 depends
on M(t) and that this dependency is linear.

Assuming that event Ezero occurs, the remaining part is to recover the main register
from the given keystream bytes z(t), z(t + 1), . . . , z(t + 19). This will lead to a linear
system of equations with 160 equations in 160 unknowns. This could basically be solved
through Gaussian elimination, costing something like 1603 operations. However, we
observe that the equations have the special byte structure explained before. There are
20 equations that only include the main register variables m0,m8,m16, . . . ,m152, there
are 20 equations that only include m1,m9,m17, . . . ,m153, etc. Note that we are only
shifting in zeros in M due to the assumption.

So it is much more efficient to treat each 20 by 20 system of equations independently.
Let us describe the received systems of linear equations in more detail. Note that, for
simplicity, in the presentation we disregard from the fact that we need to add a constant
1 to some equations, due to the fact that c1 = 1. We denote the least significant bit of
z(t) by z(t)0, the next bit by z(t)1, etc., i.e., the output byte z(t) at time t is given by

z(t) = (z(t)7︸︷︷︸
MSB

, z(t)6, z(t)5, z(t)4, z(t)3, z(t)2, z(t)1, z(t)0)︸ ︷︷ ︸
LSB

. (4)

Then the linear equations involving the main register bits mi when i ≡ 0 (mod 8) at
time t can be written as

z(t)0 = m8 ⊕ m24 ⊕ · · · ⊕ m136,

z(t + 1)7 = m24 ⊕ m40 ⊕ · · · ⊕ m152,

...

z(t + 19)5 = m32 ⊕ m48 ⊕ · · · ⊕ m152.

Similar equations containing only the main register bits mi such that i ≡ 1 (mod 8) can
also be listed. The same can then be done for equations using only bits mi where i ≡ 2
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(mod 8), etc. Altogether, we can for simplicity write

W0 = (
z(t)0, z(t + 1)7, . . . , z(t + 19)5

)
,

W1 = (
z(t)1, z(t + 1)0, . . . , z(t + 19)6

)
,

...

W7 = (
z(t)7, z(t + 1)6, . . . , z(t + 19)4

)
.

The vector of main register values m0,m8,m16, . . . ,m152 is denoted M̂0. Then we get

W0 = M̂0P0, (5)

where P0 is a known 20 by 20 matrix (determined from the filter F ). Similarly, M̂i ,
1 ≤ i ≤ 7, will denote the main register variables (mi,mi+8,mi+16, . . . ,mi+152). With
this notation we can write the eight 20 by 20 linear systems of equations as

W0 = M̂0P0, W1 = M̂1P1, . . . , W7 = M̂7P7. (6)

The idea is now to precompute, for each linear system, the solution M̂i for each
possible value of the vector of keystream bits Wi . This would require eight tables of
size 220 entries, each entry being a 20-bit vector. Though, the real time phase will be
more efficient if 20 bytes are stored in each entry, having values only in the bit positions
corresponding to the bits in M̂i . Then a full candidate state can be found by just XORing
together the eight saved contributions.

Finding the main register content would then require only to compute the vectors
Wi , 0 ≤ i ≤ 7, from the keystream and then eight table lookups to get the candidate
main register state. The part of a candidate main register state given by Wi is denoted
TABLEi[Wi].

We can note that the Pi matrices are not all of full rank. This means that for our
table of solutions, some Wi values will have no solutions, whereas other values will
have multiple (a power of two) solutions. This fact will then be combined over all eight
systems of equations, leading to a total number of S = ∏7

i=0 si solutions, where si is
the number of solutions to the ith system. Thus TABLEi[Wi] returns a set of zero or
more solutions.

In our case this property will increase the efficiency of the attack because if we get a
value W0 for which TABLE0[W0] returns no solutions, we can immediately stop and
conclude that our assumption of event Ezero was wrong.
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We now summarize our attack as follows.

0. for t = 1 to Tmax do
1. Select the 20 consecutive output bytes z(t), z(t + 1), . . . , z(t + 19).

for i = 0 to 7
Compute Wi

if TABLEi[Wi] has no solutions
go to 0.

else
store all possible values for M̂i .

end for
3. “Check candidate states”: Test all possible values of (M̂0,M̂1, . . . ,M̂7)

by checking if a candidate value generates z(t + 1), z(t + 2), . . . .

4. go to 0.

Note that we are still guessing a part of the state (the carry bits), so the computed
candidate main register state may not produce z(t + 1), z(t + 2), . . . , z(t + 19).

5. Improving the Attack Complexity

In the previous section we assumed that the carry vector was fixed to C(t) =
C(t + 1) = · · · = C(t + 19) = (0,0, . . . ,0,1,0) for all considered time instances. How-
ever we note that this is not necessary. As long as we can express the output bits in
z(t), z(t + 1), . . . , z(t + 19) as linear equations in the main register variables at time t ,
the attack will work.

Denote the state at time t as (M,C)(t) and let x represent bits in the state that the
output can be expressed as linear combinations of. Let ? represent bits that we do not
need to know the value of. Assume that the state (M,C)(t) is given by

(M,C)(t) = (xx · · ·xx0 11 · · ·11︸ ︷︷ ︸
16

00,000 · · ·0010).

Then, the state will be updated as

(M,C)(t + 1) = (xx · · ·xx0 11 · · ·11︸ ︷︷ ︸
15

00,000 · · ·0010),

(M,C)(t + 2) = (xx · · ·xx0 11 · · ·11︸ ︷︷ ︸
14

00,000 · · ·0010),

...

(M,C)(t + 15) = (xxxxxxxx · · ·xx0100,000 · · ·0010),

(M,C)(t + 16) = (xxxxxxxx · · ·xxx000,000 · · ·0010),

(M,C)(t + 17) = (xxxxxxxx · · ·xxxx10,000 · · ·0000),
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(M,C)(t + 18) = (xxxxxxxx · · ·xxxxx1,000 · · ·0000),

(M,C)(t + 19) = (xxxxxxxx · · ·xxxxxx, ???????????).

The only difference from the case presented in the previous section is that we should
not compensate for the carry bit when computing the state (M,C)(t + 18) and we need
to compensate for the 1 in the feedback when computing the state (M,C)(t + 19). Note
that the feedback used when calculating (M,C)(t + 19) will cause the carry vector to be
unpredictable. However, only M(t + 19) is used to extract z(t + 19), and knowledge of
the carry vector here is not necessary. Using these observations, we can conclude that we
only require the carry vector to take the value (0,0, . . . ,0,1,0) at least 17 consecutive
time instances. Thus, we update the definition of Ezero to

Event Ezero : C(t) = C(t + 1) = · · · = C(t + 16) = (0,0, . . . ,0,1,0). (7)

The probability of Ezero has been simulated using in total 2 TB data and 2000 different
keys and is estimated to be

P(Ezero) = 2−25.3. (8)

Thus, we would expect that we need on average 225.3 bytes of keystream to recover the
state.

Further, we can note that there is a dual of the event Ezero, denoted Eone. Analogously
to (7), we define this event as

Event Eone : C(t) = C(t + 1) = · · · = C(t + 16) = d ′ XOR 216, (9)

where d ′ is the hexadecimal representation of the least n − 1 significant bits of d . In
other words, this is the event when all active carries are set to one, except the last. In
this case we will have ones in the feedback, and the main register state at time t is given
by

M(t) = (xx · · ·xx1 00 · · ·00︸ ︷︷ ︸
16

11).

Simulations show that this event occurs with the same probability, i.e., P(Eone) =
P(Ezero) = 2−25.3. When recovering the internal state, we do not know which event
has occurred so both events need to be tested. Thus, the computational complexity re-
mains the same, but the amount of expected keystream will be halved, and we expect
that we need about 224.3 keystream bytes.

The attack using the observations from this section has been fully implemented. The
low complexity of the attack allows it to be simulated targeting the full version of F-
FCSR-H. Using 5000 random keys, the state was recovered using on average 223.7 bytes
of keystream. The success rate was 100%. The slightly lower amount of keystream
which was observed compared to the expected amount can easily be accounted for.
For each state, there are many equivalent states, and sometimes one of these equivalent
states is recovered. As an example, if C(t) = C(t + 1) = C(t + 15) = (0,0, . . . ,0,1,0)

but C(t − 1) �= (0,0, . . . ,0,1,0), then (M,C)t−1 can be recovered if it is equivalent to
another state (M′,C′) with C′ = (0,0, . . . ,0,1,0). Since the two states will merge after
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a few clocks, the attack will also recover the real state. The simulations were done using
an AMD Athlon 64 X2 Dual Core Processor 4200+, 2.21 GHz and 4 GB RAM. The
average time to recover the state was 10 seconds.

6. Applying the Attack to F-FCSR-16

The variant denoted F-FCSR-16 was proposed in [6]. By increasing the register size to
256 bits it was argued that it is possible to output 16 bits in each clock cycle instead
of eight bits as in F-FCSR-H. There are in total 16 filter functions, F0, . . . ,F15, each
filtering out one bit from the main register. The filter Fj uses main register cells mi that
satisfies i = j (mod 16). For the exact definition of the filter functions, we refer to [6].
However, we note that, similar to F-FCSR-H, the last carry bit is not active and is thus
not used in the filter either.

The attack as described on F-FCSR-H is immediately applicable to F-FCSR-16.
However, since each output gives us 16 equations, and there are 256 main register bits,
we only need 256/16 = 16 consecutive time instances during which we know the reg-
ister update. Thus, we define the two events

Event Ezero : C(t) = C(t + 1) = · · · = C(t + 12) = (0,0, . . . ,0,1,0),

Event Eone : C(t) = C(t + 1) = · · · = C(t + 12) = d ′ XOR 216.

Simulations show that P(Eone) = P(Ezero) = 2−22.0, and we expect that we need 221.0

keystream words (222.0 keystream bytes) to recover the state.
The state recovery attack was also implemented for F-FCSR-16, and since we some-

times recover equivalent states, the actual attack complexity is slightly lower than
expected. The state is recovered using on average 220.5 keystream words, i.e., 221.5

keystream bytes. The average attack time is less than 2 seconds using an AMD Athlon
64 X2 Dual Core Processor 4200+, 2.21 GHz and 4 GB RAM.

7. Recovering the Key

We have described a state recovery attack that completely breaks F-FCSR-H and F-
FCSR-16. We now outline how we can also derive the key from a known state at any
time t . We give the details for F-FCSR-H v2, but the reasoning will also apply to F-
FCSR-16. Note that the initialization was changed between F-FCSR-H and F-FCSR-H
v2, and in this section we will focus on the latter. In order to shortly describe how to
recover the key, we recall the initialization from the design document (reference code).
Inputs to the initialization are a key K of length 80 bits and an IV of length v ≤ 80 bits.
For simplicity, we fix the IV length to 80 bits.
Key+IV setup:

1. The main register M is initialized with key and IV by

M = K + 280IV = (IV ‖ K),

and the carry register is initialized by C = 0.
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2. A loop is iterated 20 times. Each iteration of this loop consists in clocking the
FCSR and then extracting a pseudorandom byte Si(0 ≤ i ≤ 19) using the filter.

3. The main register M is reinitialized with these bytes:

M = (S19, S18, . . . , S0),

and C = 0.
4. The FCSR is clocked 162 times (output is discarded).

Keystream generation:
Keystream is produced by first clocking the FCSR, then extracting one pseudorandom
byte using filter F as described before.

Let us assume that time t = 0 appears directly after Step 3 in the initialization above,
i.e.,

M(0) = (S19, S18, . . . , S0).

Recall from Sect. 2 that every state (M,C) is associated with an integer p, 1 ≤ p ≤ |q|,
as the state generates the 2-adic expansion of p/q , where p = M + 2C. The value of p

at time t is written as p(t).
Now assume that we have recovered the state M and the carry register C at some

time t . So p(t) is known. Thus p(0) can be derived since p(0) = p(t) · 2t (mod q).
This gives us knowledge of M(0) = (S19, S18, . . . , S0), since the carry register at time 0
was 0.

Recall that (S19, S18, . . . , S0) was the output from F-FCSR-H v2 when the main reg-
ister was initialized with IV and key bits with C = 0. If we for simplicity assume that
IV = 0, then the remaining problem is to reconstruct the key bits. We give a rough out-
line on how such a reconstruction could be done. A more careful analysis might reveal
more efficient ways to solve the problem.

The main register starts as M = (080 ‖ k79k78 · · ·k1k0) and C = 0. The FCSR is
clocked once before any output.

We start by guessing the first eight key bits k7, k6, . . . , k0 that control the feedback
during the generation of the first eight output bytes. With known feedback we can de-
scribe how every state bit can be expressed in algebraic form. Note that as long as we
have zero feedback, the carry register remains zero, and we just get linear equations
from the output bytes. The nonlinearity starts to grow when the feedback is one. So as-
suming that the first feedback bit is one, we can examine the equations from the output
bytes.

Similarly as before, let K̂0 = (k0, k8, . . . , k72), K̂1 = (k1, k9, . . . , k73), etc. Let Li (K̂i )

denote some linear function of variables in K̂i , and let Ci (K̂i1, K̂i2, . . . , K̂in) denote
some nonlinear function of variables in K̂i1, K̂i2, . . . , K̂in . Then the received equations
for the first output byte have the form

(S0)7 = L0(K̂0),

(S0)1 = L1(K̂1),

...
...

(S0)6 = L7(K̂7).
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The next output byte is written

(S1)6 = L8(K̂0) + C8(K̂7),

(S1)7 = L9(K̂1) + C9(K̂0),

...
...

(S1)5 = L15(K̂7) + C15(K̂6),

and then

(S2)5 = L16(K̂0) + C16(K̂6, K̂7),

(S2)6 = L17(K̂1) + C17(K̂7, K̂0),

...
...

(S2)4 = L23(K̂7) + C23(K̂5, K̂6),

and so on. The last one we use is

(S7)0 = L56(K̂0) + C56(K̂1, . . . , K̂6, K̂7),

(S7)6 = L57(K̂1) + C57(K̂2, . . . , K̂7, K̂0),

...
...

(S7)4 = L63(K̂7) + C63(K̂0, . . . , K̂5, K̂6).

When K̂i appears in the linear expression but not in the nonlinear expression in an
equation, we can use the equation to eliminate one variable. Starting with K̂7 we have
eight such equations. Since we guessed the first key byte K̂7 contains nine unknown
variables. By leaving or guessing one bit in K̂7 we can derive the remaining ones as
functions C(K̂0, . . . , K̂5, K̂6). These functions are inserted instead of K̂7 variables in the
remaining equations. Then examining the equations and looking for those with K̂6 only
in the linear part gives seven more equations that can be used to eliminate K̂6 variables.
Then the same for K̂5 gives six more equations, etc. Altogether we can remove 36
variables in this way, and we have to do a work effort of trying 244 choices of certain
key bits. The algebraic expressions we need to test can be precomputed. Observe that
if the first feedback bit is zero (probability 1/2), the complexity drops to 236, two zero
feedback bits give complexity 228, etc.

The key recovery part has not been fully implemented, but the given arguments show
that also key recovery can be done with low complexity.

8. Conclusions

We have given a very strong attack on the F-FCSR-H v2 and the F-FCSR-16 stream ci-
phers. F-FCSR-H v2 was selected for the eSTREAM portfolio [11]. The state recovery
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attack has been fully implemented to attack both variants using the designers reference
code. For F-FCSR-H (and F-FCSR-H v2), it succeeds in a few seconds using on aver-
age 223.7 bytes (≈13 Mbyte) of keystream. For F-FCSR-16, the amount of keystream
needed is 221.5 keystream bytes (≈3 Mbyte).

Instead of having a single keystream from one IV, the attack can also be applied if we
have only a few bytes, but instead from several different IVs. In that case we expect that
one of the IVs will initialize the cipher such that our events occur almost immediately.

The weakness that was exploited is that the FCSR automata sometimes temporarily
(almost) behaves as a regular LFSR. Together with the fact that the output filter is linear,
the complete cipher became temporarily linear, which allowed us to recover the internal
state.

Due to the weaknesses presented in this paper, F-FCSR-H v2 was removed from the
eSTREAM portfolio [12].
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Appendix A. A Brief History of FCSR Based Stream Ciphers

There are several examples of stream ciphers based on FCSRs. In particular, the stream
cipher family Filtered FCSR (F-FCSR) consists of several different constructions. In
this appendix we give a brief overview of the different constructions and cryptanalysis of
these. The idea of using FCSRs as a building block in stream ciphers was first given by
Klapper and Goresky in [21]. A more comprehensive introduction to FCSRs was later
given in [22], a paper that also gives an algorithm for FCSR synthesis. This synthesis
shows, similar to LFSR synthesis, how to reconstruct an FCSR from known output.
However it was only shown for the case where we are in Zp-adic where p is prime.
A synthesis algorithm that could be applied to any p were later given in [23] and [4].
A survey of results on FCSRs prior to 2004 can be found in [20].

Neither LFSRs nor FCSRs can be used alone as a stream cipher. Both need another
component in order not to be trivially breakable. An FCSR can be combined with a
linear component, and an LFSR has to be combined with a nonlinear component. Based
on these facts, a pseudorandom generator and a self-synchronizing stream cipher were
proposed in 2002, combining an LFSR and an FCSR [3]. The self-synchronizing stream
cipher was later broken using a chosen ciphertext attack [30]. In [1] Arnault and Berger
proposed to use an FCSR together with a linear output filter. The idea was to filter
out a subset of the main register cells by XORing them together. More specifically,
all cells immediately to the right of a feedback tap were included in this filter. The
paper did not specify an initialization algorithm, and how to incorporate an initialization
vector was not discussed. Since this was not an explicit stream cipher proposal, the
construction was not given a name other than the F-FCSR generator and can thus be
seen as a general method of how to construct stream ciphers using FCSRs with linear
output filters. Instead, four more explicit designs were proposed in [2]. The first was
called F-FCSR-SF1, which was equivalent to the design discussed in [1]. The second
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construction, called F-FCSR-SF8, used eight static filters and output eight bits/clock.
The last two constructions, F-FCSR-DF1 and F-FCSR-DF8, were similar, but instead
of a static filter, it was proposed that the output filter would be key dependent. The
initialization procedure proposed for these stream ciphers was to put the key in the main
register, the IV in the carry register, and then to clock the generator six times, discarding
the output, in order to make all main register cells dependent on the IV. Clocking six
times as initialization does not prevent an attacker from learning differences between
keystream bytes for initializations only differing in one IV bit. This was shown and
exploited by Jaulmes and Muller in [19]. By guessing a subset of the key bits, wrong
key candidates could be discarded using the knowledge of keystream differences. In the
same paper, also a time-memory-data tradeoff attack was given, exploiting the fact that
not all parts of the state provided entropy. All versions proposed in [2] were broken
using these attacks.

The stream cipher proposals submitted to eSTREAM were denoted F-FCSR-H and
F-FCSR-8. The former was targeting the hardware profile (profile 2), while the latter
was targeting the software efficient profile (profile 1). The size of the main register in F-
FCSR-H was 160 bits, and the initialization algorithm loaded key and IV into the main
register, put the carry register to the zero vector, and clocked the generator 160 times,
discarding the output. The filter function was static, outputting eight bits/clock. Thus, it
was based on the idea behind F-FCSR-SF8. The software oriented variant, F-FCSR-8,
had a main register of only 128 bits. It was based on the idea behind F-FCSR-DF8,
outputting eight bits/clock using a key dependent filter. The filter was constructed by
loading the main register with the key and clocking six times. If the content of the reg-
ister passed a suitability test it was used as filter, otherwise the FCSR was clocked six
more times, etc. The initialization algorithm clocked the FCSR 64 or 128 times depend-
ing on the size of the IV. While the number of initialization clocks were substantially
increased compared to the previous version, it was shown in [18] that the generators
were still prone to attacks on the initialization. A resynchronization attack applied to
F-FCSR-H resulted in a distinguishing attack and on F-FCSR-8 it could also recover
the key. The small state of F-FCSR-8 also made it prone to attacks.

In a short note [5] the designers presented how the algorithms could be tweaked in
order to prevent the suggested attacks. The initialization algorithm of F-FCSR-H was
changed. Instead of just clocking the register 160 times, as in the original version, the
register was first clocked 20 times. The output was used to reinitialize the main reg-
ister, and the FCSR was then clocked 162 times. For F-FCSR-8, the tweak was more
substantial. The main register was increased to 256 bits. The initialization was tweaked
similar to F-FCSR-H with the difference that it was clocked 258 times after reinitial-
ization instead. Increasing the main register to 256 bits meant that the speed (in soft-
ware) was halved. To compensate for this, the output filter (still key dependent) was de-
signed to output 16 bits/clock instead of previously eight. The name was also changed
to F-FCSR-8.2.

Before entering the second phase of eSTREAM, designers were given the opportunity
to tweak algorithms. This opportunity was taken by the F-FCSR designers, and [6]
describes the algorithms that were official in phase 2. The tweak to F-FCSR-H proposed
in [5] were kept. Later, in phase 3, the algorithm is referred to as F-FCSR-H v2 on the
eSTREAM web page, although this name is not explicitly mentioned in [6]. F-FCSR-8.2
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as described in [5] was dropped. Instead, this stream cipher also adopted the idea of a
static filter since a key dependent filter did not provide as high security as first expected.
Other features from F-FSCR-8.2 were kept, namely 16 bits/clock with a register of size
256 bits. This new version was called F-FCSR-16 and was claimed suitable for both
hardware and software.

While F-FCSR-16 targeted both the hardware and software profile of eSTREAM, it
has no apparent advantages over AES in software as it runs at less than half the speed.
Instead, two other stream ciphers based on FCSRs, called X-FCSR-128 and X-FCSR-
256, were proposed in [7]. These ciphers were very efficient in software and used two
FCSR together with an S-box. In [28], an attack on X-FCSR-256 were given. The attack
used the weakness presented in this paper as one component in the attack.

In 2008, further results on FCSRs and FCSR-based stream ciphers were given in [9],
which is the journal version of [8]. Among other things, the possibility that the carry
register could be zero for several consecutive register updates was discussed. It was
shown that all carry and register cells to the right of the rightmost feedback cell (in the
case of the carry the cell at the same position as the feedback cell is included) could not
be all zero at the same time if we are on the main cycle. We gave an intuitive explanation
of this in Sect. 4.

It is clear that the weakness given in this paper can be used to attack several ciphers
using FCSRs. However, the attractive properties of the sequences, together with the
inherent nonlinearity of the FCSR, motivate further research on stream ciphers incorpo-
rating this building block.
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