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#### Abstract

We present the first constant-round protocol for Oblivious Transfer in Maurer's bounded storage model. In this model, a long random string $\mathcal{R}$ is initially transmitted and each of the parties stores only a small portion of $\mathcal{R}$. Even though the portions stored by the honest parties are small, security is guaranteed against any malicious party that remembers almost the entire string $\mathcal{R}$ (but not all of it). Previous constructions for oblivious transfer in the bounded storage model required polynomially many rounds of interaction. In contrast, our protocol uses only five messages. In addition we also improve other parameters, such as the number of bits transferred and the probability of immaturely aborting the protocol due to failure.
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#### Abstract

Our techniques utilize explicit constructions from the theory of derandomization. In particular, we achieve the constant round complexity of our oblivious transfer protocol by constructing a novel four-message protocol for Interactive Hashing, in place of the well-known protocol by Naor et al. (known as the NOVY protocol) which involves many rounds of interaction. Our four-message interactive hashing protocol is constructed by use of $t$-wise independent permutations and may be of independent interest. For achieving constant-round complexity we also construct a new subset encoding scheme that is dense; namely, guarantees that almost every string in the image of the encoding function has a preimage. Other tools we employ include randomness extractors and averaging samplers.
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## 1. Introduction

Oblivious transfer (OT) is one of the fundamental building blocks of modern cryptography. First introduced by Rabin [50], oblivious transfer can serve as a basis to a wide range of cryptographic tasks. Most notably, any multi-party secure computation can be based on the security of OT. This was shown for various models in several works (see [55], [33], [41], [13], [35], and [16]). Oblivious transfer has been studied in several variants, all of which were eventually shown to be equivalent. In this paper we consider the one-out-of-two variant of OT by Even et al. [27], which was shown to be equivalent to Rabin's variant by Crépeau [12]. One-out-of-two OT is a protocol between two players, Alice holding two secrets $s_{0}$ and $s_{1}$, and Bob holding a choice bit $c$. At the end of the protocol Bob should learn the secret of his choice (i.e., $s_{c}$ ), but learn nothing about the other secret. More precisely, the latter means that the receiver Bob (malicious or not) learns information about at most one secret; that is, if he obtains any (partial) information about one of the two secret, then he learns nothing about the other secret. Alice, on the other hand, should learn nothing about Bob's choice $c$.

Traditionally, constructions for OT have been based on strong computational assumptions, either specific assumptions such as the hardness of factoring or Diffie-Hellman problems (see [50], [3], [28], and [45]) or generic assumptions such as the existence of enhanced trapdoor permutations (see [27], [33], [31], and [29]). In contrast, OT cannot be reduced in a black box manner to presumably weaker primitives such as one-way functions [39]. This state of affairs motivates the construction of OT in other types of setups. Indeed, protocols for OT have been suggested in different models such as under the existence of noisy channels [14] or quantum channels [14], [5], [18]. ${ }^{1}$ In this work we follow a direction initiated by Cachin et al. [9] and construct OT in the bounded storage model.
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### 1.1. The Bounded Storage Model

In contrast to the usual approach in modern cryptography, Maurer's bounded storage model [43] bounds the space (memory size) of dishonest players rather than their running time. In a typical protocol in the bounded storage model, a long random string $\mathcal{R}$ of length $N$ is initially broadcast and the interaction between the polynomial-time participants is conducted based on a short portion of $\mathcal{R} .{ }^{2}$ What makes such protocols interesting is that, even though the honest players store only a small fraction $k \ll N$ of the string $\mathcal{R}$, security is guaranteed even against dishonest players with space $K$ where $k \ll K<N$. Moreover, dishonest players are not restricted to be computationally bounded. (This is formalized by allowing dishonest players to choose an arbitrary memory function $g^{*}:\{0,1\}^{N} \rightarrow\{0,1\}^{K}$ and store $g^{*}(\mathcal{R})$. From that moment on, they are not bounded in any way.) Naturally, we'd like to maximize $K$ and minimize $k$. In this paper we have $K=\nu N$ for an arbitrary constant $\nu<1$ and $k$ will be about $K^{1 / 2}$.

The bounded storage model has two appealing properties: (1) The security obtained is information theoretic and thus everlasting in the sense that security is guaranteed even if adversaries acquire infinite space after the protocol is executed. (2) Protocols in the bounded storage model need not rely on any assumption except the limitation on the storage capabilities of the adversary. The latter property should be contrasted with traditional works in cryptography in which, besides bounding the adversary's computational capabilities, it is also required to rely on unproven hardness assumptions (such as the existence of enhanced trapdoor permutations or the hardness of factoring large integers). We mention that most of the previous work on the bounded storage model concentrated on private key encryption [43], [10], [2], [1], [23], [26], [42], [54] and key agreement [10].

### 1.2. Oblivious Transfer in the Bounded Storage Model

The first protocol for OT in the bounded storage model was given in [9]. This protocol requires $k \approx K^{2 / 3}$ and allows $K=\nu N$ for an arbitrary constant $\nu<1$. The error $\varepsilon$ in this protocol is rather large, $\varepsilon=k^{-O(1)}$. (Loosely speaking, the error $\varepsilon$ measures the probability that a dishonest receiver with storage bound $K$ learns information of both secrets.) A modified protocol with a smaller error $\varepsilon$ and smaller space $k$ was given in [22]. For every constant $c>0$, it achieves $k=K^{1 / 2+c}$ and $\varepsilon=2^{-k^{c^{\prime}}}$ where $c^{\prime}>0$ is a constant that depends on $c$. We mention that the security of [22] is proven in a slightly different (and weaker) model, where it is assumed that two random strings $\mathcal{R}_{1}, \mathcal{R}_{2}$ of length 6 K are transmitted one after the other and a malicious storage bounded receiver chooses what to remember about $\mathcal{R}_{2}$ as a function of what he remembers about $\mathcal{R}_{1}$. The work of [22] was subsequently extended to deal with one-out-of- $k$ OT for any small constant $k \geq 2$ in [37]. ${ }^{3}$ All protocols mentioned above require a lot of interaction. Specifically, for $\varepsilon=2^{-k^{o(1)}}$, they require the exchange of $k^{\Omega(1)}$ messages between the two players.
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### 1.3. Our Results

We give a constant round OT protocol in the bounded storage model. Our protocol uses five messages following the transmission of the random string $\mathcal{R}$. We achieve parameters $k$ and $\varepsilon$ similar to that of [22] (that is, for every $c>0$ there exists $c^{\prime}>0$ such that our protocol has $k=K^{1 / 2+c}$ and $\varepsilon=2^{-k^{c}}$ ) while working in the stronger model of [9]. Similar to [9] we can achieve $K=v N$ for an arbitrary constant $v<1$. In addition to being constant-round, our protocol also achieves the following improvements over [9] and [22]:

- The previous protocols are designed to transfer secrets in $\{0,1\}$. Thus, transferring long secrets requires many messages. Our protocol can handle secrets of length up to $k^{\Omega(1)}$ in one execution. ${ }^{4}$
- The previous protocols abort unsuccessfully with probability $\frac{1}{2}$ even if both players are honest. Our protocol aborts only with probability $2^{-k^{\Omega(1)}}$.
- For error $\varepsilon=2^{-k^{\Omega(1)}}$, the number of bits communicated in the two previous protocols is at least $K^{1 / 2}$. In contrast, for error $\varepsilon=2^{-k^{c}}$ our protocol communicates only $O\left(k^{c}\right)$ bits.

We also give a precise definition for the security of oblivious transfer in the bounded storage model, and we point out difficulties that arise when one attempts to consider the more standard notion of a simulation-based definition.

### 1.4. Interactive Hashing

As an essential building block of our OT protocol, we construct a novel constant-round two-to-one interactive hashing protocol for unbounded parties. Loosely speaking, in such a protocol Bob holds an input $W \in\{0,1\}^{m}$, and Alice and Bob want to agree on a pair $W_{0}, W_{1}$ such that $W_{d}=W$ for some $d \in\{0,1\}$, yet Alice does not know $d$. It is also required that a dishonest Bob cannot "control" both $W_{0}$ and $W_{1}$. In the context of this paper, for the latter it suffices that for any fixed "bad" set $S$ that is sufficently small, a dishonest Bob cannot force both $W_{0}$ and $W_{1}$ to be in $S$. (See Section 5 for a precise definition.) As proved in [9], the protocol of Naor et al. [44] (known as the NOVY protocol, originally used in the context of perfectly-hiding commitments) achieves two-to-one interactive hashing. One major drawback of the NOVY protocol, however, is that it requires $m-1$ rounds of interaction. In this paper, relying on an explicit construction of almost $t$-wise independent permutations, such as the constructions presented in [40] and references therein, we construct a new four-message protocol for two-to-one interactive hashing that can replace the NOVY protocol in the context of oblivious transfer in the bounded-storage model.

It is worth noting that since the security guarantees of this interactive hashing protocol hold against unbounded parties, the protocol is not restricted to the bounded storage model alone and may be of independent interest. On the other hand, our new fourmessage interactive hashing protocol cannot replace the NOVY protocol in the original context in [44], that is, for constructing perfectly hiding bit commitment schemes from

[^3]arbitrary one-way permutations. ${ }^{5}$ The NOVY protocol achieves a stronger simulationbased security for interactive hashing than the one defined here (see further details in Section 8). Another slight drawback of our interactive hashing protocol compared to the NOVY protocol is that it requires the knowledge of the size of the "bad" set $S$ (this is true only when the set $S$ is relatively large and contains a polynomial fraction of the all inputs). In the context of OT in the bounded storage model this requirement translates to knowledge of the storage bound of the malicious receiver, which is a standard requirement in the bounded storage model.

Organization. In Section 2 we present an overview of the techniques that were utilized to achieve our results. Some preliminaries are given in Section 3. Section 4 provides a precise definition of OT in the bounded storage model. In Section 5 we define the notion of "interactive hashing" and give a constant round protocol for interactive hashing. The OT protocol is presented in Section 6. Sections 6.1 and 7 are devoted to proving the correctness of the protocol. Finally, we conclude and mention some open problems in Section 8.

## 2. Overview of the Technique

As motivation for our protocol, we begin by suggesting a simple protocol for OT in the bounded storage model which is bad in the sense that it requires large storage from the honest parties: Alice is required to store all of the string $\mathcal{R}$ and Bob is required to store half this string. We partition the $N$-bit-long string $\mathcal{R}$ into two equally long parts $\mathcal{R}_{0}, \mathcal{R}_{1}$ of length $N / 2$. Recall that Alice has two secrets $s_{0}, s_{1}$ and Bob has a "choice bit" $c$ and wants to obtain $s_{c}$. Bob will choose which of the two parts $\mathcal{R}_{0}, \mathcal{R}_{1}$ to store depending on his "choice bit" $c$.

Intuitively, even if Bob is dishonest and has storage bound $\nu N$, there is an $I \in\{0,1\}$ such that Bob "does not remember" $(1-v) N / 2$ bits of information about $\mathcal{R}_{I}$. This can be formalized by saying that the conditional entropy of $\mathcal{R}_{I}$ given the memory content of Bob is roughly $(1-v) N / 2$. (Actually, in this paper, as in [9] and [22], we need to work with a variant of entropy called min-entropy.) Let $\operatorname{Ext}(X, Y)$ (Ext for extractor) denote a function such that whenever $X$ has sufficiently high min-entropy and $Y$ is uniformly distributed, then $\operatorname{Ext}(X, Y)$ is close to being uniformly distributed. (The reader is referred to [48] and [53] for surveys on extractors.) To complete the protocol, Alice sends $Z_{i}=s_{i} \oplus \operatorname{Ext}\left(\mathcal{R}_{i}, Y_{i}\right)$ for both $i=0$ and $i=1$. Note that an honest Bob can compute $\operatorname{Ext}\left(\mathcal{R}_{c}, Y_{c}\right) \oplus Z_{c}$ and obtain $s_{c}$. However, if Bob is dishonest then $Z_{I}$ is close to uniform from Bob's point of view and reveals no information about $s_{I} .{ }^{6}$ Note that even an unbounded, dishonest Alice cannot learn anything about Bob's choice bit $c$, as Bob does not send any messages during the protocol.

[^4]Input of Alice: Secrets $s_{0}, s_{1}$.
Input of Bob: Choice bit: $c \in\{0,1\}$.
A random string $\mathcal{R}=\left(\mathcal{R}_{0}, \mathcal{R}_{1}\right)$ is transmitted.
Alice: Store all of $\mathcal{R}$.
Bob: Store $\mathcal{R}_{c}$.
Alice: For $i \in\{0,1\}$, send a uniformly chosen seed $Y_{i}$, compute $V_{i}=\operatorname{Ext}\left(\mathcal{R}_{i}, Y_{i}\right)$, and $Z_{i}=V_{i} \oplus s_{i}$. Send $Y_{i}, Z_{i}$.
Bob: Compute $V_{c}=\operatorname{Ext}\left(\mathcal{R}_{c}, Y_{c}\right)$ and obtain $s_{c}=V_{c} \oplus Z_{c}$.

Fig. 1. A naïve protocol for OT.

Using a setup stage before the naïve protocol. The naïve protocol shown in Fig. 1 requires very large storage bounds from the honest parties. In order to instantiate it in a more efficient manner we will first apply a carefully designed setup stage (see Fig. 2). Our goal is that at the end of the setup stage the two players will agree on two small subsets $C_{0}, C_{1} \subseteq[N]$ of size $\ell \ll N$, such that Alice stores $\mathcal{R}_{0}=\mathcal{R}_{C_{0}}$ and $\mathcal{R}_{1}=\mathcal{R}_{C_{1}}$. (We use $\mathcal{R}_{C}$ to denote the $|C|$-bit-long string obtained by restricting $\mathcal{R}$ to the indices in $C$.) Bob remembers only one of $\mathcal{R}_{0}, \mathcal{R}_{1}$ and cannot remember too much information about the other string. Furthermore, Alice does not know which of the two strings is not known to Bob. Following the setup stage, the two parties can perform OT by using the naïve protocol. We call this second stage the transfer stage. As the sets $C_{0}, C_{1}$ are of size $\ell \ll N$, the storage required by the honest parties at the transfer stage is much smaller than before, and honest players can follow the naïve protocol with space $O(\ell) \ll N$.

Implementing the setup stage. An implementation for such a setup stage was suggested in [9] and [22]: Alice and Bob each choose a random subset of [ $N$ ] of size $n=\sqrt{2 N \ell}$. We denote them by $A$ and $B$, respectively. When the string $\mathcal{R}$ is transmitted, Alice and Bob store $\mathcal{R}_{A}$ and $\mathcal{R}_{B}$, respectively. Alice then sends $A$ to Bob. By the birthday paradox, with high probability $C=A \cap B$ is of size at least $\ell$. Note that Bob remembers $\mathcal{R}_{C}$, and Alice does not know $C$. To complete the setup stage, Alice and Bob play an interactive hashing protocol where Bob uses $W=C$ as input. We give a precise definition of "interactive hashing" later on. Following the interactive hashing protocol, Alice and

## A long random string $\mathcal{R}$ of length $N$ is transmitted.

Alice: Choose random $A \subseteq[N]$ of size $n$ and store $\mathcal{R}_{A}$.
Bob: Choose random $B \subseteq[N]$ of size $n$ and store $\mathcal{R}_{B}$.
Alice: Send $A$ to Bob.
Bob: Verify that $C=A \cap B$ is of size at least $\ell=n^{2} / 2 N$. If $C$ is large then randomly truncate it to size exactly $\ell$.
Alice and Bob: Play an interactive hashing protocol where Bob's input is $C$. Both Alice and Bob obtain $C_{0}, C_{1} \subseteq A$ such that $C \in\left\{C_{0}, C_{1}\right\}$.
At this point, Alice and Bob use the naïve protocol with $\mathcal{R}_{0}=\mathcal{R}_{C_{0}}$ and $\mathcal{R}_{1}=\mathcal{R}_{C_{1}}$.

Fig. 2. The protocol for the setup stage.

Bob obtain sets $C_{0}, C_{1} \subseteq A$ such that $C=C_{d}$ for some $d \in\{0,1\}$. The security of the interactive hashing protocol guarantees the following properties: (1) Alice does not know $d$. (2) Bob "does not remember a lot of information" about one of the strings $\mathcal{R}_{C_{0}}, \mathcal{R}_{C_{1}}$. Thus, the two sets $C_{0}, C_{1}$ satisfy the properties required above and the parties can complete the OT protocol by using the naïve protocol. ${ }^{7}$ Note that the setup stage requires the honest parties to store only $k=n=O(\sqrt{N \ell})$ bits. In this presentation, we did not discuss the security of Bob; however it is easy to see that even an unbounded Alice, who remembers all of $\mathcal{R}$, cannot learn any information about $c$.

Previous protocols. The protocols of [9] and [22] both use the setup stage described above. They implement interactive hashing using the NOVY protocol from [44] which takes $\ell=k^{\Omega(1)}$ rounds. Following the setup stage they perform what can be seen in retrospect as variants of our naïve protocol. (Both papers do not use extractors explicitly; however their strategies can be viewed as some (weak) implementations of extractors.)

Our improvements. Our main improvement comes from replacing the NOVY protocol for interactive hashing with a new four-message protocol. This protocol is based on explicit constructions of almost $t$-wise independent permutations. Some of the additional improvements are given by using competitive explicit constructions of extractors for the naïve protocol above. Another source of improvement comes from allowing Alice to choose the set $A$ using an averaging sampler. (The reader is referred to [30] for a survey on samplers.) Choosing the set $A$ using a competitive averaging sampler reduces the memory requirements of Alice and Bob, as well as the overall communication. We note that using a sampler to choose the set $B$ as well, we can further improve the total communication and memory requirements. We remark that the usefulness of extractors in the bounded storage model was demonstrated in [42] and [54], and that of averaging samplers was demonstrated in [54]. ${ }^{8}$ Our paper is another example of the usefulness of ideas from the theory of derandomization in the bounded storage model.

### 2.1. The Improved Interactive Hashing Protocol

In an interactive hashing protocol Bob holds an input $W \in\{0,1\}^{m}$ and at the end of the protocol both parties should agree on $W_{0}, W_{1}$. It is required that there is a $d \in\{0,1\}$ such that $W=W_{d}$ and that a dishonest Alice cannot learn $d$. The main requirement is that a dishonest Bob cannot "control" both $W_{0}$ and $W_{1}$. This is captured by the following condition: For every strategy of Bob and every set $S$ of size $2^{s}$ (where $s$ is a parameter), if Alice is honest then with high probability Bob cannot force that both $W_{0}$ and $W_{1}$ are in $S$.

A naïve solution. A naïve solution to this problem is that Alice sends a random two-toone "hash function" $h:\{0,1\}^{m} \rightarrow\{0,1\}^{m-1}$ and Bob replies with $z=h(W)$. Then the

[^5]two parties compute the two preimages $W_{0}, W_{1}$ of $z$ under $h$. Note that for $s>m / 2$ this protocol fails even if Alice sends a completely random function $h:\{0,1\}^{m} \rightarrow\{0,1\}^{m-1}$. (By the birthday paradox, for every $S$ of size $2^{s}>2^{m / 2}$ with high probability over $h$ there are $W_{0}, W_{1} \in S$ such that $h\left(W_{1}\right)=h\left(W_{2}\right)$.)

The NOVY protocol. The NOVY protocol [44] for interactive hashing can be thought of as a variant of the naïve solution described above in which Alice does not send "all" of the hash function at once. Alice chooses a random $(m-1) \times m$ matrix $A$ with entries in $\{0,1\}$ subject to the restriction that all the $m-1$ rows of $A$ are linearly independent. Every such $A$ defines a function $h_{A}(x)=A \cdot x$, which is clearly two-to-one. The protocol consists of $m-1$ rounds. In round $i$, Alice sends $A_{i}$ (the $i$ th row of $A$ ), and Bob replies with the $z_{i}=\left\langle A_{i}, W\right\rangle=h_{A}(W)_{i}$. Intuitively, revealing $h_{A}$ slowly in return to bits $z_{i}$ restricts Bob in the sense that he has to "choose at least part of his input" before seeing all of $h_{A}$.

The new protocol. In contrast to the naïve protocol which sends all of the two-to-one hash function at once, the NOVY protocol sends $m-1$ hash functions which together form a two-to-one function. Our improved protocol will use two hash functions that together form a two-to-one hash function. The first hash function is chosen from a family of permutations over $\{0,1\}^{m}$ with stronger independence properties. Namely, Alice chooses $\pi$ at random from a family of $m$-wise independent permutations. She then sends $\pi$ to Bob and in exchange Bob sends at once $z_{1}, \ldots, z_{v}$ where $z_{i}=\pi(W)_{i}$ and $v$ is close to $m$. We can show that the strong independence properties of $\pi$ "protect Alice" and allow the parties to engage in a new interactive hashing protocol for sending the remaining $m-v-1$ bits. It turns out that by choosing the parameters appropriately, the two parties can use the naïve solution (with a pairwise independent hash function $\left.g:\{0,1\}^{m-v} \rightarrow\{0,1\}^{m-v-1}\right)$ after the first round. As a result of that, we obtain a 2-round (4-messages) protocol. The precise protocol is described in Section 5.4.

Unfortunately, we are not aware of any explicit construction of a small sample space of exact $t$-wise independent permutations for $t>3$. Nevertheless, it has been shown how to construct a sample space of permutations in which all $t$ elements are close to being independent (see [40] and references therein), and we can carry out the argument with this weaker property.

## 3. Preliminaries

We use $[N]$ to denote the set $\{1, \ldots, N\}$. We use $X \stackrel{\mathrm{R}}{\leftarrow} S$ to denote uniformly choosing $X$ from $S$. For a set $A \subseteq[N]$ and a string $\mathcal{R} \in\{0,1\}^{N}$ we let $\mathcal{R}_{A}$ denote the substring of $\mathcal{R}$ consisting of the bits indexed by $A$. For a set $S$ and $\ell \leq|S|$, we use $\binom{S}{\ell}$ to denote the set of all subsets $T \subseteq S$ with $|T|=\ell$.

Definition 3.1 (2 $2^{k}$-to-1 Functions). A function $h:\{0,1\}^{m} \rightarrow\{0,1\}^{m-k}$ is $2^{k}$-to-1 if for every output of $h$ there are exactly $2^{k}$ pre-images. That is, $\left.\mid h^{-1}(z)\right\} \mid=2^{k}$ for every $z \in\{0,1\}^{m-k}$.

### 3.1. Encoding Subsets

We use a method of encoding sets in $\binom{[n]}{\ell}$ into binary strings. The following method was used in [9]:

Theorem 3.2 [11]. For every integers $\ell \leq n$ there is a one-to-one mapping $F:\binom{[n]}{\ell} \rightarrow$ $\left[\binom{n}{\ell}\right]$ such that both $F$ and $F^{-1}$ can be computed in time polynomial in $n$ and space $O\left(\log \binom{n}{\ell}\right.$.

Using Theorem 3.2 we can encode $\binom{[n]}{\ell}$ by binary strings of length $\left\lceil\log \binom{n}{\ell}\right\rceil$. However, it could be the case that images of subsets constitute only slightly more than half of the strings above. This is exactly what causes the protocols of [9] and [22] to unsuccessfully abort with probability $\frac{1}{2}$ (and is solved by repeating the protocol until the execution succeeds). Since in this work we are aiming for low round complexity, it would be beneficial to have the probability of unsuccessful abort to be significantly smaller than $\frac{1}{2}$. To achieve this, we will use a more redundant encoding. This encoding is more "dense" than the original one and thus guarantees that most strings can be decoded.

Definition 3.3 (Dense Encoding of Subsets). For every integer $\ell \leq n$ let $F$ be the mapping from Theorem 3.2. Given an integer $m \geq\left\lceil\log \binom{n}{\ell}\right\rceil$ we set $t_{m}=\left\lfloor 2^{m} /\binom{n}{\ell}\right\rfloor$. Define the mapping $F_{m}:\binom{[n]}{\ell} \times\left[t_{m}\right] \rightarrow\left[2^{m}\right]$ as $F_{m}(S, i)=(i-1)\binom{n}{\ell}+F(S)$ (every subset $S$ is mapped to $t_{m}$ different $m$-bit strings).

We now have the following lemma.
Lemma 3.4. For every $\ell \leq n$ and $m \geq\left\lceil\log \binom{n}{\ell}\right\rceil$, the encoding $F_{m}$ is a one-to-one mapping that is computable in time poly $(n, \log m)$ and space $O\left(\log \binom{n}{\ell}\right)+\log m$. Furthermore: (1) Let $D$ denote the image of $F_{m}$. The function $F_{m}^{-1}$ (defined over $D$ ) is also computable in time poly $(n, \log m)$ and space $O\left(\log \binom{n}{\ell}\right)+\log m$. (2) $|D| / 2^{m}>1-\binom{n}{\ell} / 2^{m}$.

We call the image $D$ of $F_{m}$ the set of valid encodings.
Proof. Note that $D=\left[t_{m} \cdot\binom{n}{\ell}\right]$. The encoding $F_{m}$ is one-to-one since for every $W \in D$, $F_{m}^{-1}(W)=F^{-1}\left(\left((W-1) \bmod \binom{n}{\ell}\right)+1\right)$. It is also easy to verify for each $W \in\left[2^{m}\right]$ whether $W \in D$, that is, whether $W$ is a valid encoding, by checking whether $W \leq t_{m} \cdot\binom{n}{\ell}$. Property (1) follows from the formula for $F_{m}^{-1}$ and the guarantee on $F_{m}$ (in Definition 3.3). Also, the number of distinct encodings in $D$ equals

$$
t_{m} \cdot\binom{n}{\ell}=\left\lfloor 2^{m} /\binom{n}{\ell}\right\rfloor \cdot\binom{n}{\ell} \geq\left(2^{m} /\binom{n}{\ell}-1\right) \cdot\binom{n}{\ell}=2^{m}-\binom{n}{\ell}
$$

and property (2) follows.

### 3.2. Min-entropy and Extractors

Min-entropy is a variant of Shannon's entropy that measures the randomness of a probability distribution or a random variable in the worst case. A distribution has high min-
entropy if the probability mass it assigns to every element of the probability space is small.

Definition 3.5 (Min-entropy). For a distribution $X$ over a probability space $\Omega$ the minentropy of $X$ is defined as $H_{\infty}(X)=\min _{x \in \Omega} \log (1 / \operatorname{Pr}[X=x])$. We say that $X$ is a $k$-source if $H_{\infty}(X) \geq k$; that is, for every $x \in \Omega, \operatorname{Pr}[X=x] \leq 2^{-k}$.

Definition 3.6 (Statistical Distance). Two distributions $P$ and $Q$ over $\Omega$ are $\varepsilon$-close (also denoted $P \stackrel{\varepsilon}{\equiv} Q$ ) if for every $A \subseteq \Omega,\left|\operatorname{Pr}_{x \leftarrow P}(A)-\operatorname{Pr}_{x \leftarrow Q}(A)\right| \leq \varepsilon$.

Thus, that two distributions $P$ and $Q$ are $\varepsilon$-close means that the maximum advantage of any unbounded distinguisher in distinguishing between $P$ and $Q$ is at most $\varepsilon$.

An extractor is a function that "extracts" randomness from arbitrary distributions which "contain" sufficient (min)-entropy [49].

Definition 3.7 (Strong Extractor). A function Ext: $\{0,1\}^{n_{E}} \times\{0,1\}^{d_{E}} \rightarrow\{0,1\}^{m_{E}}$ is a $\left(k_{E}, \varepsilon_{E}\right)$-strong extractor if for every $k_{E}$-source $X$ over $\{0,1\}^{n_{E}}$ the distribution $(\operatorname{Ext}(X, Y), Y)$, where $Y$ is uniform over $\{0,1\}^{d_{E}}$, is $\varepsilon_{E}$-close to $\left(U_{m_{E}}, Y\right)$, where $U_{m_{E}}$ is uniform over $\{0,1\}^{m_{E}}$ and independent of $Y$.

We remark that a regular (non-strong) extractor is defined in a similar way, with the random variables $(\operatorname{Ext}(X, Y), Y)$ and $\left(U_{m_{E}}, Y\right)$ above replaced by $\operatorname{Ext}(X, Y)$ and $U_{m_{E}}$, respectively.

### 3.3. Averaging Samplers and Min-Entropy Samplers

A fundamental lemma by Nisan and Zuckerman [49] asserts that given a $\delta v$-source $X$ on $\{0,1\}^{v}$, with high probability over choosing a subset $T \subseteq[v]$ of size $t, X_{T}$ is roughly a $\delta t$-source. Or in other words, that sampling a random piece from a source preserves the "min-entropy rate" of the source. As shown in [49], [52], and [54] the lemma does not require a uniformly chosen subset. It is sufficient that $T$ is chosen using a "good averaging sampler."

Definition 3.8 (Averaging Sampler). A function Samp: [L] $\rightarrow{ }^{[v]^{t}}$ is a $(\mu, \theta, \gamma)$ averaging sampler if for every function $f:[v] \rightarrow[0,1]$ with average value $(1 / v) \sum_{i} f(i) \geq \mu$,

$$
\operatorname{Pr}_{p \in[L]}\left[\frac{1}{t} \sum_{1 \leq i \leq t} f\left(\operatorname{Samp}(p)_{i}\right)<\mu-\theta\right] \leq \gamma
$$

The function Samp is said to have distinct samples if for every $p \in[L]$, the $t$ outputs of $\operatorname{Samp}(p)$ are distinct.

Averaging samplers have been the subject of a line of studies starting with [4]. For a survey of averaging samplers, see [30]. The following lemma asserts that using an
averaging sampler to sample a subset from a source with min-entropy rate $\delta$ roughly preserves the min-entropy rate of the source.

Lemma 3.9 [54]. Suppose that Samp: $[L] \rightarrow[v]^{t}$ is a $(\mu, \theta, \gamma)$-averaging sampler with distinct samples for $\mu=(\delta-2 \tau) / \log (1 / \tau)$ and $\theta=\tau / \log (1 / \tau)$. Then for every $\delta v$-source $X$ on $\{0,1\}^{v}$, the random variable $\left(P, X_{\operatorname{Samp}(P)}\right)$ where $P$ is uniform over $[L]$ is $\gamma+2^{-\Omega(\tau v)}$-close to a random variable $(P, Q)$ such that for every $p \in[L]$, the random variable $\left.Q\right|_{P=p}$ is a $(\delta-3 \tau) t$-source.

It will be convenient for us to state Lemma 3.9 in a different form. For this purpose we introduce the notion of a min-entropy sampler.

Definition 3.10 (Min-Entropy Sampler). A function Samp: $[L] \rightarrow[v]^{t}$ with distinct samples is a $\left(\delta, \delta^{\prime}, \varphi, \varepsilon\right)$-min-entropy sampler if for every $\delta v$-source $X$ over $\{0,1\}^{v}$ there is a set $G \subseteq[L]$ of density $1-\varphi$ such that for every $p \in G$ the distribution $X_{\operatorname{Samp}(p)}$ is $\varepsilon$-close to a $\delta^{\prime} t$-source.

With this notation we can restate Lemma 3.9 as follows:

Corollary 3.11. Suppose that Samp: $[L] \rightarrow[v]^{t}$ is a $(\mu, \theta, \gamma)$-averaging sampler with distinct samples for $\mu=(\delta-2 \tau) / \log (1 / \tau)$ and $\theta=\tau / \log (1 / \tau)$. Then there is a constant $c>0$ such that for every $0<\alpha<1$, Samp is a $\left(\delta, \delta-3 \tau,\left(\gamma+2^{-c \tau v}\right)^{1-\alpha},\left(\gamma+2^{-c \tau v}\right)^{\alpha}\right)$ -min-entropy sampler.

Proof. Let $c$ be the constant hidden in the statement of Lemma 3.9. That is, $\left(U_{r}, X_{\operatorname{Samp}\left(U_{r}\right)}\right)$ is $\gamma+2^{-c \tau v}$-close to a random variable $(P, Q)$ where $P$ is uniform over $\{0,1\}^{r}$ and for every $p \in\{0,1\}^{r}$, the random variable $\left.Q\right|_{P=p}$ is a $(\delta-3 \tau) t$-source. Let $B$ be the set of $p \in\{0,1\}^{r}$ such that the $X_{\operatorname{Samp}(p)}$ is not $\left(\gamma+2^{-c \tau v}\right)^{\alpha}$-close to a $(\delta-3 \tau) t$-source. It follows that the density $\varphi$ of $B$ is at most $\left(\gamma+2^{-c \tau v}\right)^{1-\alpha}$. This is because otherwise the statistical distance between $\left(U_{r}, X_{\operatorname{Samp}\left(U_{r}\right)}\right)$ and any $(P, Q)$ that satisfy the condition in Lemma 3.9 is at least $\varphi\left(\gamma+2^{-c \tau v}\right)^{\alpha}>\gamma+2^{-c \tau v}$. Let $G$ be the complement of $B$. The lemma follows.

### 3.4. The Random Subset Sampler

An averaging sampler is a way of choosing a set with certain "random properties." Naturally, choosing a set uniformly at random gives an averaging sampler. We now state the parameters of this sampler.

Definition 3.12 (The Random Subset Sampler). Given integers $v \geq t$, fix a mapping $E$ from $\left[\binom{v}{t}\right]$ to $\binom{[v]}{t}$, and let $R S:\left[\binom{v}{t}\right] \rightarrow\binom{[v]}{t}$ be $R S(p)=E(p)$.

The following lemma about random subset samplers is standard. We give a proof for completeness.

Lemma 3.13. There is a constant $c$ such that for every $v \geq t$ and every $\mu, \lambda>0, R S$ is a $\left(\mu, \lambda \mu, 2 e^{-\left(c \lambda^{2} t \mu\right)}\right)$-averaging sampler with distinct samples.

Proof. Consider the following probability space for choosing a subset $S \subseteq[v]$. For every $i \in[v]$ we independently choose whether $i \in S$ with probability $t^{\prime} / v$. For every $i \in[v]$ we define $X_{i}$ to be $f(i)$ if $i \in S$ and zero otherwise. Note that $E\left(X_{i}\right)=f(i) t^{\prime} / v$. Let $X=\sum X_{i}$, by linearity of expectation $E(X)=t^{\prime} \mu$. By Chernoff's inequality, there is a constant $c>0$ such that $\operatorname{Pr}\left[\left|X-t^{\prime} \mu\right|>\delta t^{\prime} \mu\right]<e^{-c \delta^{2} t^{\prime} \mu}$. Furthermore, another application of the inequality gives that $\operatorname{Pr}\left[\left||S|-t^{\prime}\right|<\delta t^{\prime}\right]<e^{-c \delta^{2} t^{\prime}}$. We now randomly add indices to $S$ to give a subset of size $t=(1+\delta) t^{\prime}$. Note that this sample space is $e^{-c \delta^{2} t^{\prime}}$-close to the sample space of choosing a random subset $T$ of size $t$. Consider $X^{\prime}=\frac{t^{\prime}}{v} \sum_{i \in S} f(i)$ for the enlarged $S$. It follows that $X^{\prime} \geq X$. We have that $\operatorname{Pr}\left[X^{\prime}<t^{\prime} \mu-\delta t^{\prime} \mu\right]<e^{-c \delta^{2} t^{\prime} \mu}$. We now want this event to hold whenever $\left\{X^{\prime}<\right.$ $t \mu-t \lambda \mu\}$ holds. A calculation shows that $\lambda \geq 2 \delta / 1+\delta$, which is satisfied for $\delta=\lambda / 2$. Thus, when choosing a random subset $T$ of size $t, \operatorname{Pr}\left[(1 / t) \sum_{i \in T} f(i)<\mu-\lambda \mu\right]<$ $2 e^{c \lambda^{2} t \mu / 4(1+\lambda / 2)} \leq 2 e^{-\Omega\left(\lambda^{2} t \mu\right)}$, where the last inequality follows because $\lambda<1$.

Corollary 3.14. For every $v \geq t$, and $\delta>0, R S$ is a $(\delta, \delta / 2, \varphi, \varepsilon)$-min-entropy sampler, for $\varphi=\varepsilon=3 \cdot 2^{-\Omega(\delta t / \log (1 / \delta))}$.

Proof. Let $\tau=\delta / 6, \mu=(\delta-2 \tau) / \log (1 / \tau)=4 \delta / 6 \log (6 / \delta)$ and $\theta=\tau / \log (1 / \tau)$. We choose $\lambda=\theta / \mu=1 / 4$ and apply Lemma 3.13. It follows that there exists a constant $d$ such that $R S$ is a $(\mu, \theta, \gamma)$-averaging sampler for $\gamma=2 e^{-d t \mu}$. By applying Corollary 3.11 with $\alpha=1 / 2$, there is a constant $c>0$ such that $R S$ is a $\left(\delta, \delta^{\prime}, \varphi, \varepsilon\right)$-min-entropy sampler for $\delta^{\prime}=\delta-3 \tau=\delta / 2$ and

$$
\begin{aligned}
\varphi=\varepsilon=\left(\gamma+2^{-c \tau v}\right)^{1 / 2} & \leq \gamma^{1 / 2}+2^{-c \tau v / 2} \\
& \leq 2 \cdot 2^{-\Omega(\delta t / \log (1 / \delta))}+2^{-\Omega(\delta v)} \\
& \leq 3 \cdot 2^{-\Omega(\delta t / \log (1 / \delta))},
\end{aligned}
$$

where the last inequality follows because $t \leq v$.

### 3.5. Some Useful Technical Lemmas

The following two lemmata measure the min-entropy in a $k$-source $X$ when conditioned on the event $\{Y=y\}$ where $Y$ is a (dependent) random variable over short strings. It is very useful for us as we often consider the information in the long random string $\mathcal{R}$ from the point of view of a bounded storage machine that stores only few bits of information about $\mathcal{R}$.

The following lemma is standard. We include a proof for completeness, and it may be instructive for understanding the proof of the next, related yet much more complicated, lemma.

Lemma 3.15. If $X$ is a $k$-source and $Y$ is over $\{0,1\}^{r}$ then with probability $1-\beta$ (over the choice of $y \leftarrow Y)(X \mid Y=y)$ is $a(k-r-\log (1 / \beta))$-source.

Proof. Let $B=\left\{y \mid \operatorname{Pr}[Y=y]<2^{-r-\log (1 / \beta)}\right\}$. It follows that $\operatorname{Pr}[Y \in B]<$ $2^{r} \cdot 2^{-r-\log (1 / \beta)} \leq \beta$. For every $y \notin B$ and $x$,

$$
\operatorname{Pr}[X=x \mid Y=y] \leq \frac{\operatorname{Pr}[X=x]}{\operatorname{Pr}[Y=y]} \leq \frac{2^{-k}}{2^{-r-\log (1 / \beta)}}=2^{-(k-r-\log (1 / \beta))}
$$

The next lemma is a strengthening of Lemma 3.15 and handles the case in which $X$ is only close to having high min-entropy.

Lemma 3.16. If $X$ is $\xi$-close to a $k$-source and $Y$ is over $\{0,1\}^{r}$ then with probability $1-\beta-\sqrt{2 \xi}$ (over the choice of $y \leftarrow Y)(X \mid Y=y)$ is $\sqrt{2 \xi}$-close to $a(k-r-$ $\log (1 / \beta)-1)$-source.

Proof. Let $T=\left\{x \mid \operatorname{Pr}[X=x]>2^{-(k-1)}\right\}$. We first show that

$$
\begin{equation*}
\operatorname{Pr}[X \in T] \leq 2 \xi \tag{1}
\end{equation*}
$$

Let $X^{\prime}$ be a $k$-source that is $\xi$-close to $X$, and let $P_{X}=\operatorname{Pr}[X \in T]$ and $P_{X^{\prime}}=\operatorname{Pr}\left[X^{\prime} \in T\right]$. We have that $\left|P_{X}-P_{X^{\prime}}\right|<\xi$. On the other hand we have that $P_{X} \geq|T| 2^{-(k-1)}$ and $P_{X^{\prime}} \leq|T| 2^{-k}$. Therefore,

$$
P_{X}-P_{X^{\prime}} \geq|T| 2^{-(k-1)}-|T| 2^{-k}=|T| 2^{-k} \geq P_{X^{\prime}}
$$

Thus, $P_{X^{\prime}} \leq \xi$. We now conclude that $P_{X} \leq P_{X^{\prime}}+\xi \leq 2 \xi$. Thus, (1) follows. Let $H=\left\{(x, y) \mid \operatorname{Pr}[X=x, Y=y]>2^{-(k-1)}\right\}$ and $H_{y}=\{x \mid(x, y) \in H\}$. Note that if a pair $(x, y) \in H$ then $x \in T$. Thus,

$$
\operatorname{Pr}[(X, Y) \in H] \leq \operatorname{Pr}[X \in T] \leq 2 \xi
$$

Let $v_{y}=\operatorname{Pr}\left[X \in H_{y} \mid Y=y\right]$. Let $A=\left\{y \mid v_{y} \geq \sqrt{2 \xi}\right\}$. We now bound the probability that $\{Y \in A\}$. We have that

$$
\begin{aligned}
2 \xi & \geq \operatorname{Pr}[(X, Y) \in H]=\sum_{y} \operatorname{Pr}[(X, Y) \in H \mid Y=y] \operatorname{Pr}[Y=y] \\
& =\sum_{y} \operatorname{Pr}\left[X \in H_{y} \mid Y=y\right] \operatorname{Pr}[Y=y] \\
& =\sum_{y} v_{y} \operatorname{Pr}[Y=y] \geq \sum_{y \in A} v_{y} \operatorname{Pr}[Y=y] \geq \operatorname{Pr}[Y \in A] \sqrt{2 \xi} .
\end{aligned}
$$

Thus, we have that $\operatorname{Pr}[Y \in A] \leq \sqrt{2 \xi}$. Let $B=\left\{y \mid \operatorname{Pr}[Y=y]<2^{-r-\log (1 / \beta)}\right\}$. It follows that $\operatorname{Pr}[B]<2^{r} \cdot 2^{-r-\log (1 / \beta)} \leq \beta$. Let $C=A \cup B$. We have that $\operatorname{Pr}[Y \in$ $C] \leq \beta+\sqrt{2 \xi}$. Finally, we show that for every $y \notin C$, the distribution $(X \mid Y=y)$ is $\sqrt{2 \xi}$-close to a $k-1-r-\log (1 / \beta)$-source. To see this we check that for every such $y$ and $x \notin H_{y}$,

$$
\operatorname{Pr}[X=x \mid Y=y]=\frac{\operatorname{Pr}[X=x, Y=y]}{\operatorname{Pr}[Y=y]} \leq \frac{2^{-(k-1)}}{2^{-(r+\log (1 / \beta))}}=2^{-(k-1-r-\log (1 / \beta))}
$$

The lemma follows as $\operatorname{Pr}\left[X \in H_{y} \mid Y=y\right]=v_{y}<\sqrt{2 \xi}$ and the weight of heavy elements is small.

The following lemma asserts that running a strong extractor on a $k$-source gives a distribution which is close to uniform for most choices of $y \in\{0,1\}^{d_{E}}$. We will use this to argue that if a random variable has high min-entropy from the point of view of some bounded storage machine $B^{*}$, then for most seeds $y$ applying an extractor gives a distribution which is (close to) uniform from the point of view of $B^{*}$ even if $y$ is revealed to $B^{*}$.

Lemma 3.17. If Ext: $\{0,1\}^{n_{E}} \times\{0,1\}^{d_{E}} \rightarrow\{0,1\}^{m_{E}}$ is a $\left(k_{E}, \varepsilon_{E}\right)$-strong extractor then for every $k$-source $X$ over $\{0,1\}^{n_{E}}$, with probability $1-2 \sqrt{\varepsilon_{E}}$ over the choice of $y \stackrel{\mathrm{R}}{\leftarrow}\{0,1\}^{d_{E}}$ the distribution $E(X, y)$ is $\sqrt{\varepsilon_{E}}$-close to uniform.

Proof. Assume by contradiction that for at least a $2 \sqrt{\varepsilon_{E}}$-fraction of $y$ 's, there was a distinguisher $D_{y}$ which distinguishes $E(X, y)$ from $U_{m_{E}}$ with advantage greater than $\sqrt{\varepsilon_{E}}$. Without loss of generality, assume that for at least a $\sqrt{\varepsilon_{E}}$-fraction of $y \mathrm{~s}$, $\operatorname{Pr}\left[D_{y}(E(X, y))=1\right]-\operatorname{Pr}\left[D_{y}\left(U_{m_{E}}\right)=1\right]>\sqrt{\varepsilon_{E}}$. It follows that there is a distinguisher for distinguishing $(E(X, Y), Y)$ from $\left(U_{m_{E}}, Y\right)$ with advantage greater $\sqrt{\varepsilon_{E}} \cdot \sqrt{\varepsilon_{E}}=\varepsilon_{E}$, a contradiction.

## 4. Oblivious Transfer in the Bounded Storage Model

We now turn to formally define oblivious transfer in the bounded storage model. We first note that formal definitions of oblivious transfer in information-theoretic settings have been previously proposed (see [6], [24], and [7]). Shortcomings of those previous definitions have been pointed out in a recent paper [15] which initiated a systematic study of general information-theoretically secure two-party protocols.

In this section we give an adequate definition of oblivious transfer in the bounded storage model. Our definition characterizes malicious strategies for Alice and Bob. Note that in the definitions below the malicious strategies are asymmetric. We restrict malicious strategies for Bob to have bounded storage while no bounds are placed on malicious strategies for Alice. Clearly, if a protocol is secure against unbounded strategies for Alice, it is also secure against bounded strategies. Thus, the security defined here is even stronger than that explained in the Introduction.

Definition 4.1 (Malicious Strategy for Alice). A (malicious) strategy $A^{*}$ for Alice is an unbounded interactive machine with inputs $\mathcal{R} \in\{0,1\}^{N}$ and $s_{0}, s_{1} \in\{0,1\}^{u}$. That is, $A^{*}$ receives $\mathcal{R}$ and $s_{0}, s_{1}$ and interacts with $B$. In each stage, it may compute the next message as any function of its inputs, its randomness, and the messages it received thus far. The view of $A^{*}$ when interacting with $B$ that holds input $c$ (denoted view ${ }_{A^{*}}^{\left\langle A^{*}, B\right\rangle}\left(s_{0}, s_{1} ; c\right)$ ) consists of its local output. ${ }^{9}$

The following definition captures a bounded storage strategy with storage bound $K$. Loosely speaking, the only restriction made on a bounded storage strategy $B^{*}$ is that

[^6]it has some (possibly probabilistic) memory function $g^{*}:\{0,1\}^{N} \rightarrow\{0,1\}^{K}$ and its actions depend on $\mathcal{R}$ only through $g^{*}(\mathcal{R})$. This formally captures that $B^{*}$ remembers only $K$ bits about $\mathcal{R}$.

Definition 4.2 (Bounded Storage Strategy for Bob). A bounded storage strategy $B^{*}$ for Bob with memory bound $K$ is a pair $\left(g^{*}, \widehat{B}^{*}\right)$ where:
$-g^{*}:\{0,1\} \times\{0,1\}^{N} \rightarrow\{0,1\}^{K}$ is an arbitrary (not necessarily efficiently computable) probabilistic function with input $c$ and $\mathcal{R}$.

- $\widehat{B}^{*}$ is an unbounded interactive machine with inputs $c \in\{0,1\}$ and $b^{*} \in\{0,1\}^{K}$.

The behavior described by a strategy $B^{*}$ with input $c$ is the following: When given the string $\mathcal{R} \in\{0,1\}^{N}, B^{*}$ computes $b^{*}=g^{*}(c, R)$. $B^{*}$ then interacts with $A$ using the interactive machine $\widehat{B}^{*}$ receiving inputs $c$ and $b^{*}$. The view of $B^{*}$ with input $c$ when interacting with $A$ with inputs $s_{0}, s_{1}$ (denoted view $\left.B_{B^{*}}^{\left\langle A, B^{*}\right\rangle}\left(s_{0}, s_{1} ; c\right)\right)$ is defined as the view of $\widehat{B}^{*}$ when interacting with $A$.

We now turn to the definition of oblivious transfer in the bounded storage model. The security of Bob asks that for any malicious strategy for Alice, its view is identically distributed whether Bob inputs $c=0$ or $c=1$. The definition of Alice's security is a bit more complex because one of her secrets is passed to Bob. For this definition, we partition every protocol that implements OT into two stages. The first stage is called the setup stage and includes the transmission of the long string $\mathcal{R}$ and all additional messages sent by Alice and Bob until the point where Alice first makes use of her input $s_{0}, s_{1}$. The remaining steps in the protocol are called the transfer stage. We also need the following definition:

Definition 4.3. Two pairs $\bar{s}=\left(s_{0}, s_{1}\right)$ and $\bar{s}^{\prime}=\left(s_{0}^{\prime}, s_{1}^{\prime}\right)$ are $c$-consistent if $s_{c}=s_{c}^{\prime}$.
The security of Alice asks that following the setup stage (which does not depend on the secrets), there is an index $\Gamma$ (possibly a random variable that depends on $\mathcal{R}$ and the messages sent by the two parties in the setup stage) such that Bob's view is (close to) identically distributed for every two $\Gamma$-consistent pairs. In other words, Bob's view is (almost) independent of one of the secrets (defined by $1-\Gamma$ ). We next present the actual definition.

Definition 4.4 (Oblivious Transfer). A protocol $\langle A, B\rangle$ is said to implement $(1-\varepsilon)$ oblivious transfer (OT) against storage $K$ if it is a protocol in which Alice inputs two (secrets) $s_{0}, s_{1} \in\{0,1\}^{u}$, in which Bob inputs a choice bit $c \in\{0,1\}$, and that satisfies:

Functionality: If Alice and Bob follow the protocol, then for any $s_{0}, s_{1}$ and $c$,

1. The protocol does not abort with probability at least $1-\varepsilon$.
2. If the protocol ends then Bob outputs $s_{c}$, whereas Alice outputs nothing.

Security for Bob: The view of any strategy $A^{*}$ is independent of $c$. Namely, for every $s_{0}, s_{1}$ :

$$
\left\{\operatorname{view}_{A^{*}}^{\left\langle A^{*}, B\right\rangle}\left(s_{0}, s_{1} ; c\right) \mid c=0\right\} \equiv\left\{\operatorname{view}_{A^{*}}^{\left\langle A^{*}, B\right\rangle}\left(s_{0}, s_{1} ; c\right) \mid c=1\right\}
$$

$(K, \varepsilon)$-Security for Alice: For every bounded storage strategy $B^{*}$ for Bob with memory bound $K$ and input $c$ there is a random variable $\Gamma$ defined by the end of the setup stage such that for every two pairs $\bar{s}$ and $\bar{s}^{\prime}$ that are $\Gamma$-consistent:

$$
\left\{\operatorname{view}_{B^{*}}^{\left\langle A, B^{*}\right\rangle}(\bar{s} ; c)\right\} \stackrel{\varepsilon}{=}\left\{\operatorname{view}_{B^{*}}^{\left\langle A, B^{*}\right\rangle}\left(\bar{s}^{\prime} ; c\right)\right\} .
$$

It is instructive to first consider an adversary Bob that is "semi-honest." Such an adversary follows the protocol, yet he stores additional information on $R$ and tries to use this information to learn both secrets. In this case, the definition above can be simplified and the random variable $\Gamma$ can be replaced by the choice bit $c$. However, in general Bob may ignore $c$ and decide to play using a choice bit $\Gamma$ that is chosen as a function of $\mathcal{R}$ and the messages in the setup stage. Thus, letting $\Gamma$ depend on $\mathcal{R}$ and the messages in the setup stage is unavoidable. The definition above guarantees that no matter how Bob decided to play there is always a secret that he does not learn. We stress that the security achieved in this definition is information theoretic. We remark that the definition would be meaningless if $\Gamma$ was allowed to depend on the secrets $s_{0}, s_{1}$, and indeed, this is the reason we partition protocols into a setup stage and a transfer stage. We require that the random variable $\Gamma$ is defined at the end of the setup stage and therefore it does not depend on $s_{0}, s_{1}$.

### 4.1. Using OT in the Bounded Storage Model as a Sub-Protocol

We remark that it does not immediately follow from the definition above that all the "standard" applications of OT can be performed in the bounded storage model. (This is also the case for the previous protocols in this model [9], [22].) Nevertheless, we now explain how this protocol can be used as a sub-protocol to perform other cryptographic tasks. For example, our OT protocol can be used in the construction of Kilian [41] to give a protocol for secure two-party computation in the bounded storage model. The security achieved guarantees that an unbounded party learns nothing about the input of the other party. In order to use our protocol as a sub-protocol inside other protocols we note that our security definition implies security by a simulation argument (although the simulator is not necessarily efficient). Loosely speaking, the simulation paradigm requires that any attack of a malicious party can be simulated in an ideal setting where the parties interact only through a trusted party. This insures that the protocol is as secure as an interaction in the ideal setting. The ideal setting for OT is that both players send their inputs $\left(s_{0}, s_{1} ; c\right)$ to a trusted party, and the trusted party sends $s_{c}$ to Bob. We need to show that any malicious bounded storage adversary in the bounded storage model can be simulated in a way that gives him the same information when interacting through the trusted party. A weakness of the argument we are about to present is that the simulation we give is not necessarily efficient. We stress that typically one requires that the simulators should run with essentially the same efficiency as the attack being simulated, and that this would provide a stronger notion of security. We now give a sketch of the simulator for a malicious receiver strategy $B^{*}$. (Likewise, a simulator for a malicious sender can be given.) The simulator plays the roles of both $B^{*}$ and $A$ in the protocol up to the transfer stage. At this point the simulator computes the random variable $\Gamma$ and calls the trusted party asking for secret $s_{\Gamma}$. It continues by simulating $A$
with inputs $s_{\Gamma}$ as received from the trusted party and a random $s_{1-\Gamma}$. By our security definition this turns out to be a valid simulation. We remark that the protocol presented in this paper does not suggest how to efficiently compute $\Gamma$ and this is why the simulation is not necessarily efficient. It now follows that any application of OT in which security of the protocol is proven using a simulation argument (as the aforementioned secure two-party computation of [41]) can be performed in the bounded storage model with information-theoretic security. Nevertheless, as our simulator is not efficient it does not follow that one can "mix" OT in the bounded storage model with cryptography based on computational hardness assumptions. It is an interesting open problem to come up with a protocol that can be efficiently simulated. A related problem is pointed out by Dziembowski and Maurer [25]. ${ }^{10}$

## 5. Interactive Hashing

One of the main tools we use in this paper is the interactive hashing protocol. While useful in the bounded storage model, it is important to note that interactive hashing is not necessarily related to this model. As a matter of fact, the definitions and protocols given here achieve security against all powerful adversaries with no storage bounds at all.

### 5.1. Definition of Interactive Hashing

Interactive hashing is a protocol between Alice with no input and Bob with an input string. At the end of the protocol Alice and Bob should agree on two strings: One should be Bob's input and intuitively the other should be random. Moreover, Alice should not be able to distinguish which is Bob's input and which is the random string.

Definition 5.1 (Interactive Hashing). A protocol $\langle A, B\rangle$ is called an interactive hashing protocol if it is an efficient protocol between Alice with no input and Bob with input string $W \in\{0,1\}^{m}$. At the end of the protocol both Alice and Bob output a (succinct representation of a) two-to-one function $h:\{0,1\}^{m} \rightarrow\{0,1\}^{m-1}$ and two values $W_{0}, W_{1} \in\{0,1\}^{m}$ (in lexicographic order) so that $h\left(W_{0}\right)=h\left(W_{1}\right)=h(W)$. Let $d \in\{0,1\}$ be such that $W_{d}=W$. Furthermore, if the distribution of the string $W_{1-d}$ over the randomness of the two parties is $\eta$-close to uniform on all strings not equal to $W_{d}$, then the protocol is called $\eta$-uniform interactive hashing (or simply uniform interactive hashing if $\eta=0$ ).

Definition 5.2 (Security of Interactive Hashing). An interactive hashing protocol is secure for $\mathbf{B}$ if for every unbounded strategy $A^{*}$, and every $W$, if $h, W_{0}, W_{1}$ are the outputs

[^7]of the protocol between an honest Bob with input $W$ and $A^{*}$, then
$$
\left\{\operatorname{view}_{A^{*}}^{\left\langle A^{*}, B\right\rangle}(W) \mid W=W_{0}\right\} \equiv\left\{\operatorname{view}_{A^{*}}^{\left\langle A^{*}, B\right\rangle}(W) \mid W=W_{1}\right\},
$$
where $\operatorname{view}_{A^{*}}^{\left\langle A^{*}, B\right\rangle}(W)$ is $A^{*}$ 's view of the protocol when $B$ 's input is $W$. An interactive hashing protocol is $(s, \rho)$-secure for $\mathbf{A}$ if for every $S \subseteq\{0,1\}^{m}$ of size at most $2^{s}$ and every unbounded strategy $B^{*}$, if $W_{0}, W_{1}$ are the outputs of the protocol; then
$$
\operatorname{Pr}\left[W_{0}, W_{1} \in S\right]<\rho
$$
where the probability is taken over the coin tosses of $A$ and $B^{*}$. An interactive hashing protocol is $(s, \rho)$-secure if it is secure for $B$ and $(s, \rho)$-secure for $A$.

Remark. The definition above does not deal with the case in which dishonest players abort before the end of the execution. Intuitively, such a definition is sufficient for our purposes since in our OT protocol, the interactive hashing is used before the players send any message that depends on their secrets, and thus their secrets are not compromised.

## 5.2. $t$-Wise Independent Permutations and Hash Functions

In our interactive hashing protocol we would like to use a random permutation on $m$-bit strings. However, a description of such a permutation would be exponentially long since there are $\left(2^{m}\right)$ ! such permutations. The solution is to use a permutation that falls short of being truly random but still has enough randomness to it. Specifically we want to efficiently sample a permutation $\pi$ out of a small space of permutations such that when applied on any $t$ points in $\{0,1\}^{m}, \pi$ behaves as a truly random permutation. Such a space is called a $t$-wise independent permutation space. Unlike in the case of functions, where there are extremely randomness efficient constructions of $t$-wise independent functions, we are unaware of such constructions for permutations. Instead we further relax our demands and ask the construction to be almost t -wise independent; that is, the distribution induced by the permutation $\pi$ on any $t$ points is statistically close to the distribution induced on these points by a truly random permutation. Formally:

Definition 5.3. An $\eta$-almost $t$-wise independent permutation space is a procedure that takes as input a seed of $l$ bits and outputs a description of an efficiently computable permutation in $S_{2^{m}},{ }^{11}$ with the property that a uniformly chosen seed induces a distribution $\Pi_{t, \eta}$ on permutations such that for any $t$ strings $x_{1}, \ldots x_{t} \in\{0,1\}^{m}$ :

$$
\left\{\pi\left(x_{1}\right), \ldots \pi\left(x_{t}\right)\right\}_{\pi \stackrel{\mathrm{R}}{\leftarrow} \Pi_{t, \eta}}^{\stackrel{\eta}{=}\left\{\pi\left(x_{1}\right), \ldots \pi\left(x_{t}\right)\right\}_{\pi \stackrel{\mathrm{R}}{ }}^{S_{2^{m}}} . . . . . . . .} .
$$

Such a construction was presented by Gowers [36] based on simple 3-bit permutations (another approach is based on a Feistel structure; see [46]). Recently, the efficiency of such constructions was improved by Hoory et al. [38] and Brodsky and Hoory [8] and ultimately by Kaplan et al. [40].

[^8]Theorem 5.4 [40]. There exists an $\eta$-almost $t$-wise independent permutation space $\Pi_{t, \eta}$ with $t=m, \eta=\left(1 / 2^{m}\right)^{t}$, and seed length $l=O(t m+\log (1 / \eta))=O\left(m^{2}\right)$. Furthermore, $\Pi_{t, \eta}$ runs in time and space polynomial in the seed length.

Pairwise independent permutations. A widely used tool is a pairwise independent permutation of strings of $m$ bits. This is simply a 2 -wise independent permutation as defined above (i.e., a 0 -almost 2 -wise independent permutation). The construction that we use identifies $\{0,1\}^{m}$ with the field $G F\left(2^{m}\right)$. A permutation is sampled by randomly choosing two elements $a, b \in G F\left(2^{m}\right)$ with the restriction that $a \neq 0$. The permutation is then defined by $g_{a, b}(x)=a x+b$ (where all operations are in the field). A pairwise independent permutation is therefore specified by $2 m$ random bits. We note that to construct a pairwise independent two-to-one hash function, one simply takes a pairwise independent permutation and omits the last bit of its output.

### 5.3. Partial Result: A Two-Message Interactive Hashing

We start by showing that when the bad set $S$ is small enough then the following naïve protocol is sufficiently good. In this two-message protocol called $2 \mathrm{M}-\mathrm{IH}$, Alice sends a random two-to-one hash function $h:\{0,1\}^{m} \rightarrow\{0,1\}^{m-1}$ and Bob replies with $z=$ $h(W)$.

Claim 5.5. For all $u$, the $2 \mathrm{M}-\mathrm{IH}$ protocol is a $\left(s, 2^{-(m-2 s+1)}\right)$-secure uniform interactive hashing.

Proof. The 2M-IH is clearly an interactive hashing protocol, and since $h$ is pairwise independent, then it is also uniform. ( $W_{1-d}$ is uniformly distributed over all strings barring $W_{d}$.) The $2 \mathrm{M}-\mathrm{IH}$ is also secure for $B$ since all that Bob sends to Alice is $h(W)$, which is the exact same view whether Bob has input $W=W_{1}$ or $W=W_{0}$. On the other hand, since $h$ is a pairwise independent hash function, then the probability over the choice of $h$ for any two strings $W_{0}, W_{1}$ to be mapped to a certain cell $z \in\{0,1\}^{m-1}$ is perfectly random; that is,

$$
\operatorname{Pr}_{h}\left[h\left(W_{0}\right)=h\left(W_{1}\right)=z\right]=2 \cdot \frac{1}{2^{m}} \cdot \frac{1}{2^{m}-1} .
$$

Denote $X_{z}=1$ if both strings mapped to cell $z$ are from the set $S$ and $X_{z}=0$ otherwise. Then

$$
\operatorname{Pr}_{h}\left[X_{z}=1\right] \leq\binom{ 2^{s}}{2} \operatorname{Pr}_{h}\left[h\left(W_{0}\right)=h\left(W_{1}\right)=z\right] \leq \frac{2^{s}}{2^{m}} \cdot \frac{2^{s}-1}{2^{m}-1} \leq \frac{2^{2 s}}{2^{2 m}}
$$

Denote by $X$ the number of cells $z$ such that both values mapped into $z$ are from the set $S$, then

$$
E(X)=E\left(\sum_{z} X_{z}\right)=\sum_{z} E\left(X_{z}\right) \leq 2^{m-1} \cdot \frac{2^{2 s}}{2^{2 m}} \leq 2^{-(m-2 s+1)}
$$

The protocol is insecure only if Bob finds a cell $z$ with two bad values, that is, only if $X \geq$ 1. However, using Markov's inequality we have that $\operatorname{Pr}[X \geq 1] \leq E(X) \leq 2^{-(m-2 s+1)}$. Thus this protocol is $\left(s, 2^{-(m-2 s+1)}\right)$-secure for Alice.

```
4M-IH (Four-Message Interactive Hashing)
    Common Input: Parameters \(m\) and \(s\).
        Let \(v=s-\log m\).
        A family \(\Pi\) of \(\eta\)-almost \(t\)-wise independent permutations \(\pi:\{0,1\}^{m} \rightarrow\{0,1\}^{m}\).
        Set \(t=m\) and \(\eta=\left(1 / 2^{v}\right)^{t}\).
    A family \(G\) of 2-wise independent 2-1 hash functions \(g:\{0,1\}^{m-v} \rightarrow\{0,1\}^{m-v-1}\).
    A family \(H\) (induced by \(\Pi, G\) ) of 2-1 hash functions \(h:\{0,1\}^{m} \rightarrow\{0,1\}^{m-1}\)
    defined as \(h(x) \stackrel{\text { def }}{=} \pi(x)_{1}, \ldots, \pi(x)_{v}, g\left(\pi(x)_{v+1} \ldots, \pi(x)_{m}\right)\), where \(\pi(x)_{i}\) denotes
    the \(i\) th bit of \(\pi(x)\).
Input of Alice: \(\perp\).
Input of Bob: \(W \in\{0,1\}^{m}\).
    - Alice: Choose \(\pi \stackrel{\mathrm{R}}{\leftarrow} \Pi\). Send \(\pi\) to Bob.
    - Bob: Compute \(z_{1}, \ldots z_{m}=\pi(W)\). Send \(\pi^{\prime}(W)=z_{1}, \ldots, z_{v}\) to Alice (let \(\pi^{\prime}\)
        denote \(\pi\) when truncated to its first \(v\) bits).
    - Alice: Choose \(g \stackrel{\mathrm{R}}{\leftarrow} G\). Send \(g\) to Bob.
    - Bob: Send \(g\left(z_{v+1}, \ldots, z_{m}\right)\) to Alice.
    - Alice and Bob: Output \(W_{0}, W_{1}\) s.t. \(h\left(W_{0}\right)=h\left(W_{1}\right)=h(W)\).
```

Fig. 3. The four-message protocol for interactive hashing.

### 5.4. A Four-Message Protocol for Interactive Hashing

The two-message protocol is useful when the bad set $S$ is very small. However, if $S$ is large (for example, if $|S|>2^{m / 2}$ ) then this protocol does not suffice. We need to deal with a large set $S$ in our application for OT in the bounded storage model. It was observed in [9] that the protocol of [44] can handle large sets. However, the interactive hashing protocol of [44] requires $m-1$ rounds of communication. We present a four-message protocol in Fig. 3.

Theorem 5.6. For all $s, m$ such that $s \geq \log m+2$, the $4 \mathrm{M}-\mathrm{IH}$ protocol is an $\left(s, 2^{-(m-s)+O(\log m)}\right)$-secure $\eta^{\prime}$-uniform interactive hashing protocol for $\eta^{\prime}=$ $\left(1 / 2^{s-\log m-1}\right)^{m}<2^{-m}$.

Proof. We start by noting that the protocol is efficient for both parties due to the efficiency of the permutations used. Furthermore, they can run in small space. This is an $\eta^{\prime}$-uniform interactive hashing protocol since $h$ is $\eta$ close to pairwise independent. Therefore for any value $w^{\prime}$ and input $W$, the distribution of the pair $\left(h(W), h\left(w^{\prime}\right)\right)$ is $\eta$-close to that of a random permutation. The probability that $W_{1-d}=w^{\prime}$ is therefore $\eta$-close to $1 /\left(2^{m}-1\right)$. Summing the distance to uniformity over all possible values $w^{\prime}$, we get that $W_{1-d}$ is distributed $\eta^{\prime}=2^{m} \cdot \eta$ close to uniform. The $4 \mathrm{M}-\mathrm{IH}$ protocol is secure for $B$ since no matter what strategy $A^{*}$ Alice uses, the messages that Bob sends are identical whether his input is $W=W_{0}$ or $W=W_{1}$ (recall that $h\left(W_{0}\right)=h\left(W_{1}\right)$ ). This protocol has two stages of question and answer (four messages), and in order to prove the security for $A$ we view each of these two parts separately. In the first part, all strings $W \in\{0,1\}^{m}$ are divided by $\pi^{\prime}$ into $2^{v}$ cells (according to the value of $\pi^{\prime}(W)$ ). Our goal
is to show that no cell $z^{\prime} \in\{0,1\}^{v}$ has too many strings from the bad set $S$ mapped to it. The second part of the protocol can then be viewed as implementing the $2 \mathrm{M}-\mathrm{IH}$ protocol on strings in the cell $z^{\prime}$, yielding the security of the combined protocol (the portion of bad strings in the cell $z^{\prime}$ is reduced to less than a square root of the strings in the cell). We start by bounding the probability that a specific set of $t$ strings are mapped by $\pi^{\prime}$ to the same cell $z$.

Claim 5.7. For every $z \in\{0,1\}^{v}$ and all $x_{1}, \ldots, x_{t} \in\{0,1\}^{m}$ we have that

$$
\rho=\operatorname{Pr}_{\pi \in \Pi}\left[\pi^{\prime}\left(x_{1}\right)=\pi^{\prime}\left(x_{2}\right)=\cdots=\pi^{\prime}\left(x_{t}\right)=z\right] \leq\left(\frac{1}{2^{v}}\right)^{t}+\eta
$$

Proof. Suppose that $\pi$ were a $t$-wise independent function (and not permutation), then for every $x_{i} \in\{0,1\}^{m}$ we have that the probability that $\pi^{\prime}\left(x_{i}\right)=z$ is exactly $1 / 2^{v}$ and the probability that this is the case for $t$ different values is exactly $\left(1 / 2^{v}\right)^{t}$. However, since $\pi$ is a permutation, this probability is smaller since for every $i$ we have $\operatorname{Pr}\left[\pi^{\prime}\left(x_{i}\right)=z \mid \pi^{\prime}\left(x_{1}\right)=\pi^{\prime}\left(x_{2}\right)=\cdots=\pi^{\prime}\left(x_{i-1}\right)=z\right] \leq 1 / 2^{v}$. However, as $\pi$ is actually an almost $t$-wise independent permutation, the probability on $t$ elements may deviate by up to $\eta$ from the truly random permutation, and therefore $\rho \leq\left(1 / 2^{v}\right)^{t}+\eta$.

Let us focus on a specific cell $z \in\{0,1\}^{v}$. For every set of $t$ elements $x_{1}, \ldots, x_{t} \in S$, denote by $Y_{z}^{\pi}\left(x_{1}, \ldots, x_{t}\right)$ the indicator random variable that indicates whether or not all $x_{i}$ are mapped to $z$ by $\pi^{\prime}$. That is,

$$
Y_{z}^{\pi}\left(x_{1}, \ldots, x_{t}\right)= \begin{cases}1, & \pi^{\prime}\left(x_{1}\right)=\pi^{\prime}\left(x_{2}\right)=\cdots=\pi^{\prime}\left(x_{t}\right)=z \\ 0, & \text { otherwise }\end{cases}
$$

Let $Y_{z}^{\pi}$ denote the number of strings from $S$ mapped to cell $z$ by $\pi^{\prime}$. Let $E=2^{s} / 2^{v}$, which is the expected number of strings from $S$ in each cell, if the cells were divided uniformly among all strings in $S$. We claim that, with high probability, $Y_{z}^{\pi}$ does not deviate much from $E$.

Lemma 5.8. Let $t-1 \leq E$. Then for all $z \in\{0,1\}^{v}$,

$$
\operatorname{Pr}_{\pi \in \Pi}\left[Y_{z}^{\pi} \geq 3 E\right] \leq 2^{-(t-1)}
$$

Proof. Consider the table of all possible $Y_{z}^{\pi}\left(x_{1}, \ldots, x_{t}\right)$, where each row stands for a specific set $\left\{x_{1}, \ldots, x_{t}\right\}$ where each $x_{i} \in S$, and each column stands for a choice of $\pi$. By Claim 5.7, the fraction of ones in each row, and hence the fraction of ones in the whole table, is at most $\left(1 / 2^{v}\right)^{t}+\eta$. On the other hand, for each $\pi$ such that $Y_{z}^{\pi} \geq 3 E$ there are at least $\binom{3 E}{t}$ sets of $t$ elements for which $Y_{z}^{\pi}\left(x_{1}, \ldots, x_{t}\right)=1$; therefore the fraction of ones in the table is at least $\operatorname{Pr}_{\pi \in \Pi}\left[Y_{z}^{\pi} \geq 3 E\right] \cdot\binom{3 E}{t} /\binom{2^{s}}{t}$. Therefore we get that

$$
\operatorname{Pr}_{\pi \in \Pi}\left[Y_{z}^{\pi} \geq 3 E\right] \leq \frac{\binom{2^{s}}{t}}{\binom{3 E}{t}}\left(\left(\frac{1}{2^{v}}\right)^{t}+\eta\right)
$$

Recall that $\eta=\left(1 / 2^{v}\right)^{t}$ and using the fact that $\binom{a}{c} /\binom{b}{c} \leq(a /(b-c+1))^{c}$ we get

$$
\operatorname{Pr}_{\pi \in \Pi}\left[Y_{z}^{\pi} \geq 3 E\right] \leq\left(\frac{2^{s}}{3 E-t+1}\right)^{t} \cdot 2 \cdot\left(\frac{1}{2^{v}}\right)^{t}
$$

Since $t-1 \leq E$ and $E=2^{s} / 2^{v}$,

$$
\begin{aligned}
\operatorname{Pr}_{\pi \in \Pi}\left[Y_{z}^{\pi} \geq 3 E\right] & \leq 2 \cdot\left(\frac{2^{s}}{2 E 2^{v}}\right)^{t} \\
& \leq 2 \cdot\left(\frac{2^{s}}{2\left(2^{s} / 2^{v}\right) 2^{v}}\right)^{t}=2 \cdot 2^{-t}
\end{aligned}
$$

This completes the proof of Lemma 5.8.

As a corollary of Lemma 5.8 we get that with high probability there is no cell that contains a large number of bad elements. Applying a union bound gives

$$
\operatorname{Pr}_{\pi \in \Pi}\left[\exists z \text { s.t. } Y_{z}^{\pi} \geq 3 E\right] \leq 2^{-(t-1-v)}
$$

Recall that $t=m$ and $v=s-\log m$. So the condition $t-1 \leq E$ in Lemma 5.8 holds, and thus the probability of error here is $2^{-(m-s)-\log m+1}$. Assuming that indeed for all cells $z$ we have $Y_{z}^{\pi}<3 E$, then the second part of the protocol is actually running the $2 \mathrm{M}-\mathrm{IH}$ on the strings in a specific cell $z^{\prime}$. This cell contains all the possible extensions of $z^{\prime}$ into an $m$ bit string. Therefore, the $2 \mathrm{M}-\mathrm{IH}$ is run on strings of length $m^{\prime}=m-v$. There are no more than $2^{s^{\prime}}=4 \cdot 2^{s-v}$ strings that belong to the bad set $S$. According to Claim 5.5 the second part of the protocol is an $\left(s^{\prime}, 2^{-\left(m^{\prime}-2 s^{\prime}+1\right)}\right)$-interactive hashing protocol. The probability that Bob can choose a cell with two string from the bad set is therefore $2^{-\left(m^{\prime}-2 s^{\prime}+1\right)}=2^{-(m-v-2(s-v+2)+1)}=2^{-(m-s)+\log m+3}$. Combined with the probability that there exists a $z$ with $Y_{z}^{\pi} \geq 3 E$ we get that the probability that any strategy $B^{*}$ that Bob plays succeeds in choosing both $W_{0}$ and $W_{1}$ in the set $S$ is at most $2^{-(m-s)+O(\log m)}$.

## 6. The Oblivious Transfer Protocol

Our BS-OT protocol is presented in Fig. 4. The protocol relies on three ingredients: An extractor, a min-entropy sampler, and an interactive hashing protocol. The precise requirements from the ingredients are presented in Fig. 5.

In our suggested implementation of BS-OT we choose Samp $_{A}$ to be the sampler from [54], Ext to be an extractor from [51], and we use the 4M-IH interactive hashing protocol from the previous section. The precise choices of parameters for these ingredients appear in Section 6.1. These choices meet the requirements of Fig. 5 with $\varepsilon=2^{-\Omega(\ell)}$. The main theorem of this paper asserts that this implementation of BS-OT is a constant-round protocol for oblivious transfer in the bounded storage model. At first reading, the reader may safely ignore the sampler and assume that the set $A$ is chosen uniformly at random. That is, assume that $\operatorname{Samp}_{A}$ is the identity mapping on $\binom{[N]}{n} .{ }^{12}$

[^9]Input of Alice: Secret strings $s_{0}, s_{1} \in\{0,1\}^{u}$.
Input of Bob: Choice bit $c \in\{0,1\}$.

## Setup Stage:

Subsets Stage: Alice and Bob store subsets of the string $\mathcal{R} \in\{0,1\}^{N}$.

- Alice: Choose $P \stackrel{\mathrm{R}}{\leftarrow}\left[L_{A}\right]$. Compute $A \subset[N]$ of size $n$ by $A=\operatorname{Samp}_{A}(P)$ and store the bits $\mathcal{R}_{A}$.
- Bob: Choose random $B \subset[N]$ of size $n$ and store the bits $\mathcal{R}_{B}$.
- Alice: Send $A$ to Bob by sending $P$.
- Bob: Determine $C=A \cap B$. If $|C|<\ell$ abort. If $|C|>\ell$, randomly truncate it to be of size $\ell$.
- Bob: Compute $t_{m}$ as in Definition 3.3. Choose $Q \stackrel{\mathrm{R}}{\leftarrow}\left[t_{m}\right]$ and compute $W=$ $F_{m}(C, Q) .{ }^{1}$
Interactive Hashing Stage: Interactively hash $W$.
- Bob: Input $W$ into the interactive hashing protocol.
- Alice and Bob: Interactively obtain $h$ and $W_{0}, W_{1}$ s.t. $h\left(W_{0}\right)=h\left(W_{1}\right)=$ $h(W)$. Compute the subsets $C_{0}, C_{1}$ encoded by $W_{0}, W_{1}$. If $W_{0}$ or $W_{1}$ is not a valid encoding then abort.


## Choice Stage:

- Bob: Let $d \in\{0,1\}$ be such that $W_{d}=W$. Send $e=$ $c \oplus d$.
- Alice: For $i \in\{0,1\}$ send $Y_{i} \stackrel{R}{\leftarrow}\{0,1\}^{d_{E}}$.


## Transfer Stage:

- Alice: Set $X_{0}=\mathcal{R}_{C_{0}}$ and $X_{1}=\mathcal{R}_{C_{1}}$.
- Alice: Send "encrypted" values of $s_{0}$ and $s_{1}$ : For $i \in\{0,1\}$, send $Z_{i}=s_{i \oplus e}$ $-\oplus \operatorname{Ext}\left(X_{i}, Y_{i}\right)$.
- Bob: Compute $X=\mathcal{R}_{C}$. Bob's output is given by $\operatorname{Ext}\left(X, Y_{c \oplus e}\right) \oplus Z_{c \oplus e}$.
${ }^{1}$ The range of $F_{m}$ is $[n]$ and not $A=\operatorname{Samp}_{A}(P)$. For simplicity, we treat $C$ as a subset of $A$.
Fig. 4. Protocol BS-OT for one-to-two OT in the bounded storage model.

Theorem 6.1. There is a constant $\alpha>0$ such that if $N$, $n$, and $\ell$ satisfy $\log n \leq \ell \leq n^{\alpha}$ then for every constant $v<1$ let protocol BS-OT use the ingredients described in Section 6.1. Protocol BS-OT is a $(1-\varepsilon)$-oblivious transfer protocol against storage $K=v N$, with $\varepsilon=2^{-\Omega(\ell)}$. Furthermore:

- The protocol has five messages.
- The strategies for Alice and Bob run in time poly( $n)$ and space $k=O(n \log n)$.
- The protocol passes secrets of length $u=\Omega(\ell)$.
- The overall number of bits exchanged is $T C=O\left(\ell^{O(1)}\right)$.

The constants hidden in $\varepsilon, s, u$, and TC above depend on $v .{ }^{13}$
The results mentioned in the Introduction can be obtained by choosing $n=$ $N^{1 / 2+a} / \log N$ for some small constant $a>0$. Note that if $a$ is sufficiently small then the

[^10]
## Parameters:

$-N$ is the length of the long random string $\mathcal{R}$,
$-n$ is the number of bits honest players remember about $\mathcal{R}$,
$-u$ is the length of the secrets,
$-\ell=n^{2} / 2 N$, the size of the intersection set,
$-v$ is the dishonest receiver remembers at most $\nu N$ bits about $\mathcal{R}$,
$-\varepsilon$ is the error of the protocol. The protocol works as long as $\varepsilon$ is not too small. See the precise requirement on $\varepsilon$ under "additional requirements" below.

## Ingredients:

- A $\left(\delta_{A}, \delta_{A}^{\prime}, \varphi_{A}, \varepsilon_{A}\right)$-min-entropy sampler Samp $_{A}:\left[L_{A}\right] \rightarrow[N]^{n}$ with
- $\delta_{A} \leq(1-v) / 2$.
- $\delta_{A}^{\prime}=\delta_{A} / 8$.
- $\varphi_{A} \leq \varepsilon / 20$.
- $\varepsilon_{A} \leq(\varepsilon / 20)^{2}$.
- $L_{A}$ determines the length of the first message sent by Alice.
- A $\left(k_{E}, \varepsilon_{E}\right)$-strong extractor Ext: $\{0,1\}^{n_{E}} \times\{0,1\}^{d_{E}} \rightarrow\{0,1\}^{m_{E}}$ with
- $n_{E}=\ell$.
- $d_{E} \leq \delta_{A}^{\prime} \ell / 12$.
- $m_{E}=u \leq \delta_{A}^{\prime} \ell / 12$..
- $k_{E} \leq \delta_{A}^{\prime} \ell / 6$.
- $\varepsilon_{E} \leq(\varepsilon / 20)^{2}$.
- An $(s, \rho)$-secure $\left(2^{-m}\right)$-uniform interactive hashing protocol for strings of length $m=10 \ell \log n$ with
- $s \leq m-c_{I H} \delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)+1\left(c_{I H}>0\right.$ is a universal constant chosen in the proof).
- $\rho \leq \varepsilon / 20$.


## Additional requirements:

$-\varepsilon \geq 2^{-c \delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)}$ where $c>0$ is a universal constant chosen in the proof.

Fig. 5. Ingredients and requirements for Protocol BS-OT.
space of honest players satisfies $k=O(n \log n)=O\left(N^{1 / 2+a}\right) \leq O\left(K^{1 / 2+a}\right)$, where the last inequality follows for every constant fraction $v<1$. As $\ell=n^{2} / 2 N$ we have that $\ell=n^{2 a} / 2 \log N \geq k^{a}$ for large enough $n$, and we have that $\varepsilon=2^{-\Omega(\ell)}=2^{-\Omega\left(k^{a}\right)}$. The remainder of the paper is devoted to proving Theorem 6.1. In Section 6.1 we explain how to choose the ingredients in a way that satisfies the requirements in Fig. 5. In Section 7 we prove the functionality and security of the protocol. The most challenging part is proving Alice's security.

### 6.1. Choosing the Ingredients

We now turn to choose the ingredients for BS-OT to get the parameters guaranteed in Theorem 6.1. Given $n, N, u, v$, we shoot for $\varepsilon=2^{-\Omega(\ell)}$. We need to show an extractor, a sampler, and an interactive hashing protocol that satisfy the conditions specified in Fig. 5.

The extractor. In [51] it was shown how to construct a ( $k_{E}, \varepsilon_{E}$ )-strong extractor, Ext: $\{0,1\}^{\ell} \times\{0,1\}^{d_{E}} \rightarrow\{0,1\}^{u}$, for every $k_{E}, u \leq k_{E}-2 \log \left(1 / \varepsilon_{E}\right)-O(1)$, and $d_{E}=c \log \left(1 / \varepsilon_{E}\right)$ for some constant $c$, as long as $\log (1 / \varepsilon)>\log ^{4} \ell$. Setting $k_{E}=\delta_{A}^{\prime} \ell / 6$, we can get $u=\delta_{A}^{\prime} \ell / 12$ for $d_{E} \leq \delta_{A}^{\prime} \ell / 6$ and $\varepsilon_{E}=2^{-c^{\prime} \delta_{A}^{\prime} \ell}$ for some constant $c^{\prime}>0$ (which depends on $c$ ). This choice satisfies the requirements in Fig. 5. We note that the above extractor can be computed in time and space polynomial in $\ell$.

The sampler. In [54] it was shown how to construct a $(\mu, \theta, \gamma)$-averaging sampler Samp: $[L] \rightarrow[v]^{t}$ with distinct samples for every $\mu>\theta>0$ and $\gamma>0$ as long as $t \geq$ $\Omega\left(\log (1 / \gamma) / \theta^{2}\right)$. This sampler has seed length $\log L \leq \log (v / t)+\log (1 / \gamma)(1 / \theta)^{O(1)}$. Let $v=N$ and $t=n$. By Corollary 3.11, for every $\delta, \gamma$ such that $\log (1 / \gamma) / \delta^{4} \leq n$, this sampler yields a $\left(\delta, \delta / 2,\left(\gamma+2^{-\Omega(\delta N)}\right)^{1 / 2},\left(\gamma+2^{-\Omega(\delta N)}\right)^{1 / 2}\right)$-min-entropy sampler $\operatorname{Samp}_{A}:\left[L_{A}\right] \rightarrow[N]^{n}$. Setting $\gamma=2^{-\ell}$ we have that as long as $n \geq \ell / \delta^{4}$, this sampler has $\varphi=\varepsilon=2^{-\Omega(\ell)}$, and $\log L_{A} \leq \log (N / n)+\ell(1 / \delta)^{O(1)} \leq \log n+\ell(1 / \delta)^{O(1)}$ for $n \geq \sqrt{N}$. Note that the condition $\bar{n} \geq \ell / \delta^{4}$ is satisfied when $\bar{v}$ is a constant (as in this case $\delta=\delta_{A}$ is also a constant). ${ }^{14} \mathrm{We}$ also note that the above sampler can be computed in time polynomial in $n$ and space $O(n)$.

The interactive hashing protocol. We need to show that protocol 4M-IH satisfies the requirements of Fig. 5. It is required there that $4 \mathrm{M}-\mathrm{IH}$ is $\left(s, 2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)}\right)$-secure for $s \leq m-c_{I H} \delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)+1$ where $c_{I H}>0$ is some universal constant and $\delta_{A}^{\prime}=\alpha(1-v)$ for some $\alpha>0$. By Theorem 5.6, we have that

$$
\rho \leq 2^{-(m-s)+O(\log m)} \leq 2^{-c_{I H} \delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)+O(\log m)} \leq 2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)}
$$

as $m=10 \ell \log n$ and $\ell \geq \log n$. When $v$ is a constant, $\delta_{A}^{\prime}$ is also a constant and we have that $\rho=2^{-\Omega(\ell)}$ as required. We note that Protocol $4 \mathrm{M}-\mathrm{IH}$ requires time and space polynomial in $\ell$.

## 7. Proof of the Main Theorem

### 7.1. The Functionality of the OT Protocol

The following lemma asserts that protocol BS-OT indeed implements oblivious transfer.

Lemma 7.1. For every choice of ingredients for BS-OT and every $s_{0}, s_{1}, c$, if Alice and Bob follow protocol BS-OT then

- with probability $1-2^{-\Omega(\ell)}$ the protocol does not abort, and
- if the protocol does not abort then Bob's output is indeed $s_{c}$.

Proof. We first show that with high probability $|A \cap B| \geq \ell$. This is because for every fixed $A$, as $B$ is a random set the expected size of $A \cap B$ is $n^{2} / N \geq 2 \ell$. A standard lemma

[^11](see for example Corollary 3 in [22]) can be used to show that there exists a constant $0<\alpha<1$ such that probability that $|A \cap B|<\ell$ is at most $2 e^{-\alpha \ell}$. We now show that the probability that one of $W_{0}, W_{1}$ is not a valid encoding of a subset is small. $W_{d}$ was chosen by Bob and is certainly a valid encoding. By the definition of Interactive Hashing, the other string $W_{1-d}$ is $\eta$-close to uniformly distributed in $\{0,1\}^{m}$, for $\eta<2^{-m}$. By Lemma 3.4 the probability that a random string $W \in\{0,1\}^{m}$ is not a valid encoding is at most $\binom{n}{\ell} 2^{-m} \leq 2^{\ell \log n-m} \leq 2^{-\ell-1}$ as $m=10 \ell \log n$. It follows that the probability of abort is bounded by $2^{-m}+2^{-\ell-1} \leq 2^{-\ell}$. To see that whenever the protocol does not abort Bob indeed outputs $s_{c}$, we observe that $X=\mathcal{R}_{C}$ is known to Bob (since $C=A \cap B \subseteq B$ and Bob has stored all the bits $\mathcal{R}_{B}$ ). In particular, Bob is always able to compute $\operatorname{Ext}\left(X, Y_{c \oplus e}\right)$ and subsequently use it in order to "decrypt" the value $Z_{c \oplus e}$. By the definition of the protocol we then have
\[

$$
\begin{align*}
\operatorname{Ext}\left(X, Y_{c \oplus e}\right) \oplus Z_{c \oplus e} & =\operatorname{Ext}\left(X, Y_{d}\right) \oplus\left(s_{c} \oplus \operatorname{Ext}\left(X_{d}, Y_{d}\right)\right) \\
& =\operatorname{Ext}\left(X, Y_{d}\right) \oplus\left(s_{c} \oplus \operatorname{Ext}\left(X, Y_{d}\right)\right) \\
& =s_{c} \tag{2}
\end{align*}
$$
\]

where (2) follows from the fact that $X_{d}$ equals $\mathcal{R}_{C}(=X)$, which in turns follows from the fact that $C_{d}=C$ (since $W_{d}=W$ and the encoding $F_{m}$ is one-to-one). The lemma follows.

We next verify that the protocol indeed meets the promised efficiency properties.

Lemma 7.2. Let Ext, $\mathrm{Samp}_{A}$, and IH be chosen as in Theorem 6.1. Then the properties in the itemized list in Theorem 6.1 are satisfied by protocol BS-OT.

Proof. It is easy to verify that the protocol has five messages (not including the transmission of $\mathcal{R}$ ). By Section 6.1 the extractor and sampler run in time polynomial in $n$ and space $\ell^{O(1)}+O(n)$. Protocol 4M-IH runs in time and space polynomial in $m=10 \ell \log n$. Thus, both parties run in time polynomial in $n$. Both parties require space $n$ to store $\mathcal{R}_{A}$ and $\mathcal{R}_{B}$ and space $m^{O(1)}$ to play $4 \mathrm{M}-\mathrm{IH}$. Alice's set $A$ is chosen by a sampler with seed length $\log L_{A}=O(\ell)$, thus it can be stored in space $O(\ell)$. Overall, Alice's space is bounded by $O(n)+$ poly $(\ell)$. Bob's set $B$ is a random set, and thus takes $O(n \log n)$ bits to store. We conclude that both players can run their strategies in space $O(n \log n)+\operatorname{poly}(\ell)$ which is bounded by $O(n)$ for sufficiently small $\alpha$ as required. The protocol passes secrets of length $m_{E}$ where $m_{E}=\Omega(\ell)$. Finally, the longest message sent in the protocol is the description of the permutation $\pi$ in the interactive which is of length at most $\ell^{O(1)}$.

### 7.2. Security for Bob

The following theorem guarantees the security of Bob.
Theorem 7.3. For every choice of ingredients of BS-OT, the protocol is secure for Bob.

Proof. We show that for any strategy $A^{*}$, the view of $A^{*}$ is independent of the bit $c$. This is shown by the following argument: Fix the randomness of $A^{*}$ and $\mathcal{R}$. We show a perfect bijection between possible pairs of $B$ 's randomness $r_{B}$ and input $c$. That is, for each pair $\left(r_{B}, c\right)$ that is consistent with the view $V$ of $A^{*}$, there exists a unique pair $\left(r_{B}^{\prime}, 1-c\right)$ such that $r_{B}^{\prime}$ and $1-c$ are consistent with the same view $V$. There are two possible options for a $V=\operatorname{view}_{A^{*}}^{\left\langle A^{*}, B\right\rangle}$ :

- The protocol aborts before the choice stage where Bob sends Alice the value $e=$ $c \oplus d$. In such a case, the view $V$ is totally independent of $c$ and we map every consistent $r_{B}$ to itself $\left(r_{B}^{\prime}=r_{B}\right)$. Clearly $r_{B}$ is consistent with both $c=0$ and $c=1$.
- $V$ includes the message $e=c \oplus d$ sent by Bob. In such a case, suppose that $\left(r_{B}, c\right)$ is consistent $V$. That is, $r_{B}$ is the randomness that chooses the random set $B$ so that $C=A \cap B$ is encoded by the string $W_{d}$. By the fact that the protocol did not abort, we are assured that also $W_{1-d}$ encodes a legal set $C^{\prime}$. Then we choose $r_{B}^{\prime}$ to be the randomness that chooses $B^{\prime}=(B \backslash C) \cup C^{\prime}$ and encodes $C^{\prime}$ by $W_{1-d}$. This perfectly defines $\left(r_{B}^{\prime}, 1-c\right)$ that is consistent with the view $V$. Furthermore, $\left(r_{B}^{\prime}, 1-c\right)$ is mapped by the same process back to $\left(r_{B}, c\right)$, hence we get a perfect bijection.

Theorem 7.3 follows.

### 7.3. Security for Alice

The following theorem (which is technically the most challenging theorem of this paper) guarantees Alice's security against bounded storage receivers. This theorem refers to a list of requirements on the parameters of the ingredients which appears in Fig. 5.

Theorem 7.4. For every $v<1$ (not necessarily constant), if all the requirements in Fig. 5 are met, then protocol BS-OT is $(\nu N, \varepsilon)$-secure for Alice.

We prove Theorem 7.4 in Section 7.5. In Section 6.1 we showed that Ext and $\operatorname{Samp}_{A}$ and 4 M -IH satisfy all the requirements in Fig. 5 for $\varepsilon=2^{-\Omega(\ell)}$. Theorem 7.4 thus implies the following corollary which in turn completes the proof of Theorem 6.1.

Corollary 7.5. Let Ext, $\mathrm{Samp}_{A}$, and IH be chosen as in Theorem 6.1. Protocol BS-OT is $(\nu N, \varepsilon)$-secure for Alice, for $\varepsilon=2^{-a \ell}$ where $a>0$ is a constant that depends on $\nu$.

### 7.4. Overview of the Proof

Theorem 7.4 regarding Alice's security is somewhat technical and involves many parameters. We find it instructive to first give a sketch of the proof while ignoring the precise parameters. The formal proof appears in the next section. Fix some bounded storage strategy $B^{*}$ with storage bound $\nu N$ for some $v<1$ and an input $c$. We need to show that there exists a random variable $\Gamma$ determined in the setup stage such that for every two pairs of secrets $s, s^{\prime}$ that are $\Gamma$-consistent the view of $B^{*}$ is distributed roughly the same whether Alice's input is $s$ or $s^{\prime}$. Recall that in the protocol, the secrets $s_{0}, s_{1}$ are only involved in the transfer stage where $z_{i}=\operatorname{Ext}\left(X_{i}, Y_{i}\right) \oplus s_{i}$ for $i \in\{0,1\}$. Our goal
is to show that there exists a random variable $I$ determined in the setup stage such that for every choice of secrets $s_{0}, s_{1}$, the string $Z_{I}$ is close to uniformly distributed from $B^{* \prime}$ s point of view. More precisely, for every $i \in\{0,1\}$ we split Alice's messages into $Z_{i}$ and all the rest of the messages which we denote by $M S G_{i}$. For every fixing of $r$ of $\mathcal{R}$ and $m s g_{i}$ of $M S G_{i}, B^{*}$ 's point of view on $Z_{i}$ is captured by considering the distribution $Z_{i}^{\prime}=\left(Z_{i} \mid g^{*}(\mathcal{R})=g^{*}(r), M S G_{i}=m s g_{i}\right)$. We show that for most fixings $r$ and $m s g_{I}$, the random variable $Z_{I}^{\prime}$ is close to uniformly distributed. We now explain how we achieve this goal. It is instructive to first consider a simplified scenario in which $B^{*}$ chooses to remember the original content of $\mathcal{R}$ at $\nu N$ indices. We call these indices "bad" indices, and we call the remaining $(1-v) N$ indices "good" indices. Let $\delta=(1-v)$. The proof proceeds as follows:

1. We note that $B^{*}$ does not remember the $\delta N$ good indices.
2. When Alice uses a sampler to choose $A$, with high probability she hits a large fraction (say $\delta n / 2$ ) of the good indices.
3. We have that the set $A$ contains many good indices. If we were to choose a random subset of $A$ with $\ell$ indices, then with high probability we will hit many (say $\delta \ell / 4$ ) good indices. Let $S$ be the set of all such subsets which hit less indices. By the above argument $S$ is a small set.
4. It follows that when Alice and Bob use interactive hashing to determine the subsets $C_{0}$ and $C_{1}$, at least one of the subsets is not in $S$. We define the random variable $I$ to be the index of this subset. It follows that $C_{I}$ contains many good indices.
5. We now consider $X_{I}=\mathcal{R}_{C_{I}}$ given $M S G_{I}$. As it contains many good indices, it has high min-entropy. It follows that with high probability over the choice of $Y_{I}$, $\operatorname{Ext}\left(X_{I}, Y_{I}\right)$ is close to uniformly distributed even given $M S G_{I}$. Thus, $Z_{I}$ is close to uniformly distributed as required. However, a subtlety is that $\mathcal{R}_{C_{0}}$ and $\mathcal{R}_{C_{1}}$ are not independent; consequently $Z_{1-I}$ may give information about $\mathcal{R}_{C_{I}}$, and hence may potentially give some information about $Z_{I}$. We explain how to resolve this issue below in the proof sketch for the general case where $B^{*}$ computes an arbitrary memory function of $\mathcal{R}$.

We now sketch how to make this argument work when $B^{*}$ is allowed to remember an arbitrary function $g^{*}:\{0,1\}^{N} \rightarrow\{0,1\}^{\nu N}$ of $\mathcal{R}$. Intuitively, the notion of "min-entropy" replaces that of "good bits" in this case:

1. It is easy to see that for most fixings $r$ of $\mathcal{R}$, the random variable $\left(\mathcal{R} \mid g^{*}(\mathcal{R})=\right.$ $g^{*}(r)$ ) has high min-entropy (say, $\Omega(\delta N)$ ).
2. When Alice uses a min-entropy sampler for most fixings $p$ of $P$ she obtains a set $A$ such that $\left(\mathcal{R}_{A} \mid g^{*}(\mathcal{R})=g^{*}(r), P=p\right)$ has high min-entropy.
3. Choosing a random subset is a min-entropy sampler, and thus for most choices of a subset of $C$ of size $\ell,\left(\mathcal{R}_{C} \mid g^{*}(\mathcal{R})=g^{*}(r), P=p\right)$ has high min-entropy.
4. As before it follows that following the interactive hashing with high probability there exists an $I$ such that $\left(\mathcal{R}_{C_{I}} \mid g^{*}(\mathcal{R})=g^{*}(r), P=p\right)$ has high min-entropy.
5. We note that $\mathcal{R}_{C_{0}}$ and $\mathcal{R}_{C_{1}}$ are not independent, as mentioned earlier. Thus, it may be the case that $Z_{1-I}$ gives information about $\mathcal{R}_{C_{I}}$. However, we set the parameters so that $\mathcal{R}_{C_{I}}$ has min-entropy much larger than the length of the pair $\left(Z_{1-I}, Y_{1-I}\right)$. As a consequence we can argue that for most fixings $z_{1-I}$ and $y_{1-I}$,
$\left(\mathcal{R}_{C_{I}} \mid g^{*}(\mathcal{R})=g^{*}(r), P=p, Z_{1-I}=z_{1-I}, Y_{1-I}=y_{1-I}\right)$ has high min-entropy. Thus, running an extractor, with high probability over $Y_{I}$ we obtain a distribution which is close to uniform given $M S G_{I}$ just as before.

### 7.5. The Full Proof of Alice's Security

In this section we assume that the parameters of the Extractor, Sampler and Interactive Hashing protocol satisfy the requirements in Fig. 5. We fix some bounded storage strategy $B^{*}$ with storage bound $\nu N$ for some $v<1$. We also fix some secrets $s_{0}, s_{1}$ and choice bit $c$. Consider the probability space obtained in the interaction of Alice $\left(s_{0}, s_{1}\right)$ and $B^{*}(c)$ when receiving a random $\mathcal{R}$. We can assume without loss of generality that $B^{*}$ is deterministic, as otherwise we consider every possible fixing of his random coins. The view of $B^{*}$ depends on $g^{*}(\mathcal{R})$ and Alice's messages. We denote the random variable of Alice's messages by $M S G=\left(P, M S G_{I H}, Y_{0}, Y_{1}, Z_{0}, Z_{1}\right)$ where $P$ is the seed for the sampler used to choose $A, M S G_{I H}$ is the messages sent by Alice in the Interactive Hashing protocol, and $Y_{0}, Y_{1}, Z_{0}, Z_{1}$ are defined in protocol BS-OT. The security of the protocol follows from the following technical lemma: (We say that a bounded storage strategy $B^{*}$ is non-aborting if it always sends messages that are syntactically consistent with the protocol and in addition it never claims that the intersection $C=A \cap B$ is too small in the subset stage.)

Lemma 7.6. For every $s_{0}, s_{1}$ and $c$, and every non-aborting bounded storage strategy $B^{*}$ with storage bound $\nu N$, there exists a subset $G_{7.6}$ of 6-tuples ( $b, p, m s g_{I H}, z^{\prime}, y^{\prime}, y^{\prime \prime}$ ) and a random variable I such that:

- I is determined in the setup stage (it does not depend on messages sent in the choice stage).
$-\operatorname{Pr}\left[\left(g^{*}(\mathcal{R}), P, M S G_{I H}, Z_{1-I}, Y_{1-I}, Y_{I}\right) \in G_{7.6}\right] \geq 1-\beta_{7.6}$ for
$\beta_{7.6}=2^{-(1-\nu) N / 2}+\varphi_{A}+\rho+2^{-\delta_{A}^{\prime} \ell / 6}+\sqrt{2\left(\varepsilon_{A}+3 \cdot 2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)}\right)}+2 \sqrt{\varepsilon_{E}}$.
- For every $\left(b, p, m s g_{I H}, z^{\prime}, y^{\prime}, y^{\prime \prime}\right) \in G_{7.6}$,

$$
\left(Z_{I} \mid g^{*}(\mathcal{R})=b, P=p, M S G_{I H}=m s g_{I H}, Z_{1-I}=z^{\prime}, Y_{1-I}=y^{\prime}, Y_{I}=y^{\prime \prime}\right)
$$

is $\varepsilon_{7.6}$-close to uniform for $\varepsilon_{7.6}=\sqrt{2\left(\varepsilon_{A}+3 \cdot 2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)}\right)}+\sqrt{\varepsilon_{E}}$.
Loosely speaking, this means that there is a bit $I$ (which is determined before Alice uses $\left.s_{0}, s_{1}\right)$ such that Bob's view does not depend on the secret "encrypted" in $Z_{I}$. Indeed, this lemma suffices to prove Theorem 7.4.

Proof of Theorem 7.4. Let $B^{*}$ be some bounded storage strategy with storage bound $\nu N$. We assume without loss of generality that $B^{*}$ is non-aborting. If $B^{*}$ chooses to abort at some stage we modify it to answer randomly from that point on. Let $G_{7.6}$ and $I$ be the set and random variable guaranteed in Lemma 7.6. We define $\Gamma=(1-I) \oplus e$ where $e$ is the bit sent by $B^{*}$ at the choice stage. Let $\bar{s}$ and $\overline{s^{\prime}}$ be two pairs of secrets that are $\Gamma$-consistent. Let $V\left(s_{0}, s_{1}, c\right)$ denote the view of $B^{*}$ when given input $c$ and interacting
with Alice $\left(s_{0}, s_{1}\right)$. We need to show that $V(\bar{s}, c)$ and $V\left(\bar{s}^{\prime}, c\right)$ are statistically close. We first observe that for every 6-tuples $\left(b, p, m s g_{I H}, z^{\prime}, y^{\prime}, y^{\prime \prime}\right) \in G_{7.6}$, the probability that $g^{*}(\mathcal{R})=b$ and Alice sends $P=p, M S G_{I H}=m s g_{I H}, Z_{1-I}=z^{\prime}, Y_{1-I}=y^{\prime}$, and $Y_{I}=y^{\prime \prime}$ is identical no matter whether Alice plays with $\bar{s}$ or $\bar{s}^{\prime}$. This is trivial for all messages except $Z_{1-I}$ as they are sent in the setup stage and do not depend on the secrets. It holds for $Z_{1-I}$ because $Z_{-1-I}$ depends only on $s_{(1-I) \oplus e}$. Note that $s_{(1-I) \oplus e}$ is identical in the two cases as $\bar{s}$ and $\overline{s^{\prime}}$ are $\Gamma$-consistent and $\Gamma=(1-I) \oplus e$. Furthermore we observe that

$$
\begin{equation*}
\left(V(\bar{s}, c) \mid g^{*}(\mathcal{R})=b, P=p, M S G_{I H}=m s g_{I H}, Z_{1-I}=z^{\prime}, Y_{1-I}=y^{\prime}, Y_{I}=y^{\prime \prime}\right) \tag{3}
\end{equation*}
$$

is $2 \varepsilon_{7.6}$-close to

$$
\left(V\left(\bar{s}^{\prime}, c\right) \mid g^{*}(\mathcal{R})=b, P=p, M S G_{I H}=m s g_{I H}, Z_{1-I}=z^{\prime}, Y_{1-I}=y^{\prime}, Y_{I}=y^{\prime \prime}\right)
$$

This holds because $V\left(s_{0}, s_{1}, c\right)$ is determined by $g^{*}(\mathcal{R})$ and Alice's messages $M S G=$ $\left(P, M S G_{I H}, Y_{0}, Y_{1}, Z_{0}, Z_{1}\right)$, and by Lemma 7.6, $\left(Z_{I} \mid g^{*}(\mathcal{R})=b, P=p, M S G_{I H}=\right.$ $m s g_{I H}, Z_{1-I}=z^{\prime}, Y_{1-I}=y^{\prime}, Y_{I}=y^{\prime \prime}$ ) is $\varepsilon_{7.6}$-close to uniform. Thus, (3) follows by the triangle inequality. By (3) above the two random variables $V(\bar{s}, c)$ and $V\left(\bar{s}^{\prime}, c\right)$ are $2 \varepsilon_{7.6^{-}}$ close on a set $G_{7.6}$ which has probability $1-\beta_{7.6}$. Therefore, they are $\left(2 \varepsilon_{7.6}+\beta_{7.6}\right)$-close. Thus the final error is given by

$$
\begin{aligned}
2 \varepsilon_{7.6}+\beta_{7.6} \leq & \left.2\left(\sqrt{2\left(\varepsilon_{A}+3 \cdot 2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)}\right.}\right)+\sqrt{\varepsilon_{E}}\right) \\
& +2^{-(1-\nu) N / 2}+\varphi_{A}+\rho+2^{-\delta_{A}^{\prime} \ell / 6} \\
& +\sqrt{2\left(\varepsilon_{A}+3 \cdot 2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)}\right)}+2 \sqrt{\varepsilon_{E}} \\
\leq & 2^{-(1-\nu) N / 2}+\varphi_{A}+\rho+2^{-\delta_{A}^{\prime} \ell / 6} \\
& +3 \cdot\left(\sqrt{2\left(\varepsilon_{A}+3 \cdot 2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)}\right)}+2 \sqrt{\varepsilon_{E}}\right) \\
\leq & 2^{-(1-\nu) N / 2}+\varphi_{A}+\rho+2^{-\delta_{A}^{\prime} \ell / 6} \\
& \left.+6 \sqrt{\varepsilon_{A}}+9 \cdot 2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)}+6 \sqrt{\varepsilon_{E}}\right) \\
\leq & 2^{-\delta_{A}^{\prime} \ell+\varepsilon / 20+\varepsilon / 20+2^{-\delta_{A}^{\prime} \ell / 6}} \\
& +6 \varepsilon / 20+9 \cdot 2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)}+6 \varepsilon / 20 \\
\leq & \frac{14 \varepsilon}{20}+2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)} \leq \varepsilon,
\end{aligned}
$$

where all the inequalities above except the last one follow by the requirements in Fig. 5. For the last inequality we choose the constant $c$ that appears in the requirement that $\varepsilon \geq 2^{-c \delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)}$ in Fig. 5 to be small enough so that the inequality holds.

The remainder of this section is devoted to proving Lemma 7.6. We will follow the messages of the protocol one by one to obtain the set $G$ and random variable $I$. We start
by showing that with high probability $B^{*}$ forgets at least $(1-v) N / 2$ bits of information about $\mathcal{R}$. ${ }^{15}$

Lemma 7.7. There exists $G_{7.7} \subseteq\{0,1\}^{\nu N}$ such that:
$-\operatorname{Pr}\left[g^{*}(\mathcal{R}) \in G_{7.7}\right] \geq 1-\beta_{7.7}$ for $\beta_{7.7}=2^{-(1-\nu N) / 2}$.

- For every $b \in G_{7.7},\left(\mathcal{R} \mid g^{*}(\mathcal{R})=b\right)$ is $a((1-v) N / 2)$-source.

Proof. We apply Lemma 3.15 where $R$ plays the role of $X, g^{*}(R)$ plays the role of $Y$, and $\beta=2^{-(1-\nu) N / 2}$. It follows that there is a subset $G_{7.7} \subseteq\{0,1\}^{\nu N}$ such that $\operatorname{Pr}\left[g^{*}(R) \in G_{7.7}\right] \geq 1-\beta$ and for every $b \in G_{7.7},\left(\mathcal{R} \mid g^{*}(\mathcal{R})=b\right)$ is a $((1-v) N / 2)$ source.

Our next step is to show that when Alice chooses $A$, with high probability $B^{*}$ does not remember a lot about $\mathcal{R}_{A}$.

Lemma 7.8. $\quad$ There exists $G_{7.8} \subseteq\{0,1\}^{\nu N} \times\left[L_{A}\right]$ such that
$-\operatorname{Pr}\left[\left(g^{*}(\mathcal{R}), P\right) \in G_{7.8}\right] \geq 1-\beta_{7.8}$ for $\beta_{7.8}=\beta_{7.7}+\varphi_{A}=2^{-(1-\nu) N / 2}+\varphi_{A}$.

- For every $(b, p) \in G_{7.8}$, the random variable $\left(\mathcal{R}_{\operatorname{Samp}_{A}(P)} \mid g^{*}(\mathcal{R})=b, P=p\right)$ is $\varepsilon_{A}$-close to a $\delta_{A}^{\prime} n$-source.

Proof. Let $G_{7.7}$ be the set from Lemma 7.7. As $\delta_{A} N \leq(1-v) N / 2$, we have that for every $b \in G_{7.7},\left(R \mid g^{*}(R)=b\right)$ is a $\delta_{A} N$-source. By the properties of Samp ${ }_{A}$ it follows that for every $b \in G_{7.7}$ there exists a set $G_{b} \subseteq\left[L_{A}\right]$ with density $1-\varphi_{A}$ such that for $p \in G_{b},\left(R_{\text {Samp }_{A}(p)} \mid g^{*}(\mathcal{R})=b\right)$ is $\varepsilon_{A}$-close to a $\delta_{A}^{\prime} n$-source. Let $G_{7.8}=\{(b, p) \mid b \in$ $\left.G_{7.7}, p \in G_{b}\right\}$. The lemma follows.

We now show that $B^{*}$ does not remember a lot about $\mathcal{R}_{C}$ for a random subset $C \subseteq A$.
Lemma 7.9. For every $(b, p) \in G_{7.8}$, let $G_{(b, p)}$ be the set of all $C \subseteq \operatorname{Samp}_{A}(p)$ such that $|C|=\ell$ and $\left(\mathcal{R}_{C} \mid g^{*}(R)=b, P=p\right)$ is $\varepsilon_{A}+3 \cdot 2^{-\Omega\left(\delta_{A} \ell / \log \left(1 / \delta_{A}\right)\right)}$-close to a $\delta_{A}^{\prime} \ell / 2$-source. Then for every $(b, p) \in G_{7.8}$, the density of $G_{(b, p)}$ in the $\operatorname{set}\binom{[n]}{\ell}$ is at least $1-3 \cdot 2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)}$.

Proof. Let $(b, p) \in G_{7.8}$. By Lemma 7.8 we have that $\left(\mathcal{R}_{\operatorname{Samp}_{A}(p)} \mid g^{*}(\mathcal{R})=b, P=p\right)$ is $\varepsilon_{A}$-close to a $\delta_{A}^{\prime} n$-source. Consider the random subset sampler $R S$ which samples sets of size $\ell$ in a universe of size $n$. We think of this sampler as sampling subsets of $\operatorname{Samp}_{A}(p)$. By Corollary $3.14 R S$ is a $\left(\delta_{A}^{\prime}, \delta_{A}^{\prime} / 2,3 \cdot 2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)}, 3 \cdot 2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)}\right)$ -min-entropy sampler. It follows that there exists a subset $G_{(b, p)} \subseteq\binom{[n]}{\ell}$ of density $1-3 \cdot 2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)}$ such that for every $C \in G_{(b, p)}$ such that $\left(\mathcal{R}_{\operatorname{Samp}_{A}(p) \cap C} \mid g^{*}(\mathcal{R})=\right.$ $b, P=p)$ is $\varepsilon_{A}+3 \cdot 2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)}$-close to a $\delta_{A}^{\prime} \ell / 2$-source.

[^12]We now show that after the interactive hashing phase, with high probability there exists an $i$ such that $B^{*}$ does not remember a lot about $\mathcal{R}_{C_{i}}$.

Lemma 7.10. $\quad$ There exists a set $G_{7.10}$ of triples $\left(b, p, m s g_{I H}\right)$ such that:
$-\operatorname{Pr}\left[\left(g^{*}(\mathcal{R}), P, \operatorname{MSG}_{I H}\right) \in G_{7.10}\right] \geq 1-\beta_{7.10}$ for $\beta_{7.10}=\beta_{7.8}+\rho=2^{-(1-\nu) N / 2}+$ $\varphi_{A}+\rho$.

- For every $\left(b, p, \operatorname{msg}_{I H}\right) \in G_{7.10}$ there exists an $i \in B$ such that $\left(\mathcal{R}_{C_{i}} \mid g^{*}(\mathcal{R})=\right.$ $\left.b, P=p, M S G_{I H}=m s g_{I H}\right)$ is $\varepsilon_{7.10}$-close to a $\delta_{A}^{\prime} \ell / 2$-source for $\varepsilon_{7.10}=\varepsilon_{A}+3$. $2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)}$.

Proof. Let $G_{7.8}$ be the set from Lemma 7.8. For every $(b, p) \in G_{7.8}$, let $G_{(b, p)}$ be the set defined in Lemma 7.9. For every pair $(b, p) \in G_{7.8}$ we define set $S_{(b, p)} \subseteq\{0,1\}^{m}$ as follows: Recalling the encoding $F_{m}$ (defined in Definition 3.3) which encodes pairs $(C, Q)$, we think of $C$ as a subset of $\operatorname{Samp}_{A}(P)$ of size $\ell$ and $Q \in\left[t_{m}\right]$ (where $t_{m}$ is defined in Definition 3.3). We use $D$ to denote the image of $F_{m}$. We define

$$
S_{(b, p)}^{\prime}=\left\{W \in\{0,1\}^{m} \mid W \notin D\right\}
$$

(i.e., those for which $F_{m}^{-1}$ is undefined). We define

$$
S_{(b, p)}^{\prime \prime}=\left\{W \in\{0,1\}^{m} \mid \text { such that }(C, Q)=F_{M}^{-1}(W) \text { is defined and } C \notin G_{(b, p)}\right\} .
$$

Finally, we define $S_{(b, p)}=S_{(b, p)}^{\prime} \cup S_{(b, p)}^{\prime \prime}$. We now show that $S_{(b, p)}$ is small. By Lemma 3.4 we have that $|D| / 2^{m} \geq 1-\binom{n}{\ell} 2^{-m}$. Thus, $\left|S_{(b, p)}^{\prime}\right| \leq\binom{ n}{\ell} \leq 2^{\ell \log n} \leq 2^{m / 10}$ as $m=10 \ell \log n$. We now bound $S_{(b, p)}^{\prime \prime}$. We have that the density of $G_{(b, p)}$ is at least $1-3 \cdot 2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)}$. As $F_{m}$ outputs any set $C$ the same number of times, we have that $\left|S_{(b, p)}^{\prime \prime}\right| \leq 3 \cdot 2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)} \cdot 2^{m}$. Overall, we have that

$$
\left|S_{(b, p)}\right| \leq 2^{m / 10}+2^{m} \cdot 3 \cdot 2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)}
$$

We now choose the constant $c_{I H}$ which appears in Fig. 5 on the requirement from the interactive hashing protocol. We define $c_{I H}$ to be the constant hidden in the $\Omega(\cdot)$ notation above. We thus have that

$$
\left|S_{(b, p)}\right| \leq 2^{m / 10}+2^{m-c_{I H} \delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)}
$$

Note that $m=10 \ell \log n$ and therefore the second term is larger and we conclude that

$$
\left|S_{(b, p)}\right| \leq 2^{m-c_{I H} \delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)+1}
$$

As the interactive hashing protocol is $(s, \rho)$-secure for $s \geq m-c_{I H} \delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)+1$, we have that for each $(b, p) \in G_{7.8}$, there is a subset $G_{(b, p)}^{\prime}$ of messages $m s g_{I H}$ of probability measure at least $1-\rho$ such that for each $m s g_{I H} \in G_{(b, p)}^{\prime}$, there exists an $i \in\{0,1\}$ such that $C_{i} \in G_{(b, p)}$. Define $G_{7.10}$ to be the set of triples ( $b, p, m s g_{I H}$ ) such that $(b, p) \in G_{7.8}$ and $m s g_{I H} \in G_{(b, p)}^{\prime}$. It follows that for each $\left(b, p, m s g_{I H}\right) \in G_{7.10}$, $\left(\mathcal{R}_{C_{i}} \mid g^{*}(\mathcal{R})=b, P=p, M S G_{I H}=m s g_{I H}\right)$ is $\varepsilon_{A}+3 \cdot 2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)}$-close to a $\delta_{A}^{\prime} \ell / 2$-source.

We can now identify the secret that $B^{*}$ does not learn.
Definition 7.11 (Identifying the Secret). We define a random variable $I=$ $I\left(R, P, M S G_{I H}\right)$ as the bit $i$ from Lemma 7.10. $I$ is defined arbitrarily when $\left(g^{*}(R), P, M S G_{I H}\right) \notin G_{7.10}$. Note that $I$ is determined in the setup stage.

It follows that by running an extractor on $\mathcal{R}_{C_{i}}$ Alice obtains a string $Z_{i}$ that is (close to) uniform from $B^{*}$ 's point of view. Thus, intuitively the message $Z_{i}$ does not give information about the secret encoded in it. However, this guarantee is not sufficient to prove the security of the protocol. This is because at the last step of the protocol Alice sends $Z_{1-i}$ which may depend on $Z_{i}$ and give $B^{*}$ more information. We therefore prove that with high probability $B^{*}$ does not remember a lot about $\mathcal{R}_{C_{i}}$ even when given $Z_{i-1}, Y_{i-1}$.

Lemma 7.12. There exists a subset $G_{7.12}$ of 5-tuples ( $b, p, m s g_{I H}, z^{\prime}, y^{\prime}$ ) such that
$-\operatorname{Pr}\left[\left(g^{*}(\mathcal{R}), P, M S G_{I H}, Z_{1-I}, Y_{1-I}\right) \in G_{7.12}\right] \geq 1-\beta_{7.12}$ for

$$
\begin{aligned}
\beta_{7.12} & =\beta_{7.10}+2^{-\delta_{A}^{\prime} \ell / 6}+\sqrt{2 \varepsilon_{7.10}} \\
& =2^{-(1-v) N / 2}+\varphi_{A}+\rho+2^{-\delta_{A}^{\prime} / 6}+\sqrt{2\left(\varepsilon_{A}+3 \cdot 2^{-\Omega\left(\delta_{A}^{\prime} \ell / \log \left(1 / \delta_{A}^{\prime}\right)\right)}\right)} .
\end{aligned}
$$

- For every $\left(b, p, m s g_{I H}, z^{\prime}, y^{\prime}\right) \in G_{7.12}$, the random variable $\left(\mathcal{R}_{C_{I}} \mid g^{*}(\mathcal{R})=\right.$ $\left.b, P=p, M S G_{I H}=m s g_{I H}, Z_{1-I}=z^{\prime}, Y_{1-I}=y^{\prime}\right)$ is $\varepsilon_{7.12}$-close to a $\delta_{A}^{\prime} \ell / 6$ source, for

$$
\varepsilon_{7.12}=\sqrt{2 \varepsilon_{7.10}}=\sqrt{2\left(\varepsilon_{A}+3 \cdot 2^{-\Omega\left(\delta_{A}^{\prime} / \log \left(1 / \delta_{A}^{\prime}\right)\right.}\right)} .
$$

Proof. Let $G_{7.10}$ be the set from Lemma 7.10. Fixing some $\left(b, p, m s g_{I H}\right) \in G_{7.10}$, we have that $\left(\mathcal{R}_{C_{I}} \mid g^{*}(\mathcal{R})=b, P=p, M S G_{I H}=m s g_{I H}\right)$ is $\varepsilon_{7.10}$-close to a $\delta_{A}^{\prime} \ell / 2-$ source. Note that the total length of $\left(Z_{1-I}, Y_{1-I}\right)$ is no more than $\delta_{A}^{\prime} \ell / 6$. We now use Lemma 3.16 with the following parameters: The probability space for the lemma is the initial probability space of the protocol conditioned on the event $E=\left\{g^{*}(\mathcal{R})=b, P=\right.$ $\left.p, M S G_{I H}=m s g_{I H}\right\} . \mathcal{R}_{C_{I}}$ plays the role of $X$ and $\left(Z_{1-I}, Y_{1-I}\right)$ play the role of $Y$. We use $\beta=2^{-\delta_{A}^{\delta} \ell / 6}$ and $\xi=\varepsilon_{7.10}$. We conclude that with probability $1-\beta-2 \sqrt{\varepsilon_{7.10}}$ over choosing $y^{\prime}, z^{\prime}$ from $\left(Y_{1-I}, Z_{1-I} \mid E\right),\left(\mathcal{R}_{C_{I}} \mid g^{*}(\mathcal{R})=b, P=p, M S G_{I H}=\right.$ $\left.m s g_{I H}, Z_{1-I}=z^{\prime}, Y_{1-I}=y^{\prime}\right)$ is $\varepsilon_{7.12}=\sqrt{2 \varepsilon_{7.10}}$ close to a $\delta_{A}^{\prime} \ell / 6$-source. We define $G_{7.12}$ to be the set of all 5-tuples ( $b, p, m s g_{I H}, z^{\prime}, y^{\prime}$ ) such that $\left(b, p, m s g_{I H}\right) \in G_{7.10}$ and $z^{\prime}, y^{\prime}$ are good in the sense explained above.

It follows that when Alice applies an extractor to $\mathcal{R}_{C_{I}}$, she obtains a string which is (close to) uniform even when conditioned on the rest of Alice's messages. We are finally ready to prove Lemma 7.6.

Proof of Lemma 7.6. Let $G_{7.12}$ be the set from Lemma 7.12 and $I$ be the random variable defined in Definition 7.11. We have that for every $\left(b, p, m s g_{I H}, z^{\prime}, y^{\prime}\right) \in G_{7.12}$, the random variable $\left(\mathcal{R}_{C_{I}} \mid g^{*}(\mathcal{R})=b, P=p, M S G_{I H}=m s g_{I H}, Z_{1-I}=z^{\prime}, Y_{1-I}=\right.$
 from Lemma 3.17 that with probability $1-2 \sqrt{\varepsilon_{E}}$ over choosing $y$ from $\left(Y_{I} \mid g^{*}(\mathcal{R})=\right.$ $\left.b, P=p, M S G_{I H}=m s g_{I H}, Z_{1-I}=z^{\prime}, Y_{1-I}=y^{\prime}\right),\left(\operatorname{Ext}\left(\mathcal{R}_{C_{I}}, Y_{I}\right) \mid g^{*}(\mathcal{R})=b, P=\right.$ $\left.p, M S G_{I H}=m s g_{I H}, Z_{1-I}=z^{\prime}, Y_{1-I}=y^{\prime}, Y_{I}=y\right)$ is $\varepsilon_{7.12}+\sqrt{\varepsilon_{E}}$-close to uniform. We define $G_{7.6}$ to be the set of all tuples whose prefix is in $G_{7.12}$ and $y$ is good in the sense explained above. It follows that $Z_{I}=s_{I \oplus e} \oplus \operatorname{Ext}\left(R_{C_{I}}, Y_{I}\right)$ satisfies that $\left(Z_{I} \mid\right.$ $\left.g^{*}(\mathcal{R})=b, P=p, M S G_{I H}=m s g_{I H}, Z_{1-I}=z^{\prime}, Y_{1-I}=y^{\prime}, Y_{I}=y\right)$ is $\varepsilon_{7.6}$-close to uniform.

## 8. Conclusions and Open Problems

We have constructed the first constant-round protocol for oblivious transfer in the bounded storage model. Our protocol involves only five messages. As a main building block, we have constructed a novel four-message interactive hashing protocol using almost $t$-wise independent permutations. Our interactive hashing protocol may be of independent interests.

Our OT protocol also has some additional improvements over previous work [9], [22], including total communication efficiency, memory requirement, probability of aborting, and handling of long secrets. Our protocol achieves $k \approx \sqrt{K} \approx \sqrt{N}$, where $k$ is the space requirement of honest parties, $K$ is the space bound of a malicious receiver, and $N$ is the length of the public random string $\mathcal{R}$. In words, the space of the honest parties is about a square root of the space allowed for the malicious parties. This space requirement has recently been proved to be optimal in [25]. ${ }^{16}$

Our five-message OT protocol attains a very small error $\varepsilon=2^{-\Omega(\ell)}$ against a malicious receiver and has a total communication of $\ell^{O(1)}$ bits, where $\ell=|A \cap B|$ is size of the intersection of the sets of indices in [ $N$ ] sampled by Alice and Bob, respectively, and $\ell>u$ where $u$ is the length of the secrets. In the case of a large secret length $u$, if one settles for a larger yet still negligibly small error, e.g., $\varepsilon=2^{-\log ^{c} N}$, the communication complexity can be further reduced by using a randomness efficient averaging sampler $\operatorname{Samp}_{B}:\left[L_{B}\right] \rightarrow[N]^{n}$ for Bob in choosing his set $B$. That is, instead of choosing $B$ uniformly at random, Bob chooses a random seed $y \leftarrow\left[L_{B}\right]$ for $\operatorname{Samp}_{B}$ and computes $B=\operatorname{Samp}_{B}(y)$. Then the seed $y$ is input to the interactive hashing protocol, instead of an encoding of $B$. The rest of the protocol is essentially the same. The security of the resulting protocol variant can be proved by slightly modifying the proof in Section 7. Since the density of $A$ is sub-constant, we need a sampler $\operatorname{Samp}_{B}$ for a sub-constant average $\mu$ (recall Definition 3.8). Although optimal averaging samplers for a sub-constant average

[^13]have not been constructed, a short seed length of say $O(\log N \log (1 / \varepsilon))$ can be achieved by constructions based on $t$-wise independence (see [4]). Using such a sampler, the communication complexity of the resulting protocol becomes $O\left(u+(\log N \log (1 / \varepsilon))^{O(1)}\right)$. When $\log (1 / \varepsilon) \ll u$, the savings would be significant.

Our new four-message interactive hashing protocol can replace the NOVY protocol of [44] in our setting. A similar phenomena was also observed in the context of ZeroKnowledge. Damgård [17] used the NOVY protocol to give certain transformations of "honest verifier" Zero-Knowledge protocols into general Zero-Knowledge protocols. Later works [19], [34] replaced the NOVY protocol with a constant-round protocol. This raises the interesting question of whether the NOVY protocol can be replaced by a constant-round protocol for the application in [44], that is, for constructing perfectly hiding bit commitment schemes from arbitrary one-way permutations. We remark that constant-round perfectly hiding bit commitment schemes are known only using seemingly stronger assumptions [47], [21], [32]. The NOVY protocol achieves a stronger security for interactive hashing than the one defined here. This stronger security allows its use in the application of [44]. Loosely speaking, it is shown in [44] that their protocol is secure in the following sense: For every malicious strategy $B^{*}$ for Bob, there is a "simulator" $A_{B^{*}}\left(W^{\prime}\right)$ with running time polynomial in that of $B^{*}$, such that for most $W^{\prime} \in\{0,1\}^{m}$, the simulator $A_{B^{*}}\left(W^{\prime}\right)$ can run $B^{*}$, play Alice's role, and generate a perfectly simulated random transcript in which one of the two outputs is $W^{\prime}$. Intuitively, this is a stronger and computational form of the notion that Bob does not "control" the two outputs. Obtaining this stronger property with a constant number of rounds seems hard. A very related open problem was raised in [20] in the context of Zero-Knowledge.

It is interesting to further study simulation-based definitions for protocols in the bounded storage model and investigate whether it is possible to construct efficiently simulatable protocols. Positive results may allow composition of such protocols with secure protocols in the standard complexity-based model, with the benefit of combining the salient features of both worlds.
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[^1]:    ${ }^{1}$ We note that it is impossible to construct unconditionally secure oblivious transfer protocols in the original model for quantum cryptography. (See references in [18].) Recently in [18], combining ideas from both the bounded storage model and the quantum model for cryptography, Damgård et al. introduced the so-called bounded quantum storage model, and constructed a very efficient non-interactive protocol for Rabin's original OT in this new model.

[^2]:    ${ }^{2}$ One possible implementation is that $\mathcal{R}$ is broadcast at a very high rate by a trusted party. Another possibility is to have $\mathcal{R}$ transmitted from a satellite. We remark that in our protocol (as in many previous ones) one of the parties can transmit these bits. Furthermore, the assumption that $\mathcal{R}$ is uniformly distributed can be relaxed and it is sufficient that $\mathcal{R}$ has high min-entropy.
    ${ }^{3}$ We note that a similar extension can be easily applied to our work.

[^3]:    ${ }^{4}$ It is also clear that OT of strings immediately implies OT of bits.

[^4]:    ${ }^{5}$ We remark that constant-round perfectly hiding bit commitment schemes are known [47], [21], [32], but require seemingly stronger assumptions than the one-way permutations used in [44].
    ${ }^{6}$ We mention that the argument above is imprecise. Given the memory content of Bob, the strings $Z_{0}, Z_{1}$ are no longer independent. Thus, to prove security it is not sufficient to prove that $Z_{I}$ is uniformly distributed given the memory content of Bob. In the technical proof we prove that $Z_{I}$ is uniformly distributed given the memory content of Bob, $Z_{1-I}$, and $Y_{0}, Y_{1}$.

[^5]:    ${ }^{7}$ A subtlety is that Bob has no control over whether $C=C_{0}$ or $C=C_{1}$. In the actual protocol we allow Bob to ask Alice to "switch" between the roles of $C_{0}, C_{1}$ in order to receive the desired secret.
    ${ }^{8}$ It should be noted that the seminal paper of Nisan and Zuckerman [49], which defined extractors, already used them in a very related context to construct pseudorandom generators against bounded space machines.

[^6]:    ${ }^{9}$ The view of $A$ may be thought of as also containing the party's randomness, inputs, and outputs, as well as the messages received from $B$. This more intuitive "view" is possible since without loss of generality the malicious party may copy this view to his output.

[^7]:    ${ }^{10}$ In [25] Dziembowski and Maurer showed that using a computationally secure key agreement protocol in order to agree on a secret key for a private-key encryption scheme in the bounded storage model (BSM), does not necessarily yield an information-theoretically secure combined (hybrid) scheme. Dziembowski and Maurer proved this by giving an explicit computationally secure key agreement protocol and a secure BSM private-key encryption scheme for which the resulting hybrid scheme is insecure.

[^8]:    ${ }^{11} S_{2^{m}}$ denotes the family of all permutations on $m$-bit strings.

[^9]:    ${ }^{12}$ Using different samplers allows choosing a "random" set $A$ which has a shorter description. Specifically, using the sampler from Section 6.1 reduces the description size of $A$ from $\log \binom{N}{n}=\Theta(n \log n)$ to $O(\ell)$.

[^10]:    ${ }^{13}$ Tracing this dependency gives that for $\delta=(1-\nu): \varepsilon=2^{-\Omega(\delta \ell / \log (1 / \delta))}, s=m-O(\delta \ell / \log (1 / \delta))$, and $u=\Omega(\delta \ell)$. This holds even when $v$ isn't a constant, as long as $n \geq \ell / \delta^{4}$. That is, the theorem holds even for $v \approx 1-(\ell / n)^{4}$.

[^11]:    ${ }^{14}$ We remark that we do not have to require that $v$ is a constant. Our protocol also works for $v=1-o(1)$ as long as the condition above $\left(n \geq \ell / \delta^{4}\right)$ is satisfied.

[^12]:    ${ }^{15}$ It is instructive to consider a player $B^{*}$ that sets $g^{*}(\mathcal{R})=0^{\nu N}$ if and only if $\mathcal{R}=0^{N}$. In the case that $\mathcal{R}=0^{N}, B^{*}$ remembers all of $\mathcal{R}$. The lemma says that such a case happens with very small probability.

[^13]:    ${ }^{16}$ In [25] it is shown that for secure key agreement (KA) against a passive eavesdropper in the bounded storage model, the product of the space required of Alice and Bob must be at least $\Omega(K)$, where $K$ the adversary's storage bound. It is well known (see [29]) that a secure OT protocol yields a secure KA protocol. Moreover, the standard reduction from KA to OT has the following properties: Suppose that one is given an OT protocol that requires honest Alice and Bob of space $k_{A}$ and $k_{B}$, respectively, and is secure against a malicious party with space bound $K$. Then the resulting KA protocol invokes the given OT protocol exactly once, requires the two communicating parties Alice and Bob of the same space $k_{A}$ and $k_{B}$, and achieves the given OT protocol's security against an eavesdropper with space bound $K-k_{B}$. Thus by the lower bound of [25], $k_{A} k_{B} \geq \Omega\left(K-k_{B}\right)$.

