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1 Introduction

Semilinear elliptic problems on all of RN of the form

− �u+ q(x)u= �u+ g(x)h(u)u; x∈RN ; (P)

have been widely investigated under various assumptions on q; g and h, see,
for example, [6, 7, 13] and references therein.
In particular, the results of [7] deal with the case in which q∈ L∞, g¿0,

h(0)= 0, h(s) is strictly decreasing and h(s)→−∞ as s→+∞ and yield the
existence of a bifurcation branch of positive solutions of (P) that, roughly,
blows up (in a suitable Lebesgue norm) as � tends to a, the in�mum of the
essential spectrum of the linear Schr�odinger operator −�+ q.
The main purpose of the present paper is to consider that case in which h

has, roughly, the same asymptotic behaviour but is not necessarily decreasing
and g(x) can possibly vanish in a bounded domain 
0⊂RN .
These speci�c features of h and g are motivated also by some problems

arising in Nonlinear Optics.1 Actually, the study of nonlinear modes in a layered
structure leads to a Schr�odinger equation of the form (see [2, 8, 9 and 13])

u′′ + �(x; u2)u= k2u; x∈R ; (1.1)
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where, whenever the material out of the layer is assumed to be defocusing,

�(x; u2)=
{

�1 for |x|5d

�2 − u2 for |x|¿d :

Setting �=− k2,

q(x)=
{−�1 for |x|5d

−�2 for |x|¿d
g(x)=

{
0 for |x|5d

1 for |x|¿d

and h(u)=−u2, (1.1) becomes of the form (P) with a nonlinear term like that
discussed in the present paper.
In order to �nd bifurcation branches of positive solutions of (P) we

approximate (P) with Dirichlet boundary value problems on balls. Actually,
we deal in Sect. 2 with an elliptic eigenvalue problem such as{

−�u+ q(x)u = �u+ g(x)h(u)u; x∈
 ;

u(x) = 0; x∈ @
 ;
(P
)

where 
 is a general bounded domain in RN . When g vanishes on a subset

0 of 
, problem (P
) has been studied by Alama and Tarantello in [1] by
variational methods, see also [10]. Unlike [1] we use here bifurcation theory
and improve those results by showing that the branch of positive solutions
of (P
) bifurcating from the trivial solution at �= �
 (the �rst eigenvalue of
−�+ q on W 1;2

0 (
)), blows up in Lp, p= 1, as �→ �
0 ; moreover (P
) has
no positive solutions for �= �
0 , see Theorem 2.6.

In Sect. 3 we turn to problem (P) and prove a general global bifurcation
result, see Theorem 3.4, under an uniform a-priori estimate on the branches
of the approximated problems. Taking 
=BR and letting R→∞, this a-priori
estimate allows us to show that the branches of the approximated problems
converge, in an appropriate sense, to a branch of positive solutions of (P). As
a �rst application, we handle a problem studied by Br�ezis and Kamin in [5],
see Theorem 3.6.
In Sect. 4 we still deal with (P) and show that the bound above can be

actually found provided that, roughly, the principal eigenvalue � of −� + q
on W 1;2(RN ) is smaller than q, see Theorem 4.4 for the precise statement. In
particular this result applies when g(x)¿0 on RN yielding an improvement of
the existence results of Edelson and Stuart [7].
Finally, in Sect. 5 we assume that 
0- ∅ and, roughly, �
0 ¡a, and show,

by an appropriate comparison with problems with decreasing nonlinearities,
that the branch of positive solutions of (P) blows up in Lp, p= 1, i� �↑�
0 ,
see Theorem 5.2. Such a result is in striking contrast with that in [7], see
Remark 5.3.

Notation. In the sequel 
 denotes a bounded domain of RN with (smooth)
boundary @
.

W 1;2
0 (
) or W 1;2

0 (RN ) denote Sobolev spaces and Lp= Lp(
) or Lp=
Lp(RN ) denote Lebesgue spaces. For brevity and whenever unambiguous, the
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indication of 
 or RN will be omitted. The standard norm in Lp will be denoted
by |u|p.

In the rest of the paper we will often extend a function z outside its sup-
port by setting z(x)≡ 0 therein. To keep the notation as light as possible, this
extended function will still be denoted by z.

2 Problems on bounded domains

In this section we deal with problem (P
). We set E=W 1;2
0 (
), endowed with

norm ‖u‖2 := ∫ |∇u|2. The �rst eigenvalue of the linear problem{
−�u+ q(x)u = �u; x∈
 ;

u(x) = 0; x∈ @
 ;

will be denoted by �
[q], or simply by �
. We also denote by �
, the eigen-
function corresponding to �
, with �
(x)¿0 and |�
|2 = 1. We shall use the
variational characterization of �
, namely:

�
= inf
u∈E; |u|2=1

∫


[|∇u|2 + qu2] ;

We consider problem (P
) and assume

(Q) q∈ L∞(
);

(A1) g∈ L∞(
); g= 0; and there exists a (bounded) domain 
0 with
smooth (say C1; �) boundary @
0 such that 
0 ⊂ 
 and g(x)= 0 i�
x∈
0;

(A2) h∈C(R+); h(0)= 0; ∃� ¿ 0; c0 ¿ 0 such that h(s)5 c0s�; ∀s ¿ 0
and h(s)→−∞ as s→+∞.

In particular, we explicitly point out that (A2) implies there exists C0= 0
such that

h(s)5C0 : (2.1)

In the sequel it is understood that assumptions (Q) and (A1–A2) hold true.

a) Some preliminary Lemmas. Although the following lemma is perhaps well
known, we give an outline of the proof for the reader’s convenience.
Hereafter, by a positive solution of (P
) we mean an u∈E, u¿0, which

solves (P
) weakly. Actually, in our case, weak solutions belong to C1; �.
Of course, if q and g are H�older continuous, u will become a classical solution.

Lemma 2.1 From (�
; 0) bifurcates an unbounded branch of positive solutions
of problem (P
).
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Proof. Let M= 0 be such that q(x)+M= 0 in 
, and consider the problem:{
−�u+ [q(x) +M ]u = �u+ g(x)h(u)u in 
 ;

u(x) = 0 on @
 :
(2.2)

Trivially, (�; u) is a solution of problem (P
) i� (�; u)= (�+M; u) is a solution
of problem (2.2).
Letting K =(−�+ [q+M ])−1, equation (2.2) can be written as

u= �Ku+ K (gh(u)u) : (2.3)

It is immediate to check that problem (2.3) satis�es the hypotheses of the
Global Bifurcation Theorem of Rabinowitz (see [11]). Then a branch of posi-
tive solutions (�; u) of (2.2) bifurcates from �
[q+M ] = �
[q]+M and yields
a branch of solutions of (P
) bifurcating from �
. Moreover, by standard argu-
ments it can be proved that this branch remains in the interior of the cone of
positive functions of C10 (
). Since �
 is the only eigenvalue with correspond-
ing positive eigenfunction, the branch cannot meet another eigenvalue di�erent
from �
, and thus it is unbounded.

Let �0 = �
0 and �0 =�
0 .

Lemma 2.2 There exists �∈R such that for every positive solutions (�; u) of
(P
) one has

�¡�¡�0 :

Proof. We set q= inf
 q(x) and g= sup
 g(x). Let (�; u) be a positive solution
of (P
). Then

‖u‖2 + ∫


q(x)u2 = �|u|22 +

∫


g(x)h(u)u2 ;

and one has:

�=
‖u‖2 + ∫
 q(x)u2 − ∫


 g(x)h(u)u2

|u|22
= � := q− gC0 ;

where C0 is given in (2.1).
Next, from (P
) it follows that

−∫


�u�0 +

∫


q(x)u�0 = �

∫


u�0 +

∫


g(x)h(u)u�0 :

Since g(x)≡ 0 on 
0 one infers that

− ∫

0

�u�0 −
∫

0

q(x)u�0 = �
∫

0

u�0 : (2.4)

Since u¿0 and @�0=@n¡0 on @
0 (n denotes the outer unit normal at 
0),
an integration by parts yields

−∫

0

�u�0¡−∫

0

u��0 =
∫

0

u[�0 − q(x)]�0 :

This and (2.4) imply that �¡�0.
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Remark 2.3 Let us explicitely point out that the lower bound � does not de-
pend upon 
.

b) Blow up as �↑�0. We begin with the following Lemma.
Lemma 2.4 Let (�n; un) be a sequence of positive solutions of (P
) such that
|un|2 →∞. Then �n → �0; �n¡�0.

Proof. By Lemma 2.2 we can assume that �n→ �̂∈ [�; �0]. Setting zn = un=|un|2
one has {

−�zn + q(x)zn = �nzn + g(x)h(un)zn; x ∈ 
 ;

zn(x) = 0 x∈@
 :
(2.5)

Hence ∫


|∇zn|2 +

∫


q(x)z2n = �n

∫


z2n +

∫


g(x)h(un)z2n :

Using (2.1) and since |zn|2=1 we infer from (2.5)

‖zn‖2 =
∫


|∇zn|25

∫


(�n − q(x) + g(x)C0)z2n5c1 :

Thus, up to a subsequence, zn → z strongly in L2(
), and |z|2 = 1.
Let D be any domain such that D⊂
\
0 and let �∈C∞0 (D). From (2.5)

it follows

−∫
D
zn��+

∫
D
q(x)zn�− �n

∫
D
zn� =

∫
D
g(x)h(un)zn� :

If z(x)¿ 0 for a.e. x ∈D, one has un(x) = zn(x)|un|2 → ∞ a.e. in D. Since
g¿0 in D; (A2) implies ∫

D
g(x)h(un)zn� →−∞ :

On the other hand∫
D
[−zn��+ q(x)zn�− �nzn�]→

∫
D
[−z��+ q(x)z�− �̂z�]¿−∞ ;

a contradiction. This shows that z(x) = 0 a.e. in 
\
0. Recalling that (see [4],
Proposition IX.18)

W 1;2
0 (
0) = {u∈W 1;2

0 (
): u = 0 a.e. in 
\
0} ;

it follows that z∈W 1;2
0 (
0).

Now, let ’∈C∞0 (
0). Since g(x) ≡ 0 in 
0, one has∫


g(x)h(un)zn’ = 0 ;

for all n. Then, multiplying (2.5) by ’ and integrating by parts, one �nds

−∫

0

zn�’+
∫

0

q(x)zn’ = �n
∫

0

zn’ :
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Passing to the limit one has

−∫

0

z�’+
∫

0

q(x)z’ = �̂
∫

0

z’; ∀’∈C∞0 (
0) :

This shows that z satis�es

−�z + q(x)z = �̂z in 
0 :

Since z ∈ W 1;2
0 (
0); z = 0 in 
0 and |z|2 = 1, it follows that �̂ = �0 and

z = �0.

Remarks 2.5 (i) The preceding proof shows that un ' |un|2�0, for n large.
(ii) When 
0 = ∅, or else when 
0 has zero Lebesgue measure, the pre-

ceding arguments prove that �n → +∞. Actually, if not, the �rst part of the
proof shows that z(x)=0 a.e. in 
, which is in contradiction with the fact that
|z|2 = 1.
c) Branches of positive solutions. We are in position to prove the main result
of this section. In the sequel we shall denote by � the canonical projection of
R×E onto R.
Theorem 2.6 Assume (Q) and (A1 − A2) hold. Then from (�
; 0) bifurcates
an unbounded branch S
 of positive solutions of (P
) such that:

(i) �(S
) = [�∗; �0[; for some �∗5�
;
(ii) On S
 one has that; for all p=1; |u|p → +∞ i� �↑�0.

Proof. It su�ces to apply Lemmas 2.1, 2.2, 2.4 and Remark 2.5(i).

Remarks 2.7 (i) The preceding Theorem improves some results of [1].
(ii) If h is a decreasing function, then (P
) has a unique positive solution

for all �∈ ]�
; �0[. In such a case the branch of positive solutions is a graph
and could have been found by using sub- and super-solutions.
(iii) Completing Remark 2.5(ii), when 
0 has zero Lebesgue measure or

it is possibly empty, there is an unbounded branch S
 of positive solutions of
(P
) such that �(S
)=[�∗;+∞[.

(iv) According to the classical Theorem of Bifurcation from the simple
eigenvalue, the behavior of the branch S
 near �
 depends on the sign of h near
0. In particular, if h(s)¿ 0 in a right neighbourhood of s=0; then �∗¡�
.

3 A general global bifurcation result

We turn to the Schr�odinger equation on all of RN

− �u+ q(x)u = �u+ g(x)h(u)u; x∈RN ; (P)

where, hereafter, N=1. In the sequel q; g are supposed to satisfy (Q) and (A1)
with 
=RN , as well as h is assumed to verify (A2). In any case, it is worth
recalling that 
0 is still assumed to be a bounded domain. We also set

a = lim inf
|x|→∞

q(x)(¿ −∞) :
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We shall work in the Sobolev space H =W 1;2(RN ) equipped with the usual
norm

‖u‖2 = ∫
RN

[|∇u|2 + u2]dx :

A positive solution of (P) will be an u∈H; u ¿ 0, which satis�es (P) weakly.
Let us recall (see, for example, [3] or [12]) that if (Q) holds then the

spectrum of the linear eigenvalue problem

− �u+ q(x)u = �u; x∈RN (3.1)

contains eigenvalues provided

� = �[q] := inf
u∈H; |u|2=1

∫
RN

[|∇u|2 + qu2]¡a : (3.2)

Moreover, if (3.2) holds then � is the principal eigenvalue of (3.1).
The existence of a branch of positive solutions for (P) will be proved by

an approximating procedure, carried out by means of the following topological
lemma (see [14], Theorem 9.1).

Lemma 3.1 Let Xn be a sequence of connected subsets of a complete metric
space X . If

(i) lim inf (Xn)-∅;
(ii)

⋃
Xn is precompact;

Then lim sup(Xn) is not empty; compact and connected.

Above, lim inf (Xn) and lim sup(Xn) denote the set of all x ∈ X such that
any neighbourhood of x intersects all but �nitely many of Xn, in�nitely many
of Xn respectively. In order to use the preceding Lemma, let BR be the ball
in RN centered at the origin, of radius R ¿ 0 and let (PR) denote problem
(P
) with 
 = BR. We will always take R su�ciently large in such a way
that 
0⊂BR. We also set �R := �BR . According to Theorem 2.6, there exists a
branch SR, of positive solutions of (PR), that bifurcates from (�R; 0), and blows
up as �↑�0.

It is well known that �R (is decreasing with respect to R¿0 and) converges
to � as R → +∞. For future reference we add that, in particular, since �¡
�R¡�0 for R large, one has that �5�¡�0.

To carry over the limiting procedure an uniform a-priori bound is in order.
We suppose

(B) There exist b∈ ]�; �0[ and 	∈L∞ ∩ L2; 	¿0; such that u¡	; for all
(�; u)∈SR; uniformly in R¿0 and �∈ [�; b].

We set T = [�; b] and X = T × H . Let Rn → +∞ and denote by Xn the
connected component of the set {(�; u) ∈ SRn : � ∈ T}, such that (�R; 0) ∈ X n.
In view of the properties of SRn discussed in the preceding section, Xn-∅ and
b belongs to �(Xn), for all n large.
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Lemma 3.2
⋃

Xn is precompact in X .

Proof. Let (�k ; uk)∈
⋃

Xn (we assume that the diameters of supp (uk) → ∞,
otherwise, the result is trivial). By (B), it follows that

|uk |25c1 : (3.3)

Moreover, one has∫
RN

|∇uk |2 +
∫
RN

q(x)u2k = �k
∫
RN

u2k +
∫
RN

g(x)h(uk)u2k : (3.4)

Since h(uk)5C0 then (3.3) and (3.4) imply |∇uk |25c2 and hence

‖uk‖5c3 :

Therefore, up to a subsequence, uk → u in H and in L2. It is easy to see that
u satis�es∫

RN

∇u∇�+
∫
RN

q(x)u� = �
∫
RN

u�+
∫
RN

g(x)h(u)u�; ∀�∈C∞0 : (3.5)

By density, (3.5) holds for all �∈H and, in particular, for � = uk . To prove
that uk converges strongly to u we consider

‖uk − u‖2 = ‖uk‖2 + ‖u‖2 − 2
∫
RN

∇uk∇u− 2 ∫
RN

uku :

From (3.4) we �nd

‖uk‖2 =
∫
RN

|∇uk |2 +
∫
RN

u2k =
∫
RN

F�k (x; uk)uk +
∫
RN

u2k (3.6)

where
F�(x; u) = �u− q(x)u+ g(x)h(u)u : (3.7)

From (3.5) with �=uk and �=u respectively, we infer∫
RN

∇uk∇u =
∫
RN

F�(x; u)uk ; (3.8)

∫
RN

|∇u|2 = ∫
RN

F�(x; u)u : (3.9)

Putting together (3.6), (3.8) and (3.9) we �nd

‖uk − u‖2 = ∫
RN

F�k (x; uk)uk+
∫
RN

u2k+
∫
RN

F�(x; u)u+
∫
RN

u2−2 ∫
RN

F�(x; u)uk−2
∫
RN

uku

=
∫
RN

[F�k (x; uk)−F�(x; u)]uk+
∫
RN

F�(x; u)[u− uk ] +
∫
RN

uk [uk − u]+
∫
RN

u[u− uk ] :

Since uk¡	 we deduce

‖uk − u‖2 5 ∫
RN

|F�k (x; uk)− F�(x; u)|	 +
∫
RN

|F�(x; u)| |u− uk |

+
∫
RN

|uk − u|	 +
∫
RN

|u| |u− uk | :
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The last three integrals converge to zero. As for the �rst one, since F� is locally
Lipschitzian, one has∫

RN

|F�k (x; uk)− F�(x; u)|	5 |�k − �| ∫
RN

	2 + c4
∫
RN

|uk − u|	 → 0 :

In conclusion, it follows that uk → u strongly in H .

Let S := lim sup(Xn)\{(�; 0)} :

Lemma 3.3 If (�; u)∈S then u is a (nontrivial) positive solution of (P).

Proof. It is easy to check that any (�; u)∈S is a non-negative solution of (P).
We need to prove that u ≡| 0: We shall consider separately the cases �¿ � and
�¡� (obviously, when � = � the result is trivial, according to the de�nition
of S):

Step 1. Let �¿� and suppose there exists a sequence (�k ; uk)∈Xnk ; nk →∞;
such that (�k ; uk)→ (�; 0): We can assume that all �k ¿�+ � for some �¿0:
Since �R ↓ �; there exists R ¿ 0 such that �R ¡ � + � ¡ �: Let m be such
that Rnk ¿ R for all k ¿ m: It is easy to check that, for such k; (�k ; uk) are
super-solutions of the problem{−�u+ q(x)u = (�+ �)u+ g(x)h(u)u; |x|¡R ;

u(x) = 0 |x| = R :
(3.10)

Small subsolutions of type �k�R can also be obtained, and thus we can �nd
a sequence of positive solutions of (3.10) that converges to 0. In other words
(�+ �; 0) is bifurcation of positive solutions for (PR): Since (�R; 0) is the only
possible bifurcation for positive solutions for (PR); this is a contradiction.

Step 2. Suppose that �¡� and let M ¿0 be such that q(x) +M=1 in RN :
It is convenient to endow the space H with the norm

|||u|||2 := ∫
RN

|∇u|2 + ∫
RN

[q+M ]u2 ;

which is equivalent to ‖ · ‖: By the variational expression of �; we deduce that

0¡ (�+M)
∫
RN

u2 5 |||u|||2; ∀u ∈ H :

Let 0¡�¡� be such that h(s)¡c1s� and H⊂L�+2(RN ):
Let (�; w) be a positive solution of some (PR): Then∫

RN

(|∇w|2 + q(x)w2) = �
∫
RN

w2 +
∫
RN

g(x)h(w)w2

and hence

|||w|||2 = (�+M)
∫
RN

w2 +
∫
RN

g(x)h(w)w2 5
�+M
�+M

|||w|||2 + c2
∫
RN

w�+2

5
�+M
�+M

|||w|||2 + c3|||w|||�+2 :
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In particular, for �¡�;

c3|||w|||� = 1− �+M
�+M

¿ 0 :

Then the approximating branchs are uniformly bounded away from zero.

Theorem 3.4 Suppose that (Q); (A1 − A2) and (B) hold. Then there exists
a branch; S; of positive solutions of (P) bifurcating from (�; 0); such that
�(S) = [�∗; b]; for some �∗5�:

Proof. We apply Lemma 3.1 with X and Xn de�ned before. Since �Rn ↓�; it
immediately follows that (�; 0)∈ lim inf Xn: Moreover, Lemma 3.2 shows that
the compactness property (ii) of Lemma 3.1 is satis�ed. As a consequence S =
lim sup(Xn)\{�; 0)} is (not empty), connected and (�; 0)∈ S: By Lemma 3.3
(�; u) ∈ S is a positive solution of (P): Moreover, since � ¡ b ¡ �0 then
b∈�(Xn) for all n large, and the preceding compactness arguments imply that
b∈�(S):

Remarks 3.5 (i) Similarly as in Remark 2.5(ii), if g(x)¿0 a.e. in RN then it
is understood that b could be any number greater than �:

(ii) We have found solutions in W 1;2: In fact in the speci�c applications
discussed in the sequel the a-priori bound 	 will have an exponential decay
at zero as |x| → ∞ and thus the solutions on S will have the same asymptotic
behaviour.
(iii) Assumption (B) can be slightly weakened. Actually it su�ces to assume

There exist b ∈]�; �0[ and 	∈L∞ ∩ L2; 	 ¿ 0; such that u¡	;

for all (�; u) ∈ Xn; uniformly in n and � ∈ [�; b]:
(B̃)

If for each �∈ [�; b] problem (PR) has a unique positive solution, (B) and
(B̃) obviously coincide. However, in the applications discussed later on, where
multiple solutions could arise, we will be able to prove (B̃), only.

(iv) According to Remark 2.3 one obviously has that �∗=�:

Theorem 3.4 deals with the speci�c problem (P). But a similar result holds
true for a more general equation like

−�u = F�(x; u); x ∈ RN ;

where F is locally Lipschitzian. It su�ces that each approximated problem on
BR possesses a branch of positive solutions bifurcating from some (�R; 0); that
�R converge to some � and that assumption (B); or (B̃), holds for some �; b
such that � ¡ � ¡ b: The preceding arguments can be still carried out and
yield the existence of a global bifurcating branch.
This is, for example, the case of problem

− �u = ��(x)u�; x ∈ RN ; (3.11)

where �∈L∞ and 0¡�¡1; studied in [5]. Here we can show:
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Theorem 3.6 Assume that there exists U ∈L∞ ∩ L2 satisfying

− �U = �(x); x ∈ RN : (3.12)

Then there exists a branch S of positive; W 1;2 solutions of (3:11) bifurcating
from (0; 0) and such that �(S) = [0;∞):
Proof. We only give an outline of the proof and leave the details to the reader.
For every R¿0 the boundary value problem

−�u = ��(x)u�; x ∈ BR; u = 0; x ∈ @BR ;

has a bifurcating branch SR emanating from (0; 0) such that �(SR) = [0;∞):
Moreover, one easily shows that assumption (B) holds true with � = � = 0;
any b¿0 and 	(x) = CU (x); where U satis�es (3:12) and C¿0 is su�ciently
large. Then the result follows by the arguments discussed before.

Remark 3.7 In [5] it is only assumed that U∈L∞: On the other hand, we �nd
here (a branch of) solutions in W 1;2; not merely bounded solutions.

4 Existence of a global branch of positive solutions of (P)

A global branch of positive solutions of problem (P) will be found through
an application of Theorem 3.4. Here we assume in addition to (Q); (A1 − A2);
that

for all compact K⊂RN\
0 there exists g0=g0(K); such that(A3)

inf{g(x): x ∈K}= g0 ¿ 0 ;

(A4) � ¡ a− gC0 ;

where according to the notation introduced in Sect. 2, g=supRN g(x): We set

l = min{�0; a− gC0} ;

Let us point out that (A4) implies �¡l; because �¡�0:
Our goal is to show that assumption (B̃) holds for any b¡l:

a) Construction of 	. We assume that 
0 is not emptry: if not, the �rst part
of this subsection can be avoided.
Let b¡l5 a− gC0; and let 
� denote the �-neighborhood of 
0: Taking

�¿0 su�ciently small, there results

b¡�
� ¡�0 : (4.1)

Fix a′, with b + gC0 ¡ a′ ¡ a; and let �(x) denote the function de�ned by
setting

�(x) := (q(x)− a′)− :
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Since a′¡a; it follows that the support K=supp(�) of � is compact. Letting
�¿0 be such that

K ∪ 
� ⊂ B�
we set 
�(x) = 
�(|x|); �¿0; where


�(t) =

{−� if t 5 �;
�(t − �− 1) if � ¡ t ¡ �+ 1;
0 if t = �+ 1:

Consider the linear Schr�odinger equation

− �u+ 
�(x)u = �u; x∈RN ; (4.2)

and let
�� = inf

u∈H; |u|2=1
∫
RN

[|∇u|2 + 
�(x)u2] :

The properties of �� are collected in the following Lemma.

Lemma 4.1 (i) ��50 and there exists �∗=0 such that ��¡��∗=0 provided
�¿�∗;
(ii) if �¿�∗ then �� is the principal eigenvalue of (4:2) with corresponding

positive eigenfunction ’�∈W 2; p(RN ) for all p¿1:
(iii) �� depends continuously on �;

Proof. Since 
�(x)5 0 it follows that

�� 5 inf
|u|2=1

|∇u|22 = 0 :

Moreover, �� ¡ 0 provided � is large enough (for example, � ¿ �B� [0] suf-
�ces). Property (ii) is well known (see, for example, [3] or [12]) and (iii) is
standard.

From Lemma 4.1 it follows that there exists �0¿0 such that for �0 := ��0
one has

b− a′ + gC0¡�0¡0 : (4.3)

Let  =  b : RN → R be any strictly positive C2-function such that

 (x) =
{

��(x) x ∈ 
�=2 ;

’0(x) x ∈ RN\B� ;

where ’0=’�0 and ��∈W 1;2
0 (
�) satis�es

−��� + q(x)�� = �
���; x ∈ 
� :

Finally we de�ne 	(x) = 	b(x) := C (x):

b) A priori bounds. We �rst show

Lemma 4.2 There exists C¿0 such that 	=C is a supersolution for (PR)
for all R¿0 and all �5b.
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Proof. Taking C large enough, one has that h(	(x))¡ 0 for all x∈
�=2. Then,
the de�nition of  , (4.1) and �5b imply

−�	 + q(x)	 = �
�	¿b	=�	 + g(x)h(	)	; x∈
�=2 :
Let

M = sup{� − q(x) + b : x∈B�+1\
�=2} :

Since  (x)=c1¿0 on B�+1\
�=2; (A2−A3) allow us to take C in such a way
that

c1g(x)h(C (x))5−M; ∀x∈B�+1\
�=2 ;
whence

−�	 + q(x)	=b	 −MC=�	 + g(x)h(	)	; ∀x∈B�+1\
�=2 :

Finally, for |x|=� + 1; 
�≡0 and  =’0 satis�es −� = �0 . Using (4.3)
and since supp(�)⊂B�, it follows that

−�	 + q(x)	 = (�0 + q(x))	= (�0 + a′)	

= (b+ gC0)	= �	 + g(x)h(	)	 :

Let us remark that if 
0 = ∅ one can simply de�ne 	(x)=C’0(x) and the
Lemma follows from the preceding inequality.

Lemma 4.3 For all b¡l condition (B̃) holds with the function 	 de�ned
above.

Proof. We use the notation introduced in Sect. 3. For a �xed n; we set
Bn=BRn . Let K ¿ 0 be such that F�(x; s) + Ks (see (3.7) for the de�nition)
is strictly increasing with respect to s∈ [0;maxBn 	], for all �∈ [ �; b]. Let vn
denote the solution of the b.v.p.{−�vn + Kvn=Fb(x;	) + K	; |x|¡Rn ;

vn(x) = 0; |x|=Rn :

Since Fb(x;	) + K	= 0, the maximum principle implies that vn is strictly
positive in Bn, and has negative outer normal derivative at every point on @Bn.
This means that vn lies in the interior of the cone, P, of positive functions of
C10 (Bn). Moreover, by Lemma 4.2 it follows that −�	=Fb(x;	); whence

−�(	 − vn) + K(	 − vn)=Fb(x;	) + K	 − Fb(x;	)− K	=0; |x|¡Rn:

Since, for |x| = Rn one has 	(x) − vn(x)=	(x)¿0, the maximum principle
again implies

0¡vn(x)¡	(x); ∀|x|¡R :

Furthermore, Fb(x; ·) + K increasing and Fb(x; s)=F�(x; s) for all b=�, yield

−�vn¿Fb(x; vn)=F�(x; vn); ∀|x|¡R :
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In particular, vn ∈C10 (Bn) is a super-solution (but not a solution) of (PRn) for
every � 5 b. To conclude the proof it remains to show that vn ¿u when-
ever (�; u)∈Xn. Consider the set �n= {(�; vn − u): (�; u)∈Xn}. Let us ex-
plicitely point out that �n is connected because Xn is. Moreover observe that
(�Rn ; vn)∈�n and therefore �n∩ (T × �P)-∅. We claim that �n⊂ T × �P. If not,
the connection of �n allows us to �nd (�; u)∈Xn such that vn − u∈ @P. In
particular, since vn is not a solution of (PRn), one infers that vn=(≡| )u in Bn.
Then

−�(vn − u) + K(vn − u)=F�(x; vn) + Kvn − F�(x; u)− Ku=0; ∀|x|¡Rn :

By the strong maximum principle, we deduce that vn−u∈ �P, which is a con-
tradiction. Then ∀(�; u)∈Xn one has

0¡u(x)¡vn(x)¡	(x); ∀|x|¡Rn :

This completes the proof.

c) Global bifurcation. We are now in position to prove:

Theorem 4.4 Suppose that (Q); (A1 − A2 − A3 − A4) hold. Then there exist
a branch; S; of positive solutions of (P) bifurcating from (�; 0); such that
�(S)= [�∗; l[; for some �∗5�.

Moreover; if 
0- ∅ and
(A5) �0¡a− gC0;

then �(S = [�∗; �0[:

Proof. By Lemma 4.3 (B) holds for all b¡l. Then an application of
Theorem 3.4 yields the existence of a bifurcation branch Sb of positive so-
lutions of (P) such that �(Sb)= [�∗; b]. Taking S =

⋃
b Sb it follows that

�(S)= [�∗; l[.
Finally, to prove the last statement, it su�ces to remark that (P) has no

positive solution for �=�0. Otherwise, if u0 is a positive solution of (P) for
some �=�0, such a u0 is a supersolution of (P
), for such �; for any bounded
domain 
 with 
0⊂
. Since ��0 (see notation introduced in Sect. 2) is a
subsolution for any �¿ 0 small, it follows that (P
) has a positive solution for
that �=�0, in contradiction with Lemma 2.2.

Remarks 4.5 (i) Since �¡�0 (see Sect. 3), condition (A5) implies (A4).
(ii) When 
0 = ∅ Theorem 4.4 improves the existence results of [7], where,

in addition to (A1 − A2 − A4) and to some regularity and growth restriction
on q and g, it is assumed that g(x)¿ 0 on RN and that h(s) is decreasing.
Of course, in this case (A4) is nothing but �¡a.

(iii) Let us point out that (A4) is, in general, a necessary condition for the
existence of a positive solution of (P). For example, see [7], if g(x)¿ 0; h(s) is
decreasing and q(x)→ a as |x|→∞, then (P) has no positive solution if �=a.
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A case in which (A4) holds is, for example, when there exists R¿ 0 such
that q(x)5−�BR [0] + a− gC0 in BR.
(iv) Theorem 4.4 applies to the speci�c problem (1.1) discussed in the

Introduction. In such a case one immediately �nds that (A5) holds provided
−�1 + �2=4d2¡− �2.

5 Blow up

In this section we will study the behaviour of S when � ↑ �0. Here we deal
with the case 
0- ∅, and assume that (A5) holds.

Consider ĥ :R+→R, a strictly decreasing function satisfying (A2) and such
that

ĥ(s)¡h(s); ∀s¿ 0 :

Let k :R+ → R be a strictly decreasing function such that

k(s)¿h(s); ∀s=0 :

Setting h̃(s)= k(s)− k(0), suppose that k has been chosen in such a way that
h̃ satis�es (A2).
Denote by (P̂R), resp. (P), the problem (PR), resp. (P), with ĥ instead of h,

and moreover, setting

q̃(x)= q(x)− g(x)k(0); ∀x∈RN ;

we denote by (P̃R), resp. (P̃), the problem (PR), resp. (P), with h̃ and q̃ instead
of h and q. We also set ã= lim inf q̃(x) and �̃=�[q̃ ].
Remark that �
0 [ q̃ ] = �0, because q̃(x)= q(x), for all x∈
0. Moreover,

since k(0) can be taken su�ciently close to C0, it follows that

�̃¡�0¡ã : (5.1)

We denote by ŜR; S̃R, the branches of positive solutions of (P̂R), and (P̃R),
found in Theorem 2.6. By Remark 2.7(ii), for all �∈�(ŜR) ∩ �(S̃R), there
exists a unique û�; R such that (�; û�;R)∈ ŜR, and a unique ũ�; R such that
(�; ũ�;R)∈ S̃R.

According to (5.1) Theorem 4.4 applies to problem (P̃) and yields a branch
of positive solutions S̃.
Roughly, we will show that S ‘lies between’ the branches ŜR0 and S̃ in such

a way that the blow up of the latters will imply that of S.

Lemma 5.1 Fixed R0¿ 0; with BR0 ⊃ 
0; then ∀R=R0; there results

û�; R05uR; ∀(�; uR)∈ SR; �¿�R0 ; (5.2)

uR5 ũ�; R ∀(�; uR)∈ SR : (5.3)

Proof. Since ĥ¡h and R0¡R, it follows that uR is a super-solution for prob-
lem (P̂R0 ). As usual, a small sub-solution of (P̂R0 ) can be found as before, and
thus the unique solution û�; R0 of (P̂R0 ) satis�es û�; R05uR.
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Similarly, it is easy to check that uR is a sub-solution of (P̃R), and 	=C 
is a super-solution of (P̃R) (provided that C is su�ciently large). Hence
uR5 ũ�; R.

Theorem 5.2 Suppose (Q) and (A1−A2−A3−A5) hold. Then; on S one has
that for all p=1; |u|p →∞; i� � ↑ �0.
Proof. (a) Let � ↑ �0. By (h) of Theorem 2.6, |û�; R0 |p→∞. Using (5.2) it
follows that |u|p →∞ as � ↑ �0.

(b) Since (P̃R) has a unique solution for all �∈�(S̃R), the 	 found in
Subsect. 4b, satis�es not merely (B̃) but also (B) and therefore it becomes an
a-priori bound for all the solutions of (P̃), with �5b. This implies that S̃ can
only blow up in Lp as �→�0. Taking limits in (5.3) one �nds that u5 ũ for
all (�; u)∈ S and (�; ũ)∈ S̃. Then |u|p →∞ on S implies that �→�0.

Remark 5.3 When 
0 = ∅ the blow up of S has been studied in Sects. 6 and
7 of [7]. It is worth pointing out that Theorem 5.2 is quite di�erent from the
results of [7]. Actually, in the latter the branch blows up at �= a in Lp, for a
certain range of p, related to the dimension N and to the asymptotic properties
of q; g and h. We also note that such a behaviour of S remains valid also if

0- ∅; �¡a¡�0 and q; h satisfy the same assumptions of [7]: it su�ces to
use, with minor changes, the arguments in [7].
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