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## 1 Introduction

Maldacena's original AdS/CFT correspondence relates type IIB string theory on $A d S_{5} \times S^{5}$ to $\mathcal{N}=4$ supersymmetric Yang-Mills in Minkowski space. Several authors [1, 2] realized that this correspondence could be extended to cases with fewer supersymmetries. If the fivesphere is replaced by another five-dimensional manifold $L^{5}, \mathcal{N}=1$ SUSY is preserved only if $L^{5}$ is Sasaki-Einstein. For these manifolds Gubser, $[3,4]$ proposed a simple yet powerful prediction of the AdS/CFT correspondence. Proper normalization of the AdS 3-point
functions ensures that the volume of the Sasaki-Einstein manifold is inversely proportional to the central charge $a$,

$$
\operatorname{Vol}\left(L^{5}\right) \propto \frac{\pi^{3}}{4} \frac{1}{a} .
$$

The a-central charge of a 4D SCFT quiver gauge theory can be determined through a variational procedure called a-maximization developed by Intriligator and Wecht [5]. Martelli, Sparks, and Yau [6, 7] proposed that the dual variational problem is minimizing the volume of the horizon manifold over all possible choices of a "Reeb" vector.

We show the equivalence of these two procedures by describing volume minimization in terms of the fields of the quiver. The volume of the horizon manifold is governed by the asymptotic growth of the number of holomorphic functions on its metric cone $X=$ $C\left(L^{5}\right)$ [8]. Using the correspondence between holomorphic functions on $X$ and mesonic operators in the quiver, we express the Hilbert series in terms of mesonic operators. Using this correspondence, we formulate volume minimization entirely in terms of the fields of the quiver gauge theory. We will perturbatively expand the expression for the volume. Several terms in the expression vanish from constraints from $\mathcal{N}=1$ superconformal field theories. After the cancellations are accounted for, we will see that the expressions for volume minimization and a-maximization are identical.

For toric Calabi-Yau singularities, the relationship between the $a$-central charge and volume has already been established $[9,10]$. Our proof applies to both toric and non-toric singularities. While branes at toric singularities have been extensively studied [11], far less is known about branes at general Calabi-Yau singularities.

Our plan for the paper is as follows. We first review the relation between the volume and a-central charge predicted by the AdS/CFT correspondence. Next we introduce the general structure of quiver gauge theories and explain the role of baryonic symmetries in quiver gauge theories and their supergravity duals. The subsequent sections form the mathematical core of this paper. Section 6 introduces Calabi-Yau algebras, which mathematically characterize quiver gauge theories that flow to $\mathcal{N}=1$ superconformal field theories in the infrared. The next section introduces the stronger notion of a "non-commutative crepant resolution." Non-commutative crepant resolutions describe the $\mathcal{N}=1$ superconformal field theories which can be engineered from D3-branes at Calabi-Yau singularities. These will be the main source of Calabi-Yau algebras in this paper. Using the projective resolution of modules, a property satisfied by Calabi-Yau algebras, we will explain how to to compute the Hilbert series of a quiver gauge theory in section 9. Examples of Hilbert series are given in section 10 . We review the gauge theories associated to $\mathbb{C}^{3}$ and the conifold and show how the Hilbert series correctly determines the volume of their horizon manifolds. Finally in section 11, we prove the equivalence of a-maximization and volume minimization for general quiver gauge theories.

## 2 Predictions from AdS/CFT

The AdS/CFT correspondence between type IIB string theory with $N$ D3-branes at a local Calabi-Yau singularity $X$ and type IIB string theory on $A d S_{5} \times L^{5}$ leads to a rich interplay
between gauge theory, supergravity, and mathematics. In the low-energy limit, the correspondence is a realization of holography [12, 13]. At low energies, the correspondence is between a gauged supergravity theory on $A d S_{5}$ and a superconformal field theory living on the boundary of $A d S_{5}$. We focus on the limit where the number, $N$, of D3-branes is large. For the low energy effective field theory on the D3-brane world-volume to have $\mathcal{N}=1$ supersymmetry, $X$ must be Calabi-Yau, possibly with Gorenstein singularities. We will consider only isolated Gorenstein ${ }^{1}$ singularities so that the near horizon limit can easily be defined. Furthermore, we only consider Gorenstein singularities that can be realized as a metric cone over a Sasaki-Einstein base $L^{5}$. As emphasized in [14], not all Gorenstein singularities satisfy this property. For the supergravity theory to have $\mathcal{N}=1$ supersymmetry, $L^{5}$ must be Sasaki-Einstein. An odd dimensional Riemannian manifold $L$ is Sasakian if its metric cone $\left(C(L), g_{L}\right)$ with

$$
g_{C(L)}=d r^{2}+r^{2} g_{L}
$$

is Kähler. The Kähler condition implies that $C(L)$ contains an almost-complex structure $J$. If additionally the metric cone $C(L)$ is a possibly singular Calabi-Yau, then $L$ is called Sasaki-Einstein. Every Sasaki-Einstein manifold posses a distinguished vector field

$$
\xi=J\left(r \frac{\partial}{\partial r}\right)
$$

called the Reeb vector field. The symmetry generated by the Reeb vector field is dual to the $R$-symmetry of the superconformal gauge theory. If the orbits of the Reeb vector close, then $L^{5}$ is either regular or quasi-regular. This is dual to the field theory having a compact $R$-symmetry group, isomorphic to $\mathrm{U}(1)$. If the orbits of the Reeb vector do not close, then $L^{5}$ is an irregular Sasaki-Einstein manifold and the $R$-symmetry group of the dual gauge theory is non-compact and isomorphic to $\mathbb{R}$.

The AdS/CFT correspondence matches the isometries of the supergravity theory to global symmetries of the dual four dimensional superconformal field theory. The four dimensional superconformal algebra $p s u(2,2 \mid 1)$ contains the bosonic subalgebra so $(4,2) \times$ $u(1)_{R}$. Under the AdS/CFT correspondence, the $\mathrm{SO}(4,2)$ global symmetry group matches the isometry group of $A d S_{5}$. Every Sasaki-Einstein manifold has a symmetry generated by the Reeb vector field. Under the AdS/CFT correspondence, this symmetry maps to the $R$-symmetry of the field theory. We will consider the dimensional reduction of IIB supergravity on $L^{5}$. There are $b^{3}\left(L^{5}\right)$ gauge fields $A^{I}, I=1, \ldots b^{3}\left(L^{5}\right)$ from dimensional reduction of the RR four-form. There is an additional $U(1)$ gauge field from the KaluzaKlein reduction of the graviton. If $L^{5}$ possesses isometries in addition to the one generated by the Reeb vector field, then the field theory has additional mesonic flavor symmetries [15, 16], which we will review in section 4. Under the AdS/CFT correspondence, the bulk gauge fields correspond to global symmetries of the boundary field theory. In addition to the matching of symmetries, the AdS/CFT correspondence predicts a precise relationship between correlation functions.

[^0]Suppose the $A d S_{5}$ theory has gauge group $G$ of rank $|G|$ and gauge fields $A^{I}, I=$ $1, \ldots|G|$. The gauge symmetries are mapped to global symmetries of the boundary theory with corresponding currents $J_{I}$. Gubser, Klebanov, Polyakov, and Witten [17, 18] proposed the following way to match partition functions between the CFT and SUGRA theories. Background gauge fields $A_{0}^{I}$ turned on in the CFT can be extended to gauge fields $A^{I}$ in the interior of $A d S_{5}$ in a unique manner up to gauge transformations. The partition function of the CFT with background fields $A_{0}^{I}$ equals the SUGRA partition function with the restriction that the components of the dynamical gauge fields $A^{I}$ approach the CFT background fields $A_{0}^{I}$ at the boundary of $A d S_{5}$. We schematically represent this as

$$
Z\left[A_{0}^{I}\right]_{C F T}=Z_{S U G R A}\left[\left.A^{I}\right|_{\partial A d S_{5}}=A_{0}^{I}\right] .
$$

Here the CFT generating functional is

$$
Z\left[A_{0}^{I}\right]_{C F T}=\left\langle\exp \left(\int J_{I} A_{0}^{I}\right)\right\rangle_{C F T}
$$

Under the GKP/W prescription, the gauge symmetry of the AdS gauge fields, $A_{I} \rightarrow$ $A_{I}+\partial \chi_{I}$, translates directly into the condition that the CFT currents are conserved, $\partial_{\mu} J_{I}^{\mu}=0$. Since the AdS/CFT correspondence is a weak-strong duality, it is usually difficult to test the equivalence of correlation functions. For the original AdS/CFT correspondence with $\mathcal{N}=4$ supersymmetry, the additional supersymmetry has enabled extensive tests of the correspondence. For theories with only $\mathcal{N}=1$ supersymmetry, there are very few quantities we can compute at strong coupling. However, we can still try to match global anomalies, which are one-loop exact and therefore computable at strong coupling. The $\mathrm{U}(1)$ global symmetries are exact symmetries of the quantum theory. When coupled to external gauge fields, these symmetries can have ABJ [19, 20] type triangle anomalies.

A direct check of AdS/CFT can be made by showing that the the three-point functions on both sides of the correspondence match. For anomalies, there is an elegant method that is equivalent to matching the three-point functions of the anomalous currents. Witten [18] observed that the 5 d Chern-Simons term in the $A d S_{5}$ supergravity action is not gauge invariant. Under a gauge transformation, the 5d Chern-Simons term gains a boundary term. Under the GKP/W prescription, this term becomes precisely the 4D ABJ anomaly in the boundary SCFT.

Four dimensional superconformal field theories are parametrized by two central charges, $a$ and $c$. The central charges can be read off from the two- and three-point function of the stress energy tensor. Alternatively, the anomaly coefficients can be computed from Weyl anomalies. Since the stress energy tensor is a composite operator, it must be appropriately regularized. Conformal symmetry requires that the trace of the stress tensor vanishes. However, the trace and regularization procedures do not commute, and their failure to do so leads to the Weyl anomaly. For any theory with a large $N$ holographic dual, the $a$ and $c$ central charges must be equal [4]. This is automatically the case for superconformal quiver gauge theories [21,22]. The difference $a-c$ is proportional to $\operatorname{Tr} R=0$ to leading order in $N$. For a superconformal quiver, the condition $\operatorname{Tr} R=0$ can be seen by taking the linear combination of the NSVZ beta functions [23] weighted by the ranks of the gauge groups.

Since the stress energy tensor and the $R$-symmetry current both reside in the same supersymmetry multiplet, the $a$ central charge can be written as

$$
a=\frac{3}{32}\left(3 \operatorname{Tr} R^{3}-\operatorname{Tr} R\right) .
$$

The trace is over all the fields, and $R$ is the $R$-charge under the IR $R$-symmetry.
Either by matching 3-point functions or generalizing Witten's argument, the AdS/CFT correspondence predicts that the volume of the Sasaki-Einstein manifold is inversely proportional to the central charge $a$,

$$
\operatorname{Vol}\left(L^{5}\right)=\frac{\pi^{3} N^{2}}{4 a}
$$

After reviewing the general properties of quiver gauge theories, we will explain how the a-central charge is determined by Intriligator and Wecht's a-maximization procedure.

## 3 Quiver gauge theories

The world-volume gauge theory on a stack of D3-branes at a Calabi-Yau singularity is often described by a quiver gauge theory. A quiver $Q=(V, A, h, t: A \rightarrow V)$ is a collection of vertices $V$ and arrows $A$ between the vertices of the quiver. The arrows are directed edges with the head and tail of an arrow $a \in A$ given by maps $h(a)$ and $t(a)$, respectively. A representation $X$ of a quiver is an assignment of $\mathbb{C}$-vector spaces $X_{v}$ to every vertex $v \in V$ and a $\mathbb{C}$-linear map $\phi_{a}: X_{t(a)} \rightarrow X_{h(a)}$ to every arrow $a \in A$. The dimension vector $\mathbf{n} \in \mathbb{N}^{|V|}$ of a representation $X$ is a vector with an entry for each vertex $v \in V$ equal to the dimension of the vector space $X_{v}$.

A quiver gauge theory is specified by a quiver and a superpotential in the following manner:

- The gauge group

$$
G=\prod_{v \in V} \mathrm{U}\left(\mathrm{n}_{\mathrm{v}}\right)
$$

is a product of unitary groups $\mathrm{U}\left(\mathrm{n}_{\mathrm{v}}\right)$ of dimension $n_{v}$.

- Arrows $a \in A$ represent chiral superfields $\Phi_{a}$ transforming in the fundamental representation of $\mathrm{U}\left(\mathrm{n}_{\mathrm{h}(\mathrm{a})}\right)$ and in the anti-fundamental representation of $\mathrm{U}\left(\mathrm{n}_{\mathrm{t}(\mathrm{a})}\right)$. If the two vertices are distinct, the chiral superfields are called bifundamental fields. Otherwise, the arrow is a loop and the field transforms in the adjoint representation.
- The superpotential

$$
W=\sum_{l=a_{1} a_{2} \ldots a_{k} \in L} \lambda_{l} \operatorname{Tr}\left[\Phi_{a_{1}} \Phi_{a_{2}} \ldots \Phi_{a_{k}}\right]
$$

is a sum of gauge invariant operators $\operatorname{Tr}\left[\Phi_{a_{1}} \Phi_{a_{2}} \ldots \Phi_{a_{k}}\right]$. Gauge invariance requires $l=a_{1} a_{2} \ldots a_{k}$ to be an oriented loop in the quiver. Each operator has coupling constant $\lambda_{l}$.

For a quiver gauge theory to be physically sensible, the gauge anomalies for each gauge group must vanish. Vanishing of the triangle anomaly with three external gluons of the $\mathrm{U}\left(\mathrm{n}_{\mathrm{v}}\right)$ gauge group yields the condition

$$
\begin{equation*}
\sum_{a \in A \mid h(a)=v} n_{t(a)}-\sum_{a \in A \mid t(a)=v} n_{h(a)}=0 \tag{3.1}
\end{equation*}
$$

Linear combinations $\mathrm{U}(1)_{\mathrm{q}}$ of the $\mathrm{U}(1)_{\mathrm{v}} \subset \mathrm{U}\left(\mathrm{n}_{\mathrm{v}}\right)$ groups can mix and lead to triangle anomalies of the form $\operatorname{Tr}\left[\mathrm{SU}\left(\mathrm{n}_{\mathrm{v}}\right)^{2} \mathrm{U}(1)_{\mathrm{q}}\right]$. Vanishing of this mixed anomaly requires

$$
\begin{equation*}
\sum_{a \in A \mid h(a)=v} n_{t(a)} q_{t(a)}-\sum_{a \in A \mid t(a)=v} n_{h(a)} q_{n(a)}=0 \tag{3.2}
\end{equation*}
$$

Quiver gauge theories describing the low energy effective field theory of D-branes at a Calabi-Yau singularity have a variant of the Green-Schwarz mechanism to cancel the anomalous $\mathrm{U}(1)$ 's. The gauge fields of the anomalous $\mathrm{U}(1)$ 's couple to RR-form fields giving them Stückelberg masses [24-26]. These massive vector fields decouple in the IR. The non-anomalous $\mathrm{U}(1)$ fields are free in the infrared so they also decouple and become global $U(1)$ symmetries in the IR. These global $U(1)$ symmetries are called baryonic symmetries. This is explained from a large-volume perspective in [27-29]. In the next section we will review baryonic symmetries in more detail.

At a conformal fixed point in the infrared, we expect the NSVZ 1-loop exact beta functions of the gauge groups $\mathrm{SU}\left(\mathrm{n}_{\mathrm{v}}\right)$ and couplings $\lambda_{l}$ to vanish. These constraints are

$$
\begin{array}{rr}
\hat{\beta}_{1 / g_{v}^{2}}=0 & 2 n_{v}+\sum_{e \in Q_{1}}(R(e)-1) n_{t(e)}+\sum_{e \in Q_{1}}(R(e)-1) n_{h(e)}=0 \\
\hat{\beta}_{\lambda_{l}}=0 & -2+\sum_{e \in \operatorname{loop} l} R(e)=0 . \tag{3.4}
\end{array}
$$

The last condition implies that at a superconformal fixed point, every term in the superpotential has total $R$-charge 2 .

## 4 Baryonic and flavor symmetries

Global flavor symmetries play a prominent role in our story because they can mix with the $R$-symmetry of the superconformal gauge theory. The a-maximization procedure of Intriligator and Wecht determines the precise form of the mixing. In this section, we review the constraints on anomalies with flavor symmetries. These constraints will be essential when we analyze the perturbative expansion of the Hilbert series in section 9 .

After dimensional reduction, D3 branes wrapping 3-cycles in $L^{5}$ become baryonic particles in the $A d S_{5}$ supergravity theory. They are charged under the $b^{3}\left(L^{5}\right)$ gauge fields coming from dimensional reduction of the RR 4-form on the same cycle. Under the AdS/CFT correspondence, these gauge fields are dual to global baryonic $\mathrm{U}(1)$ symmetries. For quiver gauge theories, the baryonic symmetries can be described by charges $q_{v}^{I}$ satisfying equation (3.2). The charge of a bifundamental field $X_{t(a), h(a)}$ under the $I^{t h}$ global baryonic symmetry is $B^{I}(X)=q_{h(a)}^{I}-q_{t(a)}^{I}$. When $q_{v}=1$, none of the bifundamental fields is
charged under the baryonic symmetry. In this case, (3.2) becomes equivalent to (3.1). The other solutions have non-vanishing baryonic charges, so the dimension of the solution space of (3.2) is $b^{3}\left(L^{5}\right)+1$.

Mesonic operators in the quiver gauge theory are uncharged under baryonic symmetries. However they are charged under the $R$-symmetry and possibly additional flavor symmetries. If $L^{5}$ has a rank $\ell$-dimensional space of isometries, then there are $\ell$ KaluzaKlein gauge fields in the $A d S_{5}$ supergravity theory [15, 16]. The Kaluza-Klein gauge fields are dual to non-baryonic flavor symmetries in the SCFT. These symmetries are called mesonic flavor symmetries because mesons are charged under them.

In addition to the anomalies (5.1), the baryonic symmetries of four dimensional superconformal field theories satisfy relations:

$$
\begin{align*}
\operatorname{Tr} B^{I} & =0  \tag{4.1}\\
\operatorname{Tr} B^{I} B^{J} B^{K} & =0 \quad \text { for all } I, J, K . \tag{4.2}
\end{align*}
$$

since there are no 10-dimensional Chern-Simons couplings that could generate the corresponding anomalies via dimensional reduction [21, 29].

## 5 A-maximization

Given the ultraviolet description of a quiver gauge theory, determining the exact $R$ symmetry in the IR is complicated by the possibility that the $R$-symmetry can mix with other $\mathrm{U}(1)$ global symmetries. Intriligator and Wecht [5] developed a procedure called a-maximization to determine the true $R$ symmetry in the IR. They first consider a trial $R$-symmetry

$$
R_{t}=R_{0}+\sum_{I} s^{I} F^{I}
$$

where $R_{0}$ is any $\mathrm{U}(1)$ charge assignment whose gauge and superpotential couplings have vanishing beta functions (3.3). The $F^{I}$ represent arbitrary $U(1)$ flavor symmetries and $s^{I}$ are parameters. Combined with the general results on flavor symmetries in $\mathcal{N}=1$ SCFTs [30],

$$
\begin{align*}
& 9 \operatorname{Tr}\left(R^{2} F^{I}\right)=\operatorname{Tr} F^{I}  \tag{5.1}\\
& \operatorname{Tr} R F^{J} F^{K} \text { is negative definite. } \tag{5.2}
\end{align*}
$$

Intriligator and Wecht showed that the true $R$ symmetry is the one that minimizes the 4 D central charge

$$
a=\frac{3}{32}\left(\sum_{\psi} 3 R_{\psi}^{3}-R_{\psi}\right)
$$

Since the a-central charge can be expressed in terms of triangle anomalies, the sum is over all fermions, $\psi$, in the quiver gauge theory. A chiral multiplet $X_{e}$ containing a complex scalar field with R-charge $R(e)$ also contains a fermion with R-charge $R(e)-1$. Bifundamental fields between gauge groups of ranks $n_{v}$ and $n_{w}$ contribute $n_{v} n_{w}$ fermions to the gauge
theory matter content. Similarly, adjoint fields contribute $n_{v}^{2}$ fermions. For each gauge group $\mathrm{U}\left(\mathrm{n}_{\mathrm{v}}\right)$, there are $n_{v}^{2}$ gauginos, which all have R-charge 1 . In terms of the fields of the quiver, the a central charge is

$$
a=\frac{3}{32}\left(2 N_{G}+\sum_{e \in \operatorname{Arr}(v \rightarrow w)} 3 n_{v} n_{w}(R(e)-1)^{3}-n_{v} n_{w}(R(e)-1)\right)
$$

where $N_{G}=\sum_{v \in Q_{0}} n_{v}^{2}$ is the number of gauginos. For a superconformal quiver gauge theory $\operatorname{Tr} R=0$, which lets us write the a-anomaly as

$$
\begin{equation*}
a=\frac{9}{32}\left(N_{G}+\sum_{e \in \operatorname{Arr}(v \rightarrow w)} n_{v} n_{w}(R(e)-1)^{3}\right) . \tag{5.3}
\end{equation*}
$$

As emphasized in $[10,29,31]$ the baryonic symmetries decouple from the maximization procedure, so we can restrict the parameters $s^{I}$ to vary over the $\ell$-dimensional subspace of mesonic flavor symmetries in a-maximization. The space of mesonic flavor symmetries corresponds directly to the $\ell$-dimensional subspace the Reeb vector is varied over in volume minimization. We have given an account of the original Intriligator-Wecht procedure, which is sufficient for our purposes. For further developments and modifications, see [32-34].

## 6 Calabi-Yau algebras

Which quiver gauge theories arise from placing a stack of D3-branes at a Calabi-Yau singularity? Berenstein and Douglas [35] suggested that the Calabi-Yau condition should be captured by a form of Serre duality. Additionally, they conjectured that the Calabi-Yau condition could be captured by a projective resolution of simple modules. In this section, we will review the homological algebra necessary to state Ginzburg's version [36, 37] of Berenstein and Douglas' conjecture. We will be able to use Ginzburg's projective resolution to determine the Hilbert series of any Calabi-Yau algebra of dimension three.

Following [38], let $S:=\bigoplus_{v \in Q_{0}} \mathbb{C} e_{v}$ be the semi-simple algebra generated by the paths of length zero. Similarly, let $T_{1}=\bigoplus_{a \in Q_{1}} \mathbb{C} x_{a}$ be the vector space generated by the arrows. For each arrow $a \in Q_{1}$, there is a relation $R_{a} \equiv \frac{\partial}{\partial x_{a}} W$. Define $T_{2}=\bigoplus_{a \in Q_{1}} \mathbb{C} R_{a}$ to be the vector space generated by the relations $R_{a} \equiv \frac{\partial}{\partial x_{a}} W$. In addition to relations, there can also be relations between relations called syzygies. For any superpotential algebra, there is a universal syzygy [39] associated to every vertex $v \in Q_{0}$ of the form

$$
W_{v}:=\sum_{a \in Q_{1} \mid t(a)=v} x_{a} R_{a}=\sum_{a \in Q_{1} \mid h(a)=v} R_{a} x_{a} .
$$

Finally, let $T_{3}:=\bigoplus_{v \in Q_{0}} \mathbb{C} W_{v}$ be the vector space spanned by the universal syzygies. There are natural maps $\mu_{0}, \ldots \mu_{3}$ between these spaces. The map $\mu_{0}$ takes two paths and concatenates them. It is extended by linearity to act on the entire path algebra:

$$
\begin{aligned}
\mu_{0}: & A \otimes_{S} A \rightarrow A \\
& x \otimes y \rightarrow x y .
\end{aligned}
$$

The map $\mu_{1}$ is defined on a triple (path, arrow, path) and produces a formal difference of pairs of paths. By linearity the map extends to the entire path algebra.

$$
\begin{aligned}
& \mu_{1}: A \otimes_{S} T \otimes_{S} A \rightarrow A \otimes_{S} A \\
& \quad x \otimes x_{a} \otimes y \rightarrow x x_{a} \otimes y-x \otimes x_{a} y
\end{aligned}
$$

The map $\mu_{2}$ is defined using a new type of derivative

$$
\frac{\partial}{\partial x_{a}}: \mathbb{C} Q \rightarrow \mathbb{C} Q \otimes \mathbb{C} Q \quad x \rightarrow\left(\frac{\partial x}{\partial x_{a}}\right)^{\prime} \otimes\left(\frac{\partial x}{\partial x_{a}}\right)^{\prime \prime}
$$

We first explain how this derivative acts on paths. For each occurrence of an arrow $x_{a}$ in a path, the path can be written as $x x_{a} y$. Split this term into $x \otimes y$ and then sum over all possible positions of the middle arrow. In Sweedler notation the left part, $x$, is inserted to the first $(\cdot)^{\prime}$ and the right part, $y$, is inserted into second $(\cdot)^{\prime \prime}$. Using this derivative, the map $\mu_{2}$ is defined as

$$
\begin{aligned}
\mu_{2}: & A \otimes_{S} T_{2} \otimes_{S} A \rightarrow A \otimes_{S} T_{1} \otimes_{S} A \\
& x \otimes R_{a} \otimes y \rightarrow \sum_{b \in Q_{1}} x\left(\frac{\partial R_{a}}{\partial x_{b}}\right)^{\prime} \otimes x_{b} \otimes\left(\frac{\partial R_{a}}{\partial x_{b}}\right)^{\prime \prime} y .
\end{aligned}
$$

Finally, the map $\mu_{3}$ is defined as

$$
\begin{aligned}
\mu_{3}: A \otimes_{S} T_{3} \otimes_{S} A \rightarrow A \otimes_{S} T_{2} \otimes_{S} A \\
x \otimes W_{v} \otimes y \rightarrow \sum_{b \in Q_{1} \mid t(b)=v} x x_{b} \otimes R_{b} \otimes y-\sum_{b \in Q_{1} \mid h(b)=v} x \otimes R_{b} \otimes x_{b} y
\end{aligned}
$$

It is simple to check that the composition of two successive maps $\mu_{j} \circ \mu_{j+1}=0$ so we can form the following complex:

$$
\begin{equation*}
0 \longrightarrow A \otimes_{S} T_{3} \otimes_{S} A \xrightarrow{\mu_{3}} A \otimes_{S} T_{2} \otimes_{S} A \xrightarrow{\mu_{2}} A \otimes_{S} T_{1} \otimes_{S} A \xrightarrow{\mu_{1}} A \otimes_{S} A \xrightarrow{\mu_{0}} A \longrightarrow 0 \tag{6.1}
\end{equation*}
$$

Ginzburg's main result is the following theorem:
Theorem 6.1 ([37]). An associative algebra $A$ is Calabi-Yau of dimension three if and only if the complex (6.1) is exact.

The notion of Calabi-Yau algebras used in this theorem is defined by an analog of Serre duality.

Definition 6.1 ([37]). A homologically smooth algebra $A$ is said to be Calabi-Yau of dimension $d$ if there is an $A$-bimodule quasi-isomorphism $f: A \rightarrow A^{!}[d]$ such that $f=$ $f^{!}[d]$. Here

$$
M \rightarrow M^{!}:=R \operatorname{Hom}_{\mathrm{A}-\operatorname{Bimod}}(M, A \otimes A)
$$

We will use the projective resolution (6.1) to compute the Hilbert series of graded superpontetial algebras.

Definition 6.2. The Hilbert series of a graded superpotential algebra $A=\bigoplus_{r \in \mathbb{N}} A_{r}$ is the $Q_{0} \times Q_{0}$ matrix $H(A ; t)$ with $(v, w)$ entry

$$
H_{v, w}(A ; t)=\sum_{r=0}^{\infty} t^{r} \operatorname{dim}\left(e_{v} A_{r} e_{w}\right) .
$$

Theorem 6.2 (Ginzburg/Bocklandt $[37,40])$. Let $A=\mathbb{C} Q /(\partial W)$ be a superpotential algebra with $W$ homogeneous of degree $d$. Associate to the quiver the adjacency matrix $M_{Q}(t)$ with $(v, w)$ entry

$$
M_{v, w}(Q ; t)=\sum_{a \in \operatorname{arr}(v \rightarrow w)} t^{\operatorname{deg}(a)} .
$$

The Hilbert series of $A$ equals

$$
H(A ; t)=\frac{1}{1-M_{Q}(t)+t^{d} M_{Q}^{T}\left(t^{-1}\right)-t^{d}}
$$

where 1 represents the identity matrix.
In the next section we will introduce non-commutative resolutions of local Calabi-Yau singularities. These form a large family of Calabi-Yau algebras. We expect that the condition that a gauge theory is superconformal implies that the corresponding superpotential algebra is Calabi-Yau of dimension three.

Conjecture 6.1. A superpotential algebra $A=\mathbb{C} Q /(\partial W)$ with an R-charge assignment $R: Q_{1} \rightarrow(0,1]$ such that

- Each field of $Q_{1}$ appears in at least two terms of the superpotential,
- The superpotential $W$ is homogeneous of degree 2,
- The NSVZ beta functions in equation (3.3) vanish,
is a Calabi-Yau algebra of dimension 3.
For the special case of dimer models, this conjecture has been proven [38, 41, 42].


## 7 Non-commutative crepant resolutions

Bondal and Orlov conjectured that different crepant resolutions $f_{1}: Y_{1} \rightarrow X$ and $f_{2}$ : $Y_{2} \rightarrow X$ of a local Calabi-Yau singularity $X=\operatorname{Spec} R$ should have equivalent derived categories of coherent sheaves [43]. Van den Bergh gave a new proof of this conjecture in dimension three [44], which was motivated by [45]. One of his insights was to introduce a non-commutative algebra $A$ as an intermediate object.

$$
D^{b}\left(\operatorname{Coh} Y_{1}\right) \cong D^{b}(\bmod -A) \cong D^{b}\left(\operatorname{Coh} Y_{2}\right) .
$$

Abstracting the properties of the algebra $A$ led van den Bergh to define non-commutative crepant resolutions.

Definition 7.1 (van den Bergh [46]). A non-commutative crepant resolution (NCCR) of a Gorenstein ring $R$ is an homologically homogeneous $R$-algebra of the form $A=\operatorname{End}_{R}(M)$ where $M$ is a reflexive $R$-module.

In practice, we will work with the slightly weaker, but more accessible, class of noncommutative crepant resolutions given by the next theorem.

Theorem 7.1 (van den Bergh [46]). The algebra

$$
A=\operatorname{End}_{R}(M)
$$

is a non-commutative crepant resolution of a commutative Gorenstein ring $R$ if

- $M$ is a reflexive $R$-module,
- $A$ has finite global dimension,
- $A$ is a MCM $R$-module.

The second condition is necessary to show that NCCRs of Gorenstein rings of dimension three are Calabi-Yau three algebras. In this paper, we will focus on NCCRs of the form $A=\operatorname{End}_{R}(M)$, where $M=\bigoplus_{i=0}^{N} M_{i}$ and $M_{0}=R$. Since $\operatorname{End}_{R}\left(M_{0}\right) \cong R$ we can identify closed loops based at the vertex corresponding to $M_{0}$ with the elements of $R$, or equivalently the holomorphic functions on the variety $X=\operatorname{Spec} R$. If we view the algebra $A$ is a quiver gauge theory, each module $M_{v}$ corresponds to a vertex $v$ of the quiver. The gauge groups $\mathrm{U}\left(\mathrm{n}_{\mathrm{v}}\right)$ associated to the modules $M_{v}$ have ranks

$$
n_{v}=N \operatorname{dim}_{R} M_{v}
$$

where $N$ is the number of D3-branes at the singularity and $\operatorname{dim}_{R} M_{v}$ is the rank of the $R$-module $M_{v}$.

## 8 Volume minimization

A-maximization determines the true $R$-symmetry of a superconformal field theory in the IR. The AdS/CFT dual of this problem is determining the Reeb vector that generates the $\mathrm{U}(1)$ isometry of the Sasaki-Einstein geometry. A geometric dual of $a$-maximization for local toric Calabi-Yau threefolds was found by Martelli, Sparks, and Yau [6]. They showed that the Reeb vector field, and hence the volume of a Sasaki-Einstein metric on the base of a local toric Calabi-Yau cone could be computed by minimizing a function computed from toric data. Later, they generalized their result to manifolds with only a $\left(\mathbb{C}^{*}\right)^{\ell}$ symmetry $[7,14]$. The basic idea is that the asymptotic growth rate of the number of holomorphic functions on the local Calabi-Yau determines the volume of the SasakiEinstein horizon manifold [8].

The equivariant index

$$
C(q, X)=\operatorname{Tr}\left\{q \mid \mathcal{H}^{0}(X)\right\}
$$

counts the holomorphic functions on $X$ indexed by their charges $q \in\left(\mathbb{C}^{*}\right)^{\ell}$. The trace in the definition is of the induced $\left(\mathbb{C}^{*}\right)^{\ell}$ action defined on the vector space of holomorphic function on $X$. Let $\zeta_{a}, a=1 \ldots s$ form a basis for the Lie algebra of $\mathrm{U}(1)^{\ell} \subset\left(\mathbb{C}^{*}\right)^{\ell}$ so we can expand the Reeb vector in components $\xi=\sum_{a=1}^{\ell} b_{a} \zeta_{a}$, where $b_{a}$ are real parameters. For toric manifolds, the equivariant index reduces to the character

$$
C\left(q, X_{\sigma}\right)=\sum_{m \in \mathcal{S}_{\sigma}} q^{m}
$$

which counts points in a polyhedral cone $S_{\sigma}$ associated to the toric variety. The volume of the horizon manifold $L^{2 n-1}$ is found by minimizing

$$
\operatorname{Vol}\left[L^{2 n-1}\right]\left(b_{a}\right)=\frac{2 \pi^{n}}{(n-1)!} \lim _{s \rightarrow 0} s^{n} C\left(q_{a}=e^{-s b_{a}}, X_{\sigma}\right)
$$

over all possible values of the Reeb vector. For the case of interest, $n=3$ and the volume is

$$
\operatorname{Vol}\left[L^{5}\right]\left(b_{a}\right)=\pi^{3} \lim _{s \rightarrow 0} s^{3} C\left(q_{a}=e^{-s b_{a}}, X\right)
$$

as a function of the Reeb vector.

## 9 Hilbert series

In this section, we will show how the volume of a horizon manifold $L^{5}$ can be computed directly from the quiver describing the dual superconformal field theory. As explained in section 7, given a singular local Calabi-Yau $X=\operatorname{Spec} R$, a noncommutative crepant resolution describes the gauge theory on a stack of D3-branes placed at the singularity of $X$. If the noncommutative crepant resolution is of the form $A=\operatorname{End}_{R}\left(M_{0} \oplus \cdots \oplus M_{\left|Q_{0}\right|-1}\right.$ with $M_{0}:=R$, then the closed loops based at the vertex corresponding to $M_{0}$ are in bijection with the elements of the ring $R .{ }^{2}$

To count paths weighted by R-charge, we simply modify the adjacency matrix to have $(v, w)$ component

$$
M_{Q}(t)_{v w}=\sum_{e \in \operatorname{Arrows}(v \rightarrow w)} t^{R(e)}
$$

where $R(e)$ is a trial R-charge for the edge $e$. Since the superpotential has degree 2 , the Hilbert series is

$$
\begin{equation*}
H(Q ; t)=\frac{1}{1-M_{Q}(t)+t^{2} M_{Q}^{T}\left(t^{-1}\right)-t^{2}} . \tag{9.1}
\end{equation*}
$$

The $(v, w)$ entry of the Hilbert series counts the number of distinct paths from vertex $v$ to vertex $w$ weighted by R-charge where paths are counted up to F-term equivalence. Since the

[^1]module $M_{0}$ corresponds to vertex 0 of the quiver, the Hilbert series of $R=\operatorname{Hom}\left(M_{0}, M_{0}\right)$ is given by the $(0,0)$ entry of the Hilbert series.

To match the Hilbert series to the equivariant index $C(q, X)$ of Martelli, Sparks, and Yau, we recall the precise form of the correspondence between the Reeb vector $\xi$ and the $R$-symmetry. In their normalization, the weight $\mu$ of a holomorphic function on $X$ is determined by $\mathcal{L}_{\xi} f=\mu i f$ where $\mathcal{L}_{\xi}$ is the Lie derivative along the Reeb vector field. The Reeb vector is normalized by demanding that

$$
\mathcal{L}_{\xi} \Omega^{3,0}=3 i \Omega^{3,0}
$$

where $\Omega^{3,0}$ is the no-where vanishing holomorphic three form defined away from the singularity. The holomorphic functions on $X$ determine eigenfunctions of the Laplacian on its horizon manifold $L^{5}$. By carefully performing the Kaluza-Klein reduction, Martelli, Sparks, and Yau show that the scaling dimension $\Delta(\mathcal{O})$ of a mesonic operator $\mathcal{O}$ in the gauge theory is precisely

$$
\Delta=\mu .
$$

The superconformal algebra relates the scaling dimensions of chiral primary operators to their R-charge

$$
R(\mathcal{O})=\frac{2}{3} \Delta(\mathcal{O})
$$

Combining these identifications, the volume of the horizon manifold is

$$
\operatorname{Vol}\left[L^{5}\right]=\left(\frac{2 \pi}{3}\right)^{3} \lim _{s \rightarrow 0} s^{3} H_{0,0}\left(Q ; e^{-s}\right)
$$

## 10 Examples

## $10.1 \mathbb{C}^{3}$

The simplest five-dimensional Sasaki-Einstein manifold is the round five-sphere. Its metric cone is simply $\mathbb{C}^{3}$. The dual gauge theory is $\mathcal{N}=4 \mathrm{SYM}$, which has three adjoint scalar fields $X, Y, Z$, and superpotential $W=\operatorname{Tr}(X Y Z-X Y Z)$. The quiver consists of a single node with three loops corresponding to the three adjoint scalar fields. Let $a, b, c$ denote the trial $R$-charges for these fields. The weighted adjacency matrix has the single entry

$$
M_{Q}(t ; a, b, c)=\left(t^{a}+t^{b}+t^{c}\right) .
$$

The Hilbert series is

$$
H(Q ; t ; a, b, c)=\frac{1}{1-\left(t^{a}+t^{b}+t^{c}\right)-\left(t^{2-a}+t^{2-b}+t^{2-c}\right)+t^{2}} .
$$

Imposing the constraint that all the R-charges must sum to 2 , we can eliminate $c=2-a-b$. We expand the Hilbert series in $t=e^{-s}$ as

$$
s^{3} H_{0,0}\left(Q ; e^{-s}\right)=\frac{1}{a b(2-a-b)} \frac{1}{s^{3}}+\mathcal{O}(s)
$$

Minimizing the volume over $a$ and $b$ we find that

$$
\operatorname{Vol}\left[S^{5}\right]=\pi^{3}
$$

which agrees with our choice of normalization.


Figure 1. Klebanov-Witten quiver for the conifold.


Figure 2. McKay quiver for $\mathbb{C}^{3} / \Gamma_{168}$

### 10.2 Conifold

The weighted adjacency matrix of the conifold is

$$
M_{Q}(t ; a, b, c, d)=\left(\begin{array}{cc}
0 & t^{a}+t^{b} \\
t^{c}+t^{d} & 0
\end{array}\right) .
$$

From this we determine the Hilbert series

$$
H(Q ; t ; x, y)=\frac{1-t^{2}}{\left(1-t^{2-x}\right)\left(1-t^{x}\right)\left(1-t^{2-y}\right)\left(1-t^{y}\right)} .
$$

We can impose the constraint that the total R-charge is 2 by eliminating $d$ and writing the Hilbert series in terms of $x=b+c$ and $y=a+c$. Expanding the Hilbert series in $t=e^{-s}$ yields

$$
s^{3} H_{0,0}\left(Q ; e^{-s}\right)=\frac{2}{x(2-x) y(2-y)}+\mathcal{O}(s) .
$$

Minimizing this expression with respect to $x$ and $y$, we find the volume of the horizon manifold

$$
\operatorname{Vol}\left[T^{1,1}\right]=\frac{16 \pi^{3}}{27}
$$

### 10.3 Orbifolds and the McKay correspondence

One of the simplest ways to construct new gauge theories is through an orbifold procedure. Let $V=\mathbb{C}^{3}$ be a 3 dimensional complex vector space and $\Gamma \subset \mathrm{SU}(3)$ a finite group acting on $V$. If $\Gamma$ is not contained in any $\mathrm{SU}(2)$ subgroup, then the orbifold action breaks the $\mathcal{N}=4$ supersymmetry to $\mathcal{N}=1$ and the corresponding world-volume gauge theory is described by a quiver gauge theory. The quiver describing the gauge theory is the McKay quiver, $Q_{\Gamma}$, which can be computed using the methods pioneered in [24]. We will follow the elegant description of the McKay quiver described in [37]. The McKay quiver $Q_{\Gamma}$ has a vertex $i \in I$ for each irreducible representation $L_{i} \in I$ of $\Gamma$, where $I$ is the set of irreducible
representations of $\Gamma$. The edges form a $\mathbb{C}$-linear basis of $\operatorname{Hom}_{\Gamma}\left(L_{i}, L_{j} \otimes V\right)$ and the faces of the quiver consist of all oriented triangles in the quiver. If $\operatorname{Hom}_{\Gamma}\left(L_{i}, L_{i} \otimes V\right)$ is non-empty then there is an edge from vertex $i$ to itself which corresponds to an adjoint field in the gauge theory. So we must include loops and degenerate triangles as well. Label a basis of edges by $x_{i j}$. The edges intertwine the representations of $L_{i}$ and $L_{j}$ of $\Gamma$. From the three intertwiners

$$
x_{i j}: L_{i} \rightarrow L_{j} \otimes V, \quad x_{j k}: L_{j} \rightarrow L_{k} \otimes V, \quad x_{k i}: L_{k} \rightarrow L_{i} \otimes V
$$

we can construct an intertwiner $x_{i j k}: L_{i} \rightarrow L_{i}$ from the compositions of maps

$$
L_{i} \xrightarrow{x_{i j}} L_{j} \otimes V \xrightarrow{x_{j k} \otimes I d_{V}} L_{k} \otimes V^{\otimes 2} \xrightarrow{x_{k i} \otimes I d_{V}^{\otimes 2}} L_{i} \otimes V^{\otimes 3} \xrightarrow{I d_{L_{i}} \otimes \pi} L_{i} .
$$

Since the last map is surjective, Schur's Lemma implies $x_{i j k}: L_{i} \rightarrow L_{i}$ acts by scalar multiplication. Writing the scalar as $c_{i j k}=\operatorname{Tr}_{V}\left(x_{i j k}\right)$, the superpotential $W \in \mathbb{C} Q /[\mathbb{C} Q, \mathbb{C} Q]$ is

$$
W=\sum_{\{\text {oriented triangles }\}} c_{i j k} x_{i j} x_{j k} x_{k i}
$$

The superpotential algebra $\mathcal{A}=\mathbb{C} Q /(\partial W)$ is Morita equivalent to the crossed product ring $\mathbb{C}[V] \# \Gamma[37]$. The center of $\mathcal{A}$ is isomorphic to the ring of invariants $\mathbb{C}[V]^{\Gamma}$ and is also isomorphic the simple module $e_{0} \mathcal{A} e_{0}$, where $e_{0}$ is the idempotent at the node in the quiver corresponding to the trivial representation of $\Gamma$ [37]. The intuition that the D brane probes of the oribfold geometry see a smoothed out version is captured by a derived equivalence. For any smooth crepant resolution of singularities $X \rightarrow V / \Gamma$ there exists a derived equivalence between the categories $D^{b}(\operatorname{Coh} X) \cong D^{b}\left(\mathbb{C} Q_{\Gamma} /(\partial W)\right)$ [47].

The adjacency matrix $M_{Q_{\Gamma}}$ of $Q_{\Gamma}$ commutes with its transpose so it is a normal matrix. This implies that $M_{Q_{\Gamma}}$ and $M_{Q_{\Gamma}}^{T}$ can be simultaneously diagonalized. The matrix describing this change of basis is the character table $T_{\Gamma}$ of $\Gamma$. To describe the character table explicitly, let $\left\{C_{i}\right\}_{i \in I}$ denote the set of conjugacy classes of $\Gamma$ and choose representative elements $g_{i} \in C_{i}$ from each conjugacy class. The character table is the $|I| \times|I|$ matrix $\left(T_{\Gamma}\right)_{i, j} \equiv \chi\left(g_{j}\right)$ where $\chi_{j}$ is the character of the $j$ th irreducible representation of $\Gamma$. The character table diagonalizes the adjacency matrix $M_{Q_{\Gamma}}$ and the corresponding diagonal matrix of eigenvlues of $M_{Q_{\Gamma}}$ is $D=T_{\Gamma}^{-1} M_{Q_{\Gamma}} T_{\Gamma}$. The eigenvalues are equal to the values $\overline{\chi\left(g_{j}\right)}$ of the character of the natural three dimensional representation $\gamma: \Gamma \rightarrow \mathrm{SU}(3)$. The matrix Hilbert series is

$$
H_{i j}(t)=T_{\Gamma} \frac{\mathbb{1}}{\mathbb{1}-t D+t^{2} D^{*}-t^{3} \mathbb{1}} T_{\Gamma}^{-1}
$$

Since we have identified $\mathbb{C}[V]^{\Gamma} \cong e_{0} \mathcal{A} e_{0}$ the Hilbert series of $\mathbb{C}[V]^{\Gamma}$ is given by the diagonal entry corresponding to paths from the vertex representing the trivial representation to iteself. Compared to the classical Molien formula for the Hilbert series [48, 49]

$$
H(t)=\frac{1}{|G|} \sum_{g \in G} \frac{1}{\operatorname{det}\left(\mathbb{1}_{3}-t \gamma(g)\right)}
$$

our formula eliminates the sum over group elements but involves an $|I| \times|I|$ matrix instead of 3 by 3 matrices.


Figure 3. Quiver for a generic three block exceptional collection.
To evaluate the volume of the horizon manifold $S^{5} / \Gamma$ we must determine the correct R -charge assignments of the fields. Since the three fields in the parent $\mathcal{N}=4$ theory have $R$-charge $2 / 3$ all of the fields in the orbifold theory will have $R$-charge $2 / 3$ as well. In the diagonal basis, we see that the only terms contributing to the $s^{-3}$ poles must come from eigenvalues equal to 3 . However there is only one such eigenvalue corresponding to the identity element of $\Gamma$, namely $\chi\left(1_{\Gamma}\right)$. Thus the limit of the Hilbert series can be written as

$$
\begin{aligned}
\frac{(2 \pi)^{3}}{27} \lim _{s \rightarrow 0}\left(s^{3} H_{Q_{\Gamma}}\left(e^{-2 s / 3}\right)\right)_{i, j} & =T_{Q_{\Gamma}} \Pi_{0,0} T_{Q_{\Gamma}}^{-1} \\
& =\frac{\chi(i) \overline{\chi(j)}}{|\Gamma|}
\end{aligned}
$$

were the we have defined the projection matrix

$$
\Pi_{i, j}= \begin{cases}1 & \text { if } i=j \text { are the vertices corresponding to the trivial representation } 1_{\Gamma} \\ 0 & \text { otherwise }\end{cases}
$$

Since $\chi(i)$ equals the rank of the $i$ th gauge group, we see that when using the Hilbert series associated to a particular gauge group in the quiver, to extract a volume we must divide by the square of the rank of the corresponding gauge group. Thus the volume of the horizon manifold is

$$
\operatorname{Vol}\left[S^{5} / \Gamma\right]=\frac{\pi^{3}}{|\Gamma|}
$$

Related analysis of the Hilbert series is given in [8, 50, 51].

### 10.4 Cones over Del Pezzo surfaces

The del Pezzo surfaces of degree $(9-k)$, also known as $d P_{k}$, can be obtained from blowing up $k$ generic points in $\mathbb{P}^{2}$. The total space of the canonical bundle, $\mathcal{O}\left(-K_{X}\right)$, over a del

Pezzo surface $X$ is a non-compact Calabi-Yau threefold when $k \neq 1,2$. The quivers were derived in $[52,53]$ using three-block exception collections [54]. The resulting quivers are quite simple and are illustrated in figure 3. The vertices of a three-block quiver are grouped into three blocks with $\alpha, \beta$, and $\gamma$ vertices in blocks $\mathbb{A}, \mathbb{B}$ and $\mathbb{C}$ respectively. For each pair of vertices $\left(v_{a}, v_{b}\right) \in(\mathbb{A}, \mathbb{B})$ there are $c$ edges directed from $v_{a}$ to $v_{b}$. Similarly, for each pair of vertices there are $a$ edges directed from block $\mathbb{B}$ to block $\mathbb{C}$ and $b$ edges directed from block $\mathbb{C}$ to block $\mathbb{A}$. There are no arrows between vertices within the same block.

We will assume that the superpotentials are cubic and that the R-charges of arrows between the same blocks are all equal $[52,53]$. The superpotentials for $3 \leq k \leq 6$ where shown to be cubic [52], and we will assume cubic superpotentials exist for $k=7,8$ as well. Since we are assuming every term in the superpotential is cubic, every mesonic operator must have R-charge that is an integer multiple of two. Thus the Hilbert series is only a function of one variable.

The field theory analysis of these quivers in [53] nicely parallels the geometry of the del Pezzo surfaces [54]. The vanishing of the chiral anomaly implies that there are an equal number of incoming and outgoing arrows at every node, which yields

$$
a \beta y=b \alpha x, \quad b \gamma z=c \beta y, \quad c \alpha x=a \gamma z .
$$

Solving these equations for the number of arrows, we find

$$
a=\alpha x K^{\prime}, \quad b=\beta y K^{\prime}, \quad c=\gamma K^{\prime} z
$$

where $K^{\prime}=\sqrt{K_{X}^{2} /(\alpha \beta \gamma)}$ is a constant. Here, $K_{X}^{2}=9-k$ where $K_{X}$ is the degree of the del Pezzo surface. The vanishing of the Novikov-Shifman-Vainshtein-Zakharov beta function [23] implies the diophantine relation

$$
\alpha x^{2}+\beta y^{2}+\gamma z^{2}=x y z \sqrt{K_{X}^{2} \alpha \beta \gamma}
$$

which is the starting point for the classification of three-block exceptional collections by Karpov and Nogin [54]. We find that the Hilbert series of the three-block quivers corresponding to the exceptional collections classified in [54] is

$$
H\left(t ; d P_{k}\right)=\frac{1+(7-k) t^{2}+t^{4}}{\left(1-t^{2}\right)^{3}}
$$

which only depends on the degree of the del Pezzo surface and not on the particular threeblock exceptional collection we choose. This Hilbert series can also be found by a direct computation in geometry [8]. For $k=8$ we can re-express the Hilbert series as the product

$$
H\left(t ; d P_{8}\right)=\frac{1-t^{2}+t^{4}}{\left(1-t^{2}\right)^{3}}=\frac{1-t^{12}}{\left(1-t^{2}\right)^{2}\left(1-t^{4}\right)\left(1-t^{6}\right)},
$$

which agrees with the well-known description of $d P_{8}$ as a degree six hypersurface in the weighted projective space $\mathbb{W}_{\mathbb{P}_{1,1,2,3}}$. Similarly, we recover that $d P_{7}$ can be described as a

| Surface | Block Sizes $(\alpha, \beta, \gamma)$ | Ranks $(x, y, z)$ | Arrows $(a, b, c)$ |
| :---: | :---: | :--- | :--- |
| $\mathbb{P}^{2}$ | $(1,1,1)$ | $(1,1,1)$ | $(3,3,3)$ |
| $\mathbb{P}^{1} \times \mathbb{P}^{1}$ | $(1,1,2)$ | $(1,1,1)$ | $(2,2,4)$ |
| $X_{3}$ | $(1,2,3)$ | $(1,1,1)$ | $(1,2,3)$ |
| $X_{4}$ | $(1,1,5)$ | $(1,2,1)$ and $(2,1,1)$ | $(1,2,5)$ and $(2,1,5)$ |
| $X_{5}$ | $(2,2,4)$ | $(1,1,1)$ | $(1,1,2)$ |
| $X_{6}$ | $(3,3,3)$ | $(1,1,1)$ | $(1,1,1)$ |
| $X_{6}$ | $(1,2,6)$ | $(2,1,1)$ | $(1,1,3)$ |
| $X_{7}$ | $(1,1,8)$ | $(2,2,1)$ | $(1,1,4)$ |
| $X_{7}$ | $(2,4,4)$ | $(2,1,1)$ | $(1,1,1)$ |
| $X_{7}$ | $(1,3,6)$ | $(3,1,1)$ | $(1,1,2)$ |
| $X_{8}$ | $(1,1,9)$ | $(3,3,1)$ | $(1,1,3)$ |
| $X_{8}$ | $(1,2,8)$ | $(4,2,1)$ | $(1,1,2)$ |
| $X_{8}$ | $(2,3,6)$ | $(3,2,1)$ | $(1,1,1)$ |
| $X_{8}$ | $(1,5,5)$ | $(5,2,1)$ and $(5,1,2)$ | $(1,2,1)$ and $(1,1,2)$ |

Table 1. Quiver data for three-block exceptional collections adapted from [54].
degree 4 equation in $\mathbb{W}_{\mathbb{P}_{1,1,1,2}}$ and that $d P_{6}$ is a cubic surface in $\mathbb{P}^{3}$. From the Hilbert series, we find that the volume for the real Sasaki-Einstein cone $\widetilde{d P_{k}}$ over $d P_{k}$ is

$$
\operatorname{Vol}\left[\widetilde{d P_{k}}\right]=\frac{(9-k)}{27} \pi^{3}
$$

which agrees with the volume and a-maximization calculations in $[8,53]$. Note that this formula only applies when $k \neq 1,2$ since there do not exists three-block exceptional collections for $d P_{1}$ or $d P_{2}$.

## 11 Perturbative expansion of the Hilbert series

### 11.1 Overview

In this section, we will prove that the volume formula of Martelli, Sparks, and Yau applied to a quiver arising from a NCCR precisely matches the AdS/CFT prediction from amaximization. We will perturbatively expand the Hilbert series $H(Q ; t)$ in the variable $t=e^{-s}$. Our main result is that the expansion takes the form

$$
s^{3} H_{v, w}\left(Q ; e^{-s}\right)=s^{3} \frac{n_{v} n_{w}}{\lambda(s)}+\mathcal{O}(s)
$$

where $n_{v}$ and $n_{w}$ are the ranks of the gauge groups corresponding to vertices $v$ and $w$,

$$
\lambda(s)=\frac{32}{27} a s^{3}+\mathcal{O}\left(s^{4}\right)
$$

and $a$ is the central charge defined in equation (5.3). From this we can compute the volume of the horizon manifold purely in terms of the fields of the quiver gauge theory

$$
\begin{aligned}
\operatorname{Vol}\left[L^{5}\right] & =\left(\frac{2 \pi}{3}\right)^{3} \lim _{s \rightarrow 0} s^{3} H_{0,0}\left(Q ; e^{-s}\right) \\
& =\left(\frac{2 \pi}{3}\right)^{3}\left(\frac{27}{32}\right) \frac{N^{2}}{a} \\
& =\frac{\pi^{3} N^{2}}{4 a} .
\end{aligned}
$$

The volume is precisely as predicted by the AdS/CFT correspondence.
To determine the most singular term in the expansion of $H\left(Q ; e^{-s}\right)$, we must get control over the eigenvalues of the denominator matrix

$$
D_{Q}(s) \equiv\left(1-M_{Q}\left(e^{-s}\right)+e^{-2 s} M_{Q}^{T}\left(e^{s}\right)-e^{-2 s}\right) .
$$

By a change of basis, the leading pole in the expansion of $H\left(Q ; e^{-s}\right)$ is governed by the eigenvalue of $D_{Q}(s)$ with the highest order zero in $s$. Using perturbation theory, we will show there is a unique eigenvalue, $\lambda(s)$, that vanishes as $s^{3}$. We begin by Taylor expanding the matrix $D_{Q}(s)$, the eigenvalue $\lambda(s)$, and its corresponding eigenvector $|\Psi(s)\rangle$ as follows:

$$
\begin{aligned}
D_{Q}(s) & =D_{Q}^{(0)}+s D_{Q}^{(1)}+s^{2} D_{Q}^{(2)}+\ldots \\
|\Psi(s)\rangle & =\left|\Psi^{0}\right\rangle+s\left|\Psi^{(1)}\right\rangle+s^{2}\left|\Psi^{(2)}\right\rangle+\ldots \\
\lambda(s) & =\lambda^{(0)}+s \lambda^{(1)}+s^{2} \lambda^{(2)}+\ldots
\end{aligned}
$$

We first identify the eigenvectors of the leading term $D_{Q}^{(0)}$ in the expansion. The $(v, w)$ component of $D_{Q}(s)$ is

$$
D_{Q}^{v w}(s)=\left(\sum_{e \in \operatorname{Arr}(v \rightarrow w)}-1+\sum_{e \in \operatorname{Arr}(w \rightarrow v)} 1\right)+\mathcal{O}(s) .
$$

The null vectors of $D_{Q}^{(0)}$ are spanned by the rank vector $\left|\phi_{0}\right\rangle$ with $v^{\text {th }}$ component $n_{v}$ and baryonic charge vectors $\left|\phi_{J}\right\rangle$ with components $n_{v} q_{v}^{J}$. This follows from our definition of baryonic symmetries as solutions of

$$
\sum_{a \in A \mid h(a)=v} n_{t(a)} q_{t(a)}-\sum_{a \in A \mid t(a)=v} n_{h(a)} q_{n(a)}=0 .
$$

Since $D_{Q}^{(0)}$ is a real anti-symmetric matrix, we can choose a complete set of orthogonal eigenvectors $\left|\phi_{J}\right\rangle$. Let $\left|\phi_{0}\right\rangle=\left|\Psi^{(0)}\right\rangle$, and label the other null vectors $\left|\phi_{J}\right\rangle, J=1, \ldots, r$. Label the remaining non-null eigenvectors $\left|\phi_{J}\right\rangle, J=(r+1), \ldots,\left|Q_{0}\right|-1$. We will show that $\lambda(s)=\frac{32}{27} a s^{3}+\mathcal{O}\left(s^{4}\right)$. To accomplish this, we will need the following intermediate results:

- The rank vector $\left|\Psi^{(0)}\right\rangle$ is a null vector of $D_{Q}^{(0)}+s D_{Q}^{(1)}$. We write this as

$$
\begin{equation*}
\left(D_{Q}^{(0)}+D_{Q}^{(1)} s\right)\left|\Psi^{(0)}\right\rangle=0 . \tag{11.1}
\end{equation*}
$$

- The order $s^{2}$ correction to $\lambda(s)$ vanishes. That is

$$
\begin{equation*}
\left\langle\Psi^{(0)}\right| D_{Q}^{(2)}\left|\Psi^{(0)}\right\rangle=0 \tag{11.2}
\end{equation*}
$$

- The first non-zero correction to $\lambda(s)$ is

$$
\begin{equation*}
\left\langle\Psi^{(0)}\right| D_{Q}^{(3)}\left|\Psi^{(0)}\right\rangle=\frac{32}{27} a \tag{11.3}
\end{equation*}
$$

- The baryonic vectors $\left|\phi_{J}\right\rangle, J=1 \ldots r$ are orthogonal to the rank vector $\left|\Psi^{(0)}\right\rangle$ to order $s^{3}$, that is

$$
\begin{equation*}
\left\langle\phi_{J}\right| D_{Q}^{(2)}\left|\Psi^{(0)}\right\rangle=0 \quad J=1, \ldots r \tag{11.4}
\end{equation*}
$$

- The matrix governing the mixing of the baryonic symmetries

$$
\begin{equation*}
\left\langle\phi_{J}\right| D_{Q}^{(1)}\left|\phi_{K}\right\rangle \quad J, K=1, \ldots r \tag{11.5}
\end{equation*}
$$

is positive definite.
All of these results will follow from general properties of $\mathcal{N}=1$ superconformal field theories. We demonstrate properties (11.1), (11.2), and (11.3) in section 11.2. The remaining two properties, (11.4) and (11.5), are shown in sections 11.3 and 11.4, respectively.

We expand the eigenvalue equation

$$
\begin{equation*}
D_{Q}(s)|\Psi(s)\rangle=\lambda(s)|\Psi(s)\rangle \tag{11.6}
\end{equation*}
$$

order by order in $s$. Multiplying through by $\left\langle\Psi^{0}\right|$ on the left and dropping terms of order $\mathcal{O}\left(s^{4}\right)$ we have

$$
\begin{align*}
& \left\langle\Psi^{0}\right|\left(D_{Q}^{(0)}+s D_{Q}^{(1)}+s^{2} D_{Q}^{(2)}+s^{3} D_{Q}^{(3)}\right)\left(\left|\Psi^{(0)}\right\rangle+s\left|\Psi^{(1)}\right\rangle+s^{2}\left|\Psi^{(2)}\right\rangle+s^{3}\left|\Psi^{(3)}\right\rangle\right)  \tag{11.7}\\
= & s^{3}\left(\left\langle\Psi^{(0)}\right| D_{Q}^{(3)}\left|\Psi^{(0)}\right\rangle+\left\langle\Psi^{(0)}\right| D_{Q}^{(2)}\left|\Psi^{(1)}\right\rangle\right) \tag{11.8}
\end{align*}
$$

where we have used equations (11.1) and (11.2). For this expression to match the right-hand side of the eigenvalue equation (11.6), $\lambda^{(0)}=\lambda^{(1)}=\lambda^{(2)}=0$, and the first non-vanishing correction to $\lambda(s)$ is

$$
\begin{equation*}
\lambda^{(3)}=\left\langle\Psi^{(0)}\right| D_{Q}^{(3)}\left|\Psi^{(0)}\right\rangle+\left\langle\Psi^{(0)}\right| D_{Q}^{(2)}\left|\Psi^{(1)}\right\rangle \tag{11.9}
\end{equation*}
$$

We will show that the first order correction to the eigenvector $\left|\Psi^{(1)}\right\rangle$ vanishes and hence

$$
\begin{equation*}
\lambda^{(3)}=\left\langle\Psi^{(0)}\right| D_{Q}^{(3)}\left|\Psi^{(0)}\right\rangle \tag{11.10}
\end{equation*}
$$

We again expand (11.6) perturbatively in $s$ and multiply both sides of the equation by $\left\langle\phi_{K}\right|$. Since $\left\langle\phi_{K}\right|$ was chosen to be a set of mutually orthogonal eigenvectors to the real anti-symmetric matrix, $D_{Q}^{(0)},\left\langle\phi_{K}\right| D_{Q}^{(0)}=-\lambda_{K}\left\langle\phi_{K}\right|$. At order $s$ we have the constraint

$$
\begin{align*}
\left\langle\phi_{K}\right| D_{Q}^{(0)}\left|\Psi^{(1)}\right\rangle & =0  \tag{11.11}\\
-\lambda_{K}\left\langle\phi_{K} \mid \Psi^{(1)}\right\rangle & =0 \tag{11.12}
\end{align*}
$$

where $\lambda_{K}$ is the corresponding eigenvalue of the eigenvector $\left|\phi_{K}\right\rangle$. The order $s^{2}$ term in the expansion is

$$
\begin{equation*}
\left\langle\phi_{K}\right| D_{Q}^{(2)}\left|\Psi^{(0)}\right\rangle+\left\langle\phi_{K}\right| D_{Q}^{(1)}\left|\Psi^{(1)}\right\rangle+\left\langle\phi_{K}\right| D_{Q}^{(0)}\left|\Psi^{(2)}\right\rangle=0 \tag{11.13}
\end{equation*}
$$

We have shown that the first order correction, $\left|\Psi^{(1)}\right\rangle$, to $|\Psi(s)\rangle$ must lie in the nullspace of $D_{Q}^{(0)}$. The nullspace is spanned by the rank vector $\left|\Psi^{(0)}\right\rangle$ and the vectors $\left|\phi_{J}\right\rangle, J=$ $1, \ldots, r$ associated to the baryonic $\mathrm{U}(1)$ symmetries.

Restricting the basis vectors to the baryonic vectors $\left|\phi_{K}\right\rangle, K=1, \ldots, r$ we can further simplify (11.13). Since the baryonic vectors are in the null space of of $D_{Q}^{(0)}$, equation (11.13) reduces to

$$
\begin{equation*}
\left\langle\phi_{K}\right| D_{Q}^{(2)}\left|\Psi^{(0)}\right\rangle+\left\langle\phi_{K}\right| D_{Q}^{(1)}\left|\Psi^{(1)}\right\rangle=0 \tag{11.14}
\end{equation*}
$$

By (11.4), the first term vanishes. Furthermore, $\left\langle\phi_{K}\right| D_{Q}^{(1)}\left|\phi_{J}\right\rangle$ is positive definite by (11.5). Combined, these two results imply that the leading correction, $\left|\Psi^{(1)}\right\rangle$, to the eigenvector $|\Psi(s)\rangle$ must be proportional to $\left|\Psi^{(0)}\right\rangle$. Thus, equation (11.9) simplifies, and

$$
\begin{equation*}
\lambda^{(3)}=\left\langle\Psi^{(0)}\right| D_{Q}^{(3)}\left|\Psi^{(0)}\right\rangle \tag{11.15}
\end{equation*}
$$

as claimed. All that remains to complete our proof is to show the lemmas given in bullet points. This will be accomplished in the rest of this section.

### 11.2 The smallest eigenvalue

Let $t=e^{-s}$ and perturbatively expand the denominator about $s=0$. The $(v, w)$ entry of the denominator matrix is

$$
\begin{align*}
D_{Q}^{v w}(s)= & \left(\sum_{e \in \operatorname{Arr}(v \rightarrow w)}-1+\sum_{e \in \operatorname{Arr}(w \rightarrow v)} 1\right) \\
& +\left(2 \delta_{v w}+\sum_{e \in \operatorname{Arr}(v \rightarrow w)} R(e)+\sum_{e \in \operatorname{Arr}(w \rightarrow v)}(R(e)-2)\right) s \\
& +\left(-2 \delta_{v w}+\sum_{e \in \operatorname{Arr}(v \rightarrow w)}-\frac{R(e)^{2}}{2}+\sum_{e \in \operatorname{Arr}(w \rightarrow v)}\left(\frac{R(e)^{2}}{2}-2 R(e)+2\right)\right) s^{2} \\
& +\left(\frac{4}{3} \delta_{v w}+\sum_{e \in \operatorname{Arr}(v \rightarrow w)} \frac{R(e)^{3}}{6}+\sum_{e \in \operatorname{Arr}(w \rightarrow v)}\left(\frac{R(e)^{3}}{6}-R(e)^{2}+2 R(e)-\frac{4}{3}\right)\right) s^{3}+\ldots \tag{11.16}
\end{align*}
$$

The function $R(e)$ is the trial R-charge of an edge. All of the identities we will need to simplify the anomalies with the R-charge will also apply to any trial R-charge $R(e)$ [21]. The sums $\sum_{e \in \operatorname{Arr}(v \rightarrow w)}$ are over all arrows from vertex $v$ to vertex $w$ in the quiver. These terms come from expanding $M_{Q}\left(e^{s}\right)$. The sums over the arrows in the reverse direction arise from expanding $e^{-2 s} M_{Q}^{T}\left(e^{s}\right)$ and the corresponding summands are the terms in the Taylor expansion of $\exp (s(R(e)-2))$.

Vanishing of the triangle anomaly with three gluons (3.1) implies that the sum of the ranks of the incoming and outgoing arrows at each node vanishes. This yields the first half of (11.1),

$$
D_{Q}^{(0)}\left|\Psi^{(0)}\right\rangle=0
$$

The second half of (11.1),

$$
D_{Q}^{(1)}\left|\Psi^{(0)}\right\rangle=0
$$

follows from (3.1) and the vanishing of the NSVZ beta function (3.3).
At order $s^{2}$, the rank vector, $\left|\Psi^{(0)}\right\rangle$, is not in the null space of $D_{Q}^{(2)}$, but we can show equation (11.2)

$$
\left\langle\Psi^{(0)}\right| D_{Q}^{(2)}\left|\Psi^{(0)}\right\rangle=0
$$

holds by expanding the equation out in components:

$$
\begin{align*}
\left\langle\Psi^{(0)}\right| D_{Q}^{(2)}\left|\Psi^{(0)}\right\rangle= & \left(-2 \sum_{v \in Q_{0}} n_{v}^{2}+\sum_{e \in \operatorname{Arr}(v \rightarrow w)}-n_{v} n_{w} \frac{R(e)^{2}}{2}\right. \\
& \left.+\sum_{e \in \operatorname{Arr}(w \rightarrow v)} n_{v} n_{w}\left(\frac{R(e)^{2}}{2}-2 R(e)+2\right)\right) \\
= & \left(-2 \sum_{v \in Q_{0}} n_{v}^{2}+\sum_{e \in \operatorname{Arr}(w \rightarrow v)} n_{v} n_{w}(-2 R(e)+2)\right)  \tag{11.17}\\
= & 0 .
\end{align*}
$$

In going from the first line to the second line, we have used the equality of the number of incoming and outgoing arrows. The last equality follows from the vanishing of the NSVZ beta functions of the gauge groups. Finally at order $s^{3}$, we show (11.3).

$$
\begin{aligned}
\left\langle\Psi^{(0)}\right| D_{Q}^{(3)}\left|\Psi^{(0)}\right\rangle & =\frac{1}{3}\left[\sum_{v \in Q_{0}} 4 n_{v}^{2}+\sum_{e \in \operatorname{Arr}(w \rightarrow v)} n_{v} n_{w}\left((R(e)-1)^{3}+3(R(e)-1)\right)\right] \\
& =\frac{1}{3}\left[\sum_{v \in Q_{0}} n_{v}^{2}+\sum_{e \in \operatorname{Arr}(w \rightarrow v)} n_{v} n_{w}(R(e)-1)^{3}\right] \\
& =\frac{1}{3}\left(N_{G}+\operatorname{Tr} R^{3}\right) \\
& =\frac{32}{27} a
\end{aligned}
$$

where we have used (11.17) to simplify the second line. We have found that the smallest eigenvalue is proportional to the a-anomaly.

### 11.3 Absence of mixing

When the quiver gauge theory has baryonic $\mathrm{U}(1)$ symmetries, there are additional null vectors, $\left|\phi_{J}\right\rangle, J=1 \ldots r$, of $D_{Q}^{(0)}$. In this section we show (11.4),

$$
\left\langle\phi_{J}\right| D_{Q}^{(2)}\left|\Psi^{(0)}\right\rangle=0 \quad J=1, \ldots r
$$

which we used to simplify (11.9). Expanding the order $s^{2}$ term,

$$
\begin{align*}
& -2 \sum_{v \in Q_{0}} n_{v}^{2} q_{v}^{I}-\sum_{e \in \operatorname{Arr}(v \rightarrow w)} n_{v} n_{w} q_{v}^{I} \frac{R(e)^{2}}{2}+\sum_{e \in \operatorname{Arr}(w \rightarrow v)} n_{v} n_{w} q_{v}^{I}\left(\frac{R(e)^{2}}{2}-2 R(e)+2\right) \\
= & -2 \sum_{v \in Q_{0}} n_{v}^{2} q_{v}^{I}+\sum_{e \in \operatorname{Arr}(w \rightarrow v)} n_{v} n_{w}\left(\left(q_{v}^{I}-q_{w}^{I}\right) \frac{R(e)^{2}}{2}-2 q_{v}^{I} R(e)+2 q_{v}^{I}\right) . \tag{11.18}
\end{align*}
$$

To simplify this, we multiply the equation $\hat{\beta}_{1 / g_{v}^{2}}=0$ by $n_{v} q_{v}^{I}$ and sum over the vertices, $v$, of the quiver.

$$
\begin{align*}
& 0=2 n_{v}+\sum_{e \in \operatorname{Arr}(v \rightarrow w)}(R(e)-1) n_{w}+\sum_{e \in \operatorname{Arr}(w \rightarrow v)}(R(e)-1) n_{w} \\
& 0=2 \sum_{v \in Q_{0}} n_{v}^{2} q_{v}^{I}+\sum_{e \in \operatorname{Arr}(v \rightarrow w)} n_{v} n_{w} q_{v}^{I}(R(e)-1)+\sum_{e \in \operatorname{Arr}(w \rightarrow v)} n_{v} n_{w} q_{v}^{I}(R(e)-1) \\
& 0=2 \sum_{v \in Q_{0}} n_{v}^{2} q_{v}^{I}+\sum_{e \in \operatorname{Arr}(w \rightarrow v)} n_{v} n_{w} q_{w}^{I}(R(e)-1)+n_{v} n_{w} q_{v}^{I}(R(e)-1) \tag{11.19}
\end{align*}
$$

Using equation (11.19), the quadratic term (11.18) simplifies to

$$
\begin{equation*}
\frac{1}{2} \sum_{e \in \operatorname{Arr}(w \rightarrow v)} n_{v} n_{w}\left(q_{v}^{I}-q_{w}^{I}\right)\left(\frac{R(e)^{2}}{2}-R(e)+1\right) \tag{11.20}
\end{equation*}
$$

The constraint $\operatorname{Tr} B^{I}=0$ implies $\sum_{e \in \operatorname{Arr}(w \rightarrow v)} n_{v} n_{w}\left(q_{v}^{I}-q_{w}^{I}\right)=0$. We use this constraint to bring equation (11.20) to the form

$$
\begin{aligned}
& \frac{1}{2} \sum_{e \in \operatorname{Arr}(w \rightarrow v)} n_{v} n_{w}\left(q_{v}^{I}-q_{w}^{I}\right)(R(e)-1)^{2} \\
= & \frac{1}{2} \operatorname{Tr} R^{2} B^{I} \\
= & 0
\end{aligned}
$$

where we have used the vanishing of the $\operatorname{Tr} R^{2} B^{I}$ anomaly.

### 11.4 Positivity

In this section we show that the matrix in (11.5),

$$
\left\langle\phi_{J}\right| D_{Q}^{(1)}\left|\phi_{K}\right\rangle \quad J, K=1, \ldots r
$$

is negative definite. This will complete the proof of our main result. It is necessary to show this lemma to ensure that $\lambda(s)$ is the only eigenvalue that vanishes as $s^{3}$. The new field theory ingredient we will need is that the matrix of trace anomalies, $\operatorname{Tr} R B^{I} B^{J}$ is negative definite. For a trial R-charge, $\operatorname{Tr} R_{t} B^{I} B^{J}$ is also negative definite if the trial R-charge is sufficiently close to the true R-charge. From $\hat{\beta}_{1 / g_{v}^{2}}=0$ we can multiply equation (3.3) by $n_{v} q_{v}^{I} q_{v}^{J}$ and sum over $v$ to obtain

$$
2 \sum_{v \in Q_{0}} n_{v}^{2} q_{v}^{I} q_{v}^{J}+\sum_{e \in \operatorname{Arr}(v \rightarrow w)}(R(e)-1) n_{v} n_{w} q_{v}^{I} q_{w}^{J}+\sum_{e \in \operatorname{Arr}(w \rightarrow v)}(R(e)-1) n_{v} n_{w} q_{v}^{I} q_{w}^{J}=0
$$

From $\operatorname{Tr} B^{I}=0$ we can multiply through by $n_{v} q_{v}^{I} q_{v}^{J}$ and sum over $v$ to obtain

$$
\sum_{e \in \operatorname{Arr}(v \rightarrow w)} n_{v} n_{w} q_{v}^{I} q_{w}^{J}=\sum_{e \in \operatorname{Arr}(w \rightarrow v)} n_{v} n_{w} q_{v}^{I} q_{w}^{J}
$$

Using these identities we can simplify

$$
\begin{aligned}
\operatorname{Tr} R B^{I} B^{J}= & \sum_{e \in \operatorname{Arr}(v \rightarrow w)} n_{v} n_{w}\left(q_{v}^{I}-q_{w}^{I}\right)\left(q_{v}^{J}-q_{w}^{J}\right)(R(e)-1) \\
& +\sum_{e \in \operatorname{Arr}(w \rightarrow v)} n_{v} n_{w}\left(q_{v}^{I}-q_{w}^{I}\right)\left(q_{v}^{J}-q_{w}^{J}\right)(R(e)-1)
\end{aligned}
$$

to conclude that

$$
n_{v} q_{v}^{I} Q_{v w} n_{w} q_{w}^{J}=-\frac{1}{2} \operatorname{Tr} R B^{I} B^{J}
$$

Therefore the matrix

$$
\left\langle\phi_{J}\right| D_{Q}^{(1)}\left|\phi_{K}\right\rangle \quad J, K=1, \ldots r
$$

is positive definite since $\operatorname{Tr} R B^{I} B^{J}$ is negative definite. This completes the proof of our main result.

## 12 Conclusion

We have established the equivalence of a-maximization and volume minimization for $\operatorname{Ad} S_{5} \times$ $L^{5}$ compactifications where $L^{5}$ is Sasaki-Einstein whenever the quiver gauge theory is known. These are the most general supersymmetric compactifications with only self-dual five-form flux. By restricting to this family of Freund-Rubin compactifications, we have essentially restricted to non-commutative crepant resolutions of the cone $X=C\left(L^{5}\right)$. However, more general supersymmetric compactifications of the form $\operatorname{AdS} S_{5} \times L^{5}$ exist. One famous example is the Pilch-Warner solution [55-57], which has RR and NS-NS threeform fluxes in addition to the self-dual RR five-form flux.

The most general $\mathcal{N}=1$ compactification of the form $A d S_{5} \times L^{5}$ with all possible fluxes turned on was considered in [58]. These geometries can be systematically studied using generalized complex geometry [59]. The volume calculations of Martelli, Sparks, and Yau based on Duistermat-Heckman localization have been adapted to this setting [60]. These geometries are the natural candidates for duals of general superconformal quiver gauge theories. Since our computation of the Hilbert series only required the superpotential algebra to be Calabi-Yau of dimension three, it is likely that the equivalence of volume minimization and a-maximization can be extended to this setting.

Generalizing to $A d S_{5} \times L^{5}$ compactifications with all fluxes turned on can be viewed as a non-commutative deformation of the usual AdS/CFT correspondence. These deformations have been studied in the context of quiver gauge theories, Calabi-Yau algebras, and in supergravity. Deformations of Calabi-Yau algebras are captured by Hochschild cohomology and correspond to superpotential deformations [61-63]. A very interesting class of deformations comes from exactly marginal deformations [64-66]. It would be exciting to match
exactly marginal deformations of quiver gauge theories to deformations of corresponding generalized complex geometries [67].

Hilbert series play an important role in the computation of the BPS index of multitrace operators [68, 69]. Further exploitation of Calabi-Yau algebras [37] may yield new results about the BPS index. Another closer related index is the $\mathcal{N}=1$ superconformal index [70, 71]. It is possible that the superconformal index for quiver gauge theories might have a simple expression as well.

Our method of determining the Hilbert series (9.1) provides a new way of determining the singularity associated to a quiver gauge theory. It can be used to determine the Hilbert series of gauge theories engineered from branes wrapping obstructed curves [72, 73] and other gauge theories [74]. We hope that the Hilbert series will help elucidate the structure of $\mathcal{N}=1$ superconformal quiver gauge theories. This would greatly enhance our understanding of the AdS/CFT correspondence.
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[^0]:    ${ }^{1}$ An isolated complex threefold singularity is Gorensein if it has a no-where vanishing holomorphic three form $\Omega^{3,0}$ that is well-defined away from the singular point.

[^1]:    ${ }^{2}$ The module $M_{0}=R$ corresponds to a fractional D3 brane whose moduli space space is the given Calabi-Yau variety. For quiver theories without such a fractional D3 brane and for any other module $M_{i}$, we do not obtain the Hilbert series of the Calabi-Yau. Instead, we obtain the Hilbert series of $\operatorname{End}\left(M_{i}\right)$ which is the Hilbert series for certain line bundles or sheaves over the Calabi-Yau. Physically, these Hilbert series count the closed strings starting and ending on the fractional brane represented by the $i$ th gauge group. The leading asymptotic behaviour of these Hilbert series still encodes the volume of the horizon manifold.

