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Chapter 10
Reporting Standards and Critical 
Appraisal of Prediction Models

Leonard Wee, Sander M. J. van Kuijk, Frank J. W. M. Dankers, 
Alberto Traverso, Mattea Welch, and Andre Dekker

10.1  Introduction

In the practice of modern medicine, it is often useful to be able to look into the 
future. Here are two illustrative situations that readers of this book chapter may 
already be familiar with:

 (i) When meeting a patient in the consultation room, a physician may wish to fore-
tell, given the presence of a certain combination of risk factors, what is the 
likely long-term outcome (i.e. prognosis) of this particular disease?

 (ii) When faced with a choice of multiple feasible interventions to offer, a physician 
may wish to forecast, given the particular characteristics of this patient and the 
specifics of their condition, what is the specific benefit that ought to be expected 
from each treatment option?
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We take as given that quantitative clinical prediction models do already, and will 
continue to, play an important clinical role. In the first example, one attempts to 
offer a prognosis, which is dependent on the etiology and evolution of the disease, 
but has nothing to say about what an optimal treatment might be. In the second 
example, a model is used to project from the present time to a probable future out-
come of treatment(s), and is useful for selecting an optimal treatment from a set of 
competing alternatives. For the purpose of reporting standards and critical appraisal, 
we shall not need to distinguish between predictions of prognosis (the former) and 
predictions of treatment outcome (the latter), since the subsequent discussions 
applies equally to both.

Transparent reporting is a necessary condition for taking prediction models from 
early development into widespread clinical use. The process involves progressive 
phases [1] from:

 (i) development; where you intend to inform others about the creation of your 
model,

 (ii) validation; where you demonstrate how your model performs in increasingly 
more generalizable conditions,

 (iii) updating/improving; where you add new parameters and/or larger sample 
sizes to your model in an attempt to improve its accuracy and 
generalizability,

 (iv) assessment; where you monitor the effect of the model on clinical workflows 
and assess health economic impacts within a controlled environment, and 
lastly,

 (v) implementation; where you would deploy the model into widespread use and 
observe its long term effects in routine clinical practice.

Critical appraisal is the systematic and objective analysis of descriptions in a 
piece of published scientific research in order to determine: (i) the methodological 
soundness of the steps taken in the study to address its stated objectives, (ii) assump-
tions and decisions made during the conduct of the study that may have introduced 
bias into the results, and (iii) the relevance and applicability of this study to the 
research question in the mind of the reader. The central purpose of the appraisal is 
therefore to evaluate the likelihood that a model will be just as accurate and as pre-
cise in other studies (e.g. different patient cohorts, different investigators, different 
clinical settings) as it was proved within its own study. This requirement for model 
generalizability is known as external validity. This is a perspective distinct from 
internal validity, where a study is shown to be logically self-consistent and meth-
odologically robust only within its own setting, using the guiding principles given 
in the previous chapters in Part 2.

Good quality of reporting about prediction models is essential at every step in 
translation to clinic, to adequately understand the potential risks of bias and poten-
tial generalizability of a model. Biased reporting could result in promising models 
not being brought rapidly into clinical practice, or worse, inappropriate models are 
used in clinical decision-making such that they cause harm to patients. Both ulti-
mately lead to wasted resources in healthcare because physicians and patients are 
either deprived of a useful clinical tool or sub-optimal clinical decisions are made 
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due using a non-valid model. A more common problem that has now come to light 
is inadequate reporting [2], where there is insufficient documentation to reproduce 
the model and/or understand the limits of its validity.

10.1.1  Chapter Overview

The previous chapters in this book have primarily focused on internal validity of 
prediction models. Here, we shall switch our focus towards understanding 
external validity and consider the general process of critically appraising a pub-
lished model. In the restricted scope of this chapter, we shall give attention to 
critical appraisal in development and validation studies. Issues pertaining to 
model update, impact assessment and clinical implementation are only briefly 
touched upon.

The content is organized as follows. We begin with a brief recapitulation of the 
methodological aspects of model development and model validation, emphasizing 
specific aspects that will be important for critical appraisal. We then introduce the 
TRIPOD (Transparent Reporting of a multivariable prediction model for 
Individual Prognosis Or Diagnosis) checklist [3, 4] for reporting and discuss the 
significance of its major elements in regards to reproducibility and validity. Our 
perspective next shifts towards critically appraising reports of predictive models 
that have been published in literature. There are common misunderstandings that 
TRIPOD can be either a checklist for designing a prediction modelling study or a 
checklist for critical appraisal, or both – it is in fact neither. We thus introduce the 
CHARMS (CHecklist for critical Appraisal and data extraction for systematic 
Reviews of prediction Modelling Studies) checklist [5], that was designed for 
critical appraisal and information extraction in evidence synthesis from multiple 
published studies.

Also given the restricted scope of this chapter, we will enter into a brief overview 
of systematic reviews of prediction modelling studies, however the specifics of 
quantitative meta-analysis of multiple models will be outside the current scope. 
References to methodological developments in this area and some guidelines on the 
topic will be provided.

10.2  Prediction Modelling Studies

Prediction modelling studies can be loosely categorized into development, valida-
tion, update, impact assessment and implementation studies. The quantity and 
robustness of clinically-derived evidence needed to support the model increases in 
roughly the same order. For reporting requirements and critical appraisal, we devote 
our attention on the first two – development and validation.

During model development, the primary focus is selecting from a measured set 
of characteristics (variously referred to as predictors, covariates, factors, features, 
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markers, etc.) and then combining them within a statistical framework in such a 
way as to yield dependable forecasts when new (hitherto unobserved) observa-
tions are given.

In contrast, model validation (with or without model update) refers to testing an 
already-developed model by exposing it to a diverse range of new inputs where the 
ground truth is already known, ideally as independently as possible using cohorts 
and clinical settings that are different from the one used to develop the initial model.

10.2.1  Development

We briefly recapitulate concepts that were discussed in previous chapters. In the 
main, our discussion is about multivariate predictive models, such that two or more 
predictors have a correlative mathematical relationship with some expected out-
come (of a diagnosis, or a prognosis or from a treatment intervention).

Other methodological studies have already pointed out the importance of defin-
ing in a study protocol, as far in advance as possible, key aspects of the prediction 
modelling study such as its objectives, study design, patient population, clinically 
relevant outcomes, selected predictors, sample size considerations, and the intended 
statistical methods to be used [6–10]. As with any other kind of clinical study, inter-
nal review and iterative refinement of the protocol is highly desirable, since poor ad 
hoc decisions made during model development may often lead to biased results.

Principal among the potential biases in multivariate prediction modelling is the 
phenomenon of “overfitting” (also known as over-training) of a model such that an 
excessive number of predictors have been fitted to random fluctuations in the devel-
opment cohort rather than to the true underlying signal. This caveat is of particular 
significance in an era of high throughput semi-automated measurements that extract 
very large numbers of potentially explanatory predictors (e.g., genomics, pro-
teomics, metabolomics, radiomics, etc.) from a single source (e.g., blood, biopsy 
sample or radiological images). overfitting will become apparent when the predic-
tive performance of the model in the development cohort is found to be generally 
over-optimistic when tested in fully independent cohorts; this often deals a fatal 
blow to the overall generalizability and widespread clinical utility to said model.

The risk of overfitting is exacerbated when multiple candidate predictors are 
combined with automatic predictor-selection algorithms that seek to optimize pre-
dictive performance within the development cohort [11]. This leads to rapid infla-
tion of the false positive association risk, thus also leading to poor generalizability 
of models.

There are some sound strategies to mitigate risk of overfitting. Among  
these,internal cross-validation is widely practiced; the development cohort is 
divided into a (relatively larger) sub-cohort for fitting the model and a (relatively 
smaller) sub-cohort for testing the performance of the model. To avoid vagaries of 
sub-sampling, “k-folds” can be used where the development cohort is split even 
further into k equally-sized factions, then each of the k factions may be used one 
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after another as the internal validation cohort for a model developed on the  remaining 
(k-1) factions. Repeated cross-validations may also be used simultaneously within 
k-fold cross-validation, such that investigators apply multiple random assignments 
of patients into the two initial sub-cohorts.

Dimensionality reduction is a powerful a priori method for reducing the risk of 
overfitting and increasing generalizability. If some predictors are known (by earlier 
experiments) to be highly irreproducible due to some unsolved instability in the 
measurement, or if the measured value differs greatly from one observer to another, 
it may turn out to be preferable to exclude these predictors from statistical analysis. 
This method sacrifices some potential explanatory power in favour of better repro-
ducibility and wider generalizability of the finished model. Note however, that a 
priori dimensionality reduction should not utilize the intended primary outcome as 
the basis of eliminating predictors, otherwise there will be an attendant risk of con-
taminating the selected predictors with some implicit information correlated to the 
desired outcome.

A further possibility to reduce overfitting is  toincrease the sample size, i.e. num-
ber of individual cases in the development cohort. An oft-quoted rule of thumb is “at 
least 10 events per predictor”. That is, there should be an order of magnitude rela-
tionship between sample size and the number of pre-selected predictors. Note that 
adherence to the rule of thumb does not imply guaranteed protection against overfit-
ting, merely that the risks of over-training one’s model is somewhat reduced.

Increasing sample size or widening the patient enrolment is not always feasible. 
In retrospective modelling studies, it may be possible to return to the original repos-
itory of data and “mine” for additional cases. Likewise, in prospective studies, there 
may be sufficient resources to run case enrolment over a longer time interval or to 
expand recruitment. However, one generally encounters some sort of practical, 
logistic, regulatory or political barrier that limit the possibilities on increasing the 
sample size. With indiscriminate loosening of the inclusion criteria, there is an 
inherent danger of injecting excessive clinical heterogeneity into the development 
sample, for which there is no way to account for these variations using the existing 
predictors.

10.2.2  Validation

During model development, especially when using automated predictor selection 
algorithms, it is usually unavoidable that predictive performance of the model will 
be assessed on the same data that was used to construct the model. Interim assess-
ments of performance in multivariate prediction models should at least test for cali-
bration [4, 12] and discrimination. An appropriate discrimination metric would be 
the area under a receiver-operator curve in the case of binary outcomes, and the 
hazard ratio in the case of time-to-event predictions. However, this will not be suf-
ficient to detect biases in the model; such interim evaluations will always be much 
too optimistic in regards to predictive performance.
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The primary function of validation is to determine the limits of generalizability 
and transportability of the model. Therefore, after finalizing a model that is well- 
calibrated and properly fitted to the development cohort data, it is necessary to eval-
uate this model in other data that has hitherto never been “seen” before, i.e. an 
independent validation cohort. The observed characteristics for every instance in the 
validation cohort must be put into the model and its predictions shall be compared 
with the actual outcome. The validation cohort may differ from the development 
cohort in the following ways:

 (i) Time-shifted; the validation cases may be collected by the same investigators 
as those that constructed the model, but the new cases were collected from a 
different time period;

 (ii) Institution-shifted; the validation cases are assembled by a different team of 
investigators operating in a different hospital/institution, but usually retaining 
the same definitions of the input predictive factors.

 (iii) Setting-shifted; the validation cases are collected in a different clinical prac-
tice setting on individuals with the same condition, but the definitions of the 
input predictive factors may be slightly different or slightly broader.

 (iv) Population-shifted;  thevalidation cases are from individuals presenting in an 
intentionally different medical context (e.g., different kind of index disease, or 
applying a model developed on adults to a paediatric population).

Each of these shifts progressively tests the validity of the model in increasingly 
generalized situations. A reason why model performance depends on time span, set-
tings and populations can be traced to the spectrum effect; since most external vali-
dation cohorts involve relatively small samples, it would be unlikely that the 
distribution of predictor values would match in both cohorts. The results in valida-
tion thus appear “compressed” towards one or the other extreme of predicted 
outcomes.

As in model development, a validation study should also describe predictive per-
formance in terms of calibration on the instances in the validation cohort and either 
discrimination (in the case of binary outcomes) or hazard ratios (in the case to 
time-to-event).

10.2.3  Updates

Following validation, a model might be shown to be transferable to a new situa-
tion, but this is generally not the case in the early history of model evolution. 
Updating a model (for example, adjusting the predictor coefficients) and/or re-
training the model on new data can be validly performed to improve overall per-
formance and increase generalizability. The caveat, however, is not to re-estimate 
the coefficients nor to re-calibrate the model using solely the validation data. In 
effect, this neglects the predictive potential contained in the development data. 
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Since validation cohorts typically contain fewer cases than development cohorts, 
doing so would risk rendering the updated model less generalizable and more 
susceptible to overfitting.

A model can be updated by shifting the baseline risk, rescaling the regression 
coefficients of the existing predictors, re-fitting the coefficients using added data or 
selecting a different set of predictors. Combinations of the above may also be 
applied. A suggested approach would be to first analyse the underlying statistical 
and clinical heterogeneities in the two data sets. Only if clinically meaningful, it 
would be advisable to combine individual records in both cohorts and re-develop a 
new model, either with or without fresh predictor selection. A new cohort would 
thus be required for independent validation.

10.2.4  Impact Assessment and Clinical Implementation

An assumption that needs to be challenged is that access to predictive models 
will lead to improved clinical care. The basis of the assumption is that predictive 
models could support medical decision-making and hence improve patient out-
comes. This can only be properly tested in impact and implementation studies. 
Such studies could, among other possible endpoints, compare physicians’ 
behavior, patient- centred outcomes and overall cost-effectiveness of care when 
using the predictive model versus without using such a model. This is only a 
reasonable prospect for models that have multiple validated and/or updated for 
better generalizability.

While the preferred study design may be individually randomized controlled 
clinical trials of long-term patient outcomes, there is indeed place for short-term 
process evaluation studies and cluster-randomized trials assessing health eco-
nomic impact and behavioural changes amongst physicians. Randomization of 
individuals can sometimes be problematic due to contamination between groups; 
physicians having to alternate between using or not using the model may still 
retain some memory of the model outcomes from previous patients. If the study 
considers behavioral changes on the patients’ side, as may be the case in model 
implementation studies in shared decision-making, one must be aware that 
patients are likely to exchange information about the model results with each 
other.

10.3  Reporting Your Own Work

It is assumed that the majority of readers will be interested in developing and inde-
pendently validating models pertinent to their area of expertise. Quality reporting of 
any work in development and validation has the twofold objective of: (i) informing 
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others in your area of expertise about what models did (or did not) perform ade-
quately under specifically constrained circumstances and, (ii) assists other investi-
gators who may be attempting to reproduce and/or validate your prior work. 
Unbiased reporting of all work helps avoid wasteful duplication of efforts and accel-
erates the evolution of a model towards widespread utilization.

10.3.1  Purpose of Transparent Reporting Guidelines

The TRIPOD statement [3] (and its related explanation and elaboration document 
[4]) was developed as a  consensusguideline for what a majority of investigators 
would consider essential for reporting of multivariate prediction modelling research. 
The statement contains 22 essential items, which are then summarized in a checklist 
that can be easily downloaded for use [13]. TRIPOD specifically focuses on studies 
involving development, validation or a mixture of both (with or without model 
updating). While most items are relevant to studies of both developmental and vali-
dation nature, a few items on the checklist are marked as only relevant to one or the 
other.

It is not productive here to examine each item in TRIPOD one by one. What we 
will focus on are the major themes that emerge from multiple items taken together, 
relating to methodological integrity and wider validity of your work.

10.3.2  Context

As in all other publication concerning clinical research, a clear explanation of con-
text is required such that the reader fully understands what kind of patients, dis-
eases, diagnoses or interventions and outcomes that the work will address. A 
summary of patient characteristics, eligibility, selection/inclusion method and any 
exclusion criteria is important to clarify the “case-mix” within which the model was 
developed/validated. A flow diagram detailing how many patients were lost and car-
ried over to the next step of the process is essential, rather than a solitary number 
stating sample size. This can help to clarify if there had been any patient selection 
or systematic exclusion biases that might restrict the potential applicability of the 
model to other situations. Pertaining to potential case mixture mismatch during vali-
dation, it is also essential to discuss and compare (for example, with a suitable 
hypothesis test of group difference) the characteristics of the development and vali-
dation cohorts.

Study design is a further essential component of the context. It needs to be 
stated as clearly and as early as possible what is the ultimate clinical objective/
outcome to be modelled (if building a model) and/or which specific model is 
being validated. If an update to an existing model is to be attempted, it should be 
stated whether the intention of the study was to attempt a model update, or whether 
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there had been a post hoc decision to introduce new data into the model. TRIPOD 
gives a classification system from Type 1 up to Type 4, akin of levels of evidence 
of external validity, based on whether all of the cohort data was used to construct 
the model, if there was in-cohort splitting or if an entirely separate data set was 
used to evaluate the model.

10.3.3  Sample Size, Predictors and Predictor Selection

Unlike conventional clinical trials with controls, there are no simple tools to calcu-
late the required sample size for a multivariate prediction modelling study. In gen-
eral, the number of predictors in the model has not been determined prior to 
conducting the statistical analysis for model building. In validation, the number of 
predictors in the existing model is known. In both cases, it will be necessary to jus-
tify whether the sample is sufficiently large in terms of the absolute number of target 
events. As a rough guide, it would prove difficult to defend or validate the perfor-
mance of a predictive model if there are fewer than 10 target events in total in the 
subject cohort. An aforementioned “rule of thumb” – at least 10 events per predic-
tor – will be a useful guide as to whether it is possible to develop/validate a model 
on a given cohort.

Therefore, it is essential to document the final number of target events available 
(after exclusion of unsuitable cases) and the number of predictors used. The source 
of the data should be clearly identified, be it retrospective data interrogation, pro-
spective case enrolment or extraction from a disease registry. The source of patient 
data and the final sample size should be justified in regards to the objective of the 
study and intended application of the finished model.

In model development, there should be a very clear statement of the number of 
predictors before and after any kind of automated predictor selection algorithm has 
been applied. In regards to potential overfitting, the number of predictors available 
before predictor selection is a better surrogate for risk of overfitting, since a model 
optimization algorithm will generally expose this number of predictors to the target 
outcome. Whenever used, the predictor selection algorithm and model optimization 
process should be clearly documented in the methods section. At the end, the 
selected predictors should be unambiguously defined, including how and when the 
predictor was measured.

If performing model validation, it is also essential to document the manner in 
which the existing predictors have been measured. Major deviations from the pre-
scribed predictor measurement method(s) must be clearly stated in the validation 
report. The method of calculating the predicted value must be reported. Furthermore, 
it is important to document whether or not the assessors of the actual outcome were 
blinded with respect to the calculated prediction. If assessors of outcome are aware 
of the individual prediction result, one should acknowledge that there is some risk 
of confirmation bias such that assessors may (without consciously intending to) bias 
their assessment towards (or against) the prediction.
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10.3.4  Missing Data

Missing data (including unobserved predictors in a validation cohort) occupies a 
single item in the TRIPOD checklist, yet it may have a disproportionately strong 
impact on the outcome of a study. It is often the case that potentially useful predic-
tors may contain some null values, either because information on some individuals 
was lost during data collection, was not measured or simply not disclosed in the 
source documents. In a validation cohort, it is possible that a required predictor has 
not been measured at all, or has been measured in an irreconcilable manner to the 
original work (for example, incompatible toxicity grading systems).

Previous chapters discussed in detail how data elements that are systematically miss-
ing can have a strong biasing effect on a model, therefore one must report how missing 
values (predictors) were managed, including any kind of data imputation method (if 
used). This applies equally to reports on model development and model validation.

10.3.5  Model Specification and Predictive Performance

The major portion of TRIPOD is concerned with reporting the performance of a 
prediction model or after update to an existing model. The model itself needs to be 
fully specified in terms of the type of statistical model used (e.g., Cox Proportional 
Hazards), the regression coefficients for all of the final predictors (also confidence 
intervals for each predictor) and an event rate at a fixed time point for each sub- 
group of individuals. If risk groups (stratification into different discrete categories 
based on result or time to event) are created, then it must also be clearly specified 
how the stratification was done.

Assuming the abovementioned details are easily located in your report, the read-
ers will wish to know how well your model performed at its assigned task. Metrics 
will be required to demonstrate how well calibrated a model is, and how well it 
serves to discriminate between different outcomes. A calibration plot is the pre-
ferred format for the former, where predicted versus actual probabilities of out-
comes are graphed against each other. There will be some choice in regards to a 
discrimination metric, where area under a receiver-operator curve is commonly 
reported for binary outcome classifications and hazard ratios derived from a Cox 
model is widely used for time to event models. The TRIPOD supplementary docu-
ment also cites other options for quantifying the discriminating power of a model.

10.3.6  Model Presentation, Ease of Interpretation 
and Intended Impact

Lastly, the developer of a prediction model should clearly explain how and when it 
is intended to be used. Complex models with several predictors are often unwieldy 
to use without the aid of a computer. For instance, if  amodel is meant to be used 
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on hospital ward rounds, then it needs to be presented in a form where it can be 
easily and unambiguously interpreted without the use of a computing device. 
Examples of suitable formats of model include nomogram charts and risk-score 
charts. If graphs or response curves are to be used as part of the model, discrete 
points on the curve should be made easily readable as a side table, since approxi-
mately interpolation from tabulated values is likely to be less error-prone that read-
ing a graph by eye alone. In the present age of web-browser enabled personal 
phones, the option also exists to publish predictive models as interactive electronic 
interfaces; a number of such models are available for public access at the website: 
www.predictcancer.org.

In the discussion section of the report, in addition to addressing the limitations 
and likely limitations of applicability of the model, it is also important to explore the 
clinical significance of the model. For instance, which aspect of clinical practice or 
medical decision-making is likely to be affected by the use of this model? 
Specifically, a model should attempt to re-direct the course of medical care or 
change the way in which an individual’s condition is being managed. Given this 
ambition, it is then possible to assess whether the predictive performance of the 
model and the intended context of use of the model will be fit for purpose. It is also 
important to consider how sensitive a model is to a particular measurement or obser-
vation  – for example, would the predicted outcome change in a counterintuitive 
direction or disproportionate magnitude, relative to small uncertainties in measure-
ment or rating of a given predictor? If the model is to intended to be used to support 
early diagnosis of a condition, then the reliable information needed to compute risk 
has to be available before the patient commences treatment or in-depth diagnostic 
investigation.

10.4  Critical Appraisal of Published Models

If we recall that the primary design principle of the TRIPOD checklist was to 
guide the reporting of prediction model development, validation and update stud-
ies, then it is clear that a complementary guidance document is required. The 
CHARMS checklist [5] was designed to provide guidance on how to search for 
multivariate modelling studies, how to select these on the basis of general validity 
and how to assess the applicability of a published model to a particular clinical 
problem.

There are two noteworthy distinctions between TRIPOD and CHARMS. First, 
TRIPOD does not prescribe how prediction modelling studies should be performed, 
merely how studies (regardless how well or poorly designed) ought to have  common 
reported elements. Second, using TRIPOD as a checklist for critical appraisal is not 
helpful, since the presence or absence of a particular reported element does not 
necessarily connect with a risk of bias in the model. Critical appraisal  emphasiz-
esrisk of bias and broad applicability of a model, thus one must assess a reported 
model on the basis of what alternative methodological choices could have been 
made by the model developers, and whether their actual choices had led to a com-
promised model.

10 Reporting Standards and Critical Appraisal of Prediction Models
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With a proliferation of predictive modelling papers, one could readily encounter 
multiple models all purporting to address the same target outcome. Some of these 
models may conflict with each other, and more than a few will suggest predictive 
power of quite divergent predictors for the desired outcome. Systematic search, 
assessment of bias and evidence synthesis from multiple published models is there-
fore an important, even necessary, effort to improving the state of clinical predic-
tions as a scientific discipline.

10.4.1  Relevant Context of Prediction Modelling Studies

The CHARMS document consists of 2 parts. The first relates to framing a research 
question about prediction models, then defining a search strategy and to develop 
inclusion/exclusion criteria for what kind of studies to put into a review. Critical 
appraisal implies that the reviewer already has a research question or a clinical prob-
lem in mind, therefore it is essential to match the search and selection of modelling 
studies to fit the context of the research or clinical issue. This connects with the 
contextual elements of TRIPOD, such as whether the target condition, patient popu-
lation, predictor measurements and primary outcomes of the published work actu-
ally match with the question in mind. This further includes considerations such as: 
(i) is the problem about making a diagnosis/prognosis or about selecting a particular 
intervention, (ii) at what time point in the clinical workflow is a prediction needed, 
and (iii) what kind of modelling study is required to answer the question – develop-
ment, validation or update.

Following a concrete formulation of a research question about predictive models, 
it is then possible to design a literature search strategy [14–16], and establish inclu-
sion/exclusion criteria for which papers to review.

10.4.2  Applicability and Risk of Bias

In addition to, but not mutually exclusive with, the abovementioned general assess-
ments about the contextual relevance of a published study, CHARMS denotes cer-
tain elements as addressing the applicability of the study outside of its original 
setting and other elements as addressing the potential for biased findings about 
model performance. Naturally, some elements of critical appraisal address both.

Elements that address applicability of the model to other settings include:

 (i) Did the modelling study select a representative source of individual data?
 (ii) Were there differences in the treatments administered (if any) that does not 

match your question?
 (iii) Will the predictors, its definitions and its methods of measurement match what 

you intend to do?
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 (iv) Does the desired outcome, its definition and its method of assessment match 
what you intend to do?

 (v) Does the time point of the predicted event match what you intend to use the 
model for?

 (vi) Is the performance of the model, in regards to calibration and discrimination, 
fit for purpose in regards to the clinical decisions that have to be made as a 
consequence of the prediction?

Some of the elements that address the risk of biased estimation of model behav-
ior include:

 (i) Was an appropriate study design used to collect information for model devel-
opment? For example, a prospective longitudinal cohort design would be ideal 
for prognostic/treatment outcome prediction model development, but random-
ized clinical trials data, retrospective cohorts or registry extractions are often 
selected as pragmatic alternatives. The concern with randomized trials is that 
excessive selectivity of patients may not represent the wider population. 
Retrospective cohorts are highly susceptible to problems concerning handling 
of missing data. Registry extractions may yield large numbers of individual 
cases, but one needs to be mindful of the total number of target events together 
with significantly reduced detail of the observations/measurements.

 (ii) Was the target outcome in the development and validation cohorts always 
defined the same way, objectively assessed in the same way and were the out-
comes assessors blinded to the values of the candidate predictors? If the answer 
to one or more of these is no, then there is a risk that the model performance 
has been affected to some degree by interpretation bias, measurement bias and/
or confirmation bias.

 (iii) Was the number of candidate predictors and manipulation of the predictors 
during statistical analysis (e.g. premature dichotomization of continuous, cat-
egorical or ordinal values) reasonable for the number of target events seen? 
The former specifically relates to the risk of overfitting of the model on the 
development cohort (as we have discussed above) and the latter pertains to 
sensitivity of the model to arbitrary threshold cut-offs used for 
dichotomization.

 (iv) Were missing values handled in an appropriate fashion? The risk of selection 
bias increases if a complete-cases analysis was used without testing whether 
the missing values were truly missing at random. If missing values had been 
imputed using surrogates of the target outcome, there is a risk of association 
bias since a correlation with the expected outcome has been introduced into the 
candidate predictors.

 (v) Was predictor selection and regression coefficient fitting performed in a rea-
sonable manner? There will be an elevated risk of predictor selection bias if 
single predictors with large (but spurious) correlation with the target outcome 
in univariate analysis are selected for inclusion into a multivariable model. A 
methodologically robust method is backwards stepwise multiple regression, 
such that predictors are recursively eliminated one by one to find the most 
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parsimonious model with the equivalent predictive performance as all the pre-
dictors. A modelling error occurs if the assumptions of the statistical model 
applied (e.g., constant hazard rate over time) is not actually met by the data.

 (vi) Was the evaluation of model performance done in a sufficiently independent 
dataset? It is well known that evaluating a model in the same development 
cohort least to over-optimistic estimates of predictive performance. A valida-
tion cohort may be temporally or contextually shifted with respected to the 
development cohort, but failure to understand how the cohorts differ will lead 
to a biased assessment of the model. A related concern is whether the distribu-
tion of observed predictor values are equivalent in the development and valida-
tion cohorts.

10.4.3  Systematic Reviews and Meta-analyses

Reporting guidelines for systematic reviews of clinical trials, such as the PRISMA 
(Preferred Reporting Items for Systematic Reviews and Meta-analyses) guidelines 
[17], are relatively mature and are being enforced by some journal editors. Similarly 
matured and widely applied guidelines for massed evidence synthesis on prediction 
modelling studies currently do not exist, but there is growing methodological 
research into the question [18].

Examples of systematic reviews of prediction models share a number of com-
mon themes as their clinical trials counterparts, chiefly: (i) a clear statement of the 
research question in terms of the population, context applicability and intended use 
of the models, (ii) a definitive search strategy for articles, with strict adherence to 
inclusion and exclusion criteria, (iii) assessment of the risk of bias in each included 
article and, (iv) an attempt at quantitative summary (i.e., meta-analysis) of perfor-
mance metrics across all included articles. The potential sources of bias for predic-
tion model development, validation and update stand quite distinctly apart from 
those in clinical trials, therefore the CHARMS checklist should still be used as the 
main conceptual component for formulating a systematic review of this kind. With 
rapid advances in “big data” and data sharing technologies, it becomes increasingly 
feasible that one may attempt to develop, validate and update predictive models 
using vast numbers of records gleaned either from electronic health records by 
accessing the individual cases in published models [12].

10.5  Conclusion

This chapter connects with the others by utilizing statistical concepts relating to 
model building and model testing that have been previously discussed, and acts as a 
bridge to further chapters that examine challenges and opportunities for bringing 
models into routine clinical use. This chapter may be used as a stand-alone source, 
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such that the reader understands the central matters in reporting on their own multi-
variable prediction models, and what key themes to look for when critically apprais-
ing published work on other models for validity and applicability to their own 
situation. Detailed checklists in the form of TRIPOD and CHARMS have been 
introduced, along with references to expansions and elaborations of such tools. 
Growing topics in methodological research such as clinical impact studies and evi-
dence synthesis of multiple models (with and without a connection to “big data”) 
have been briefly touched upon. Far from being a complete survey of reporting 
standards and critical appraisal, the driving motivation has been to equip the reader 
with insight of the most essential major themes, and to provide literature references 
where deeper detail on specific topics may be explored.
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