Green Energy and Technology

Alejandro A. Franc
Marie Liesse Doub@
Wolfgang G. Bessler Editors




Green Energy and Technology



More information about this series at http://www.springer.com/series/8059


http://www.springer.com/series/8059

Alejandro A. Franco - Marie Liesse Doublet
Wolfgang G. Bessler
Editors

Physical Multiscale Modeling
and Numerical Simulation

of Electrochemical Devices
for Energy Conversion

and Storage

From Theory to Engineering to Practice

@ Springer



Editors

Alejandro A. Franco Wolfgang G. Bessler

Laboratoire de Réactivité et Chimie des Offenburg University of Applied Sciences
Solides Offenburg

Université de Picardie Jules Verne and Germany
CNRS

Amiens

France

Marie Liesse Doublet
Institut Charles Gerhardt CNRS
Université Montpellier

Montpellier

France

ISSN 1865-3529 ISSN 1865-3537 (electronic)
Green Energy and Technology

ISBN 978-1-4471-5676-5 ISBN 978-1-4471-5677-2 (eBook)

DOI 10.1007/978-1-4471-5677-2
Library of Congress Control Number: 2015952036

Springer London Heidelberg New York Dordrecht

© Springer-Verlag London 2016

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made.

Printed on acid-free paper

Springer-Verlag London Ltd. is part of Springer Science+Business Media (www.springer.com)



Preface

World-scale challenges such as climate change, depletion of fossil resources, and
the fast increasing energy demand has significantly boosted the R&D on alternative
devices for energy conversion and storage. In this context, emerging technologies
such as fuel cells and batteries are called to play an important role in any sustainable
scenario. However, the successful large-scale implementation of these devices in
realistic applications is subjected to numerous constraints in terms of cost, effi-
ciency, durability, safety and impact on the environment. Precise design of cells and
stacks is then required, and production cost constraints drive more and more the
R&D to go beyond trial-error approaches: the use of numerical simulation and
mathematical modeling arises as a natural approach to deal with the design opti-
mization problem.

Since almost 60 years numerous mathematical models of fuel cells and batteries
have been reported showing powerful capabilities for in silico studies of a large
diversity of mechanisms and processes. These models are generally devoted to link
the chemical and microstructural properties of materials and components with their
macroscopic efficiency. In combination with dedicated experiments, they can
potentially provide tremendous progress in designing and optimizing the
next-generation cells. The available spectrum of approaches already available is
wide: quantum mechanics, nonequilibrium thermodynamics, Monte Carlo and
molecular dynamics methods, continuum modeling, and more recently, multiscale
and/or multiparadigm models connecting multiple simulation techniques and
describing the interplay of mechanisms at multiple spatiotemporal scales.

Through several comprehensive chapters written by recognized scientists in the
field, we aim at reviewing the latest progresses in the development and deploy of
innovative physical modeling methods and numerical simulations to better under-
stand, rationalize, and predict the electrochemical mechanisms involved in elec-
trochemical devices for energy storage and conversion. Concepts, methodologies,
and approaches connecting ab initio with micro, meso, and macroscale modeling
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of the components and cells are revisited, jointly with appropriate illustrations and
application examples. Major remaining scientific challenges are also discussed. We
hope this book will provide an interesting support to students, researchers and
engineers from the industry and academic communities.

Alejandro A. Franco
Marie Liesse Doublet
Wolfgang G. Bessler
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Atomistic Modeling of Electrode Materials
for Li-Ion Batteries: From Bulk
to Interfaces

Matthieu Saubanére, Jean-Sébastien Filhol and Marie-Liesse Doublet

Abstract In the field of energy materials, the computational modeling of electro-
chemical devices such as fuel cells, rechargeable batteries, photovoltaic cells, or
photo-batteries that combine energy conversion and storage represent a great chal-
lenge for theoreticians. Given the wide variety of issues related to the modeling of
each of these devices, this chapter is restricted to the study of rechargeable batteries
(accumulators) and, more particularly, Li-ion batteries. The aim of this chapter is to
emphasize some of the key problems related to the theoretical and computational
treatment of these complex systems and to present some of the state-of-the-art
computational techniques and methodologies being developed in this area to meet
one of the greatest challenges of our century in terms of energy storage.

1 Introduction

Despite the apparent simplicity of the operation of a Li-ion battery, the electro-
chemical mechanisms involved at the bulk scale and at the interfaces between the
electrodes and the electrolyte often rely on complex physical and chemical pro-
cesses. These processes may occur at different time- and length scales involving
static (electromotive force, resistances) and dynamic (charge transfer, mass trans-
port) variables. Addressing these mechanisms simultaneously is intractable at the
highest atomistic level of theory, i.e., the ab initio level. Continuum models exist to
address battery operation as a whole and under operating conditions of pressure and
temperature that rely on phenomenological approaches, e.g., equivalent circuit
models [1] or electrochemical kinetic models [2]. Based on the Butler—Volmer
equation with varying degrees of sophistication depending on the number of
physicochemical effects described, these methods represent a class of “top—down”
approaches. They have already benefited the optimization of battery performances
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[3-6] but are not strictly predictive. In particular, they do not correlate the per-
formance of a battery to the intrinsic properties of electrode materials as no data
specific to the chemical/electronic nature of these materials are included.

To build more predictive multiscale models, it is essential to assess quantitative
parameters that take into account not only the structural and electronic properties of
the electrode materials, but also their reactivity versus lithium (activity, distribution,
etc.). At the most local scale (microscopic), first-principles computational methods
provide valuable quantitative data, either thermodynamic (electrochemical poten-
tials and equilibrium structures of the electrode material) or kinetic (ion diffusion
barriers, interface migration) that can be used as input parameters in models of
higher time- and length scales. Among them, Kinetic Monte Carlo simulations, [7]
nonequilibrium thermodynamic models [8, 9], or phase-field models [10] intend to
simulate time evolution of some elementary processes—whose rates have been
previously investigated at the ab initio level (atomic scale)—in order to determine
their respective impact on the structure of the electrodes at the nanoscopic scale.
These approaches are the so-called bottom—up approaches. They have already
proven to be powerful in the field of fuel cells [11] and are currently under
development in the field of Li-ion batteries [12, 13]. They represent a holy grail for
theoreticians involved in this field, not only to ensure the transferability of
parameters from one scale to another but also to solve the nonlinearly coupled
equations of ion and electron transport which govern the macroscopic behavior and
lifetime of electrochemical cells.

Pending this ultimate method, it can be useful to combine the “bottom—up” and
“top—down” approaches to study the electrochemical battery performance by taking
advantage of (i) the limited computational cost of phenomenological approaches
and (ii) the accurate description of materials and interfaces provided by atomistic
quantum methods. These approaches are promising but still very limited in the field
of Li-ion batteries, not only due to the large number of parameters to be extracted
but also to the methodological and numerical locks associated with ab initio
methods for extracting these parameters. Thus, in this area, the vast majority of
computational scientists focus their studies on one element of the battery (electrode
or electrolyte) in order to optimize their performance with respect to strict industrial
specifications. Focusing on battery materials, the candidates have to be safe, cheap,
and environmentally friendly and must meet several criteria such as high-energy
density, good rate capability, and long-term cycling life. Besides the economic and
ecologic aspects on which chemists can act to meet the industrial specifications,
fundamental chemistry can also be used to improve the electrochemical perfor-
mance of electrode materials. To that aim, first-principles quantum methods may
provide solid-state chemists with a powerful tool to reproduce, understand, or
predict material properties. On the one hand, they give access to thermodynamic or
kinetic quantities such as equilibrium structures and energies or energy barriers that
are further used to interpret the microscopic parameters influencing the structural
and electronic behavior of a material. In that sense, they are useful to decide
whether or not a given material is suitable for the application of interest and
whether or not chemical functionalizations or appropriate engineering could
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improve the material performance. On the other hand, these studies aim at
parameterizing multiscale models with quantitative thermodynamic and kinetic
inputs which are sometimes inaccessible from experiments. In this way, compu-
tational chemists invested in this area contribute—even unconsciously—to feeding
the virtual database of input parameters required for the next generation of multi-
scale “bottom—up” models.

In this chapter, we will give a non-exhaustive review of what first-principles
calculations can bring to the understanding of material performance and to the
extraction of quantitative thermodynamic and kinetic parameters, with a special
focus on the methodological and numerical remaining locks. Basic thermodynamics
are first used to describe the energetics of electrochemical reactions underlying the
battery operation. Then, a brief review of first-principles approaches to condensed
matter is given, along with technical aspects/locks associated with the computation
of the thermodynamic quantities of interest. The last section is devoted to the
perspectives.

2 Macroscopic Picture of an Electrochemical Reaction

The voltage delivered by a rechargeable Li-ion battery is a key parameter to qualify
the device as promising for future applications. It is a thermodynamic quantity that
is directly linked to the difference in the electric potentials of the two electrodes
constituting the Li-ion cell. During the discharge, two simultaneous redox reactions
occur at both electrodes when Li* ions and electrons are transferred from the
negative electrode (low-potential vs. Li*/Li’®) to the positive electrode
(high-potential vs. Li*/Li%). At each step of the reaction x, the equilibrium battery
voltage, V(x), is directly linked to the reaction Gibbs energy A,G(x) through the
Nernst equation:

A,G(x) = —nFV(x) (1)

where F is the Faraday constant and #n is the number of charge transported through
the electrolyte by the exchanged (Li) ions. In order to specifically check the per-
formance of a given electrode material, hereafter denoted H, chemists usually build
half-cells in which the Li-metal reference electrode is used at the negative electrode
of the cell. In this way, the battery voltage directly gives the material potential with
respect to the Li*/Li” reference potential (—3.04 V vs. NHE). During operation, the
electrochemical reactions occurring at both electrodes are

Li=2Lit +e”
ILH+LIT +e" = 1Li, H
L H+Li= 1L, H

(R1)
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In open-circuit conditions (OCV), the total Gibbs energy of the electrochemical
system at any given temperature (T) and pressure (p) conditions is

Gy rp(x) = Zni#i = myfigi g+ (ML — X)) (2)

where y; are the chemical potentials of species i, ny and ny; the total number of
mole of H and Li and x-mny the reaction extent. The molar free energy of
reaction R1 is

- 1 8G(X) o a,uLixH
AG=— T o M (3)

Cny Ox

Using the Nernst relation, the electrode potential V(x) with respect to the Li*/Li®
reference is then

1 O ~ 1 96w
V(x)__F{T_:uLi T T F ox (4)

From this equation, it is possible to extract the potential variation with lithiation

8V(x)__l@2,uLiAH__ 1 9*°G(x) (5)
ox  F 0x2  nyF Ox2

At equilibrium, the free energy function of the electrochemical system G(x) must
be a convex function of the reaction extent since the electrode achieved at each given
composition is assumed to be the most thermodynamically stable electrode. This
does not preclude multiphasic electrodes as we will see below. The second derivative
of G(x) with respect to x is then positive (or nil), whatever the reaction mechanism
(i.e., single- or two-phase process). This implies that the equilibrium material
potential V(x) with respect to Li*/Li’ decreases (or remains constant) upon lithiation

AV (x)
Ox

<0 (6)

The Gibbs function of the {Li,H + (nr; — x)Li’} system, hereafter denoted as
G(LiyH /Li) is represented in Fig. 1 for ny = 1 as a function of the Li content
x inserted in Li,/H (green line). When G(Li,H/Li) shows a concave shape, i.e., in
the composition range x; < x < x», the electrode is metastable and disproportionates
into {Li,, H + Li,, H} to maintain the convexity of G(x) (red line). In that case, the
electrochemical mechanism corresponds to a two-phase process along which the
electrode is a proportional mixture of two single phases of distinct Li compositions.
For all other compositions ranges where G(Li,/Li) shows a convex shape, the
electrochemical mechanism corresponds to a single-phase process along which
the electrode is a solid solution in Li composition. The shape of G(x) thus sets the
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<«—— Electrochemical reaction ——>
LigsH
—_ LigH @
3.5 | l (1= 2c3)Li
O ¥
e L H
LigsH
LigH | LiggH+ LiyaH H -
g k! * X3= Xnax
xin LiyH

Fig. 1 Evolution of the electrode free energy G(x) along the electrochemical reaction with Li. The
green line stands for the Gibbs function of the {Li, + (n.; — x)Li’} system in which the Li, "
phase is a single-phase of composition x. The red line indicates the convex hull of G(x), i.e., the
pathway followed by the electrode to minimize its free energy. The gray rectangle indicates the
domain in composition where the electrochemical reaction is energetically no longer achievable
(Color figure online)

thermodynamic electrochemical mechanism of the total reaction as well as the
intermediate phase compositions which are expected to be stabilized, and therefore
observed upon lithium insertion/de-insertion.

The slope of the G(x) function is directly proportional to the potential that must
continuously decrease with lithiation. Thus, the composition x;,,x for which the
electrochemical potential vanishes sets the end of the electrochemical reaction and
therefore the theoretical capacity of the electrode material. This quantity is
important for an electrode material as it corresponds to the maximal number of Li
the material is able to accommodate or release during a cycle of discharge/charge. It
is related to the amount of energy stored by the material per mass or volume unit
and contributes to the total energy density (£) of the material through

£=1 / V(x)dx (7)

Xmin

where M is the molar mass of the material.

2.1 Microscopic Picture of an Electrochemical Reaction

As shown in the previous section, the overall reaction corresponds to a variation in
the Li chemical composition of the intercalation material, . The distribution of the
added charges (Li" ions and electrons) into the host material obviously differs from
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that of the reference metallic electrode (Lio) and depends on the electronic structure
of the host material, that is, whether the electrons are localized or delocalized in the
system. The spatial localization of the added electron (p,-) defines the redox active
center of the host material, hereafter denoted RAC. High-potential cathode mate-
rials are generally strongly ionic systems, e.g., transition metal oxides, phosphates,
or sulfates in which the added electron mainly localizes on the transition metal. In
contrast, low-potential anode materials are covalent systems, e.g., Li-intercalated
graphite, in which the added electron delocalizes on the system. Based on a
qualitative approach, Goodenough [14] introduced in 1997 the so-called inductive
effect to link the potential variations of a wide variety of transition-metal based
electrode materials to the RAC electron affinity. More recently, we used a first-order
perturbative approach to show that the ionic contribution to the reaction free energy
may also be significant [15]. Given the general electrochemical Reaction R1 we
rewrote Eq. (3) as an expansion of the host matrix energy with the added charges

ArG == AELiA /H + AEC’/H

(8)
= qui+ Vi(ra) + | Moac + 2rac + / Pe- (1) Vg (r)dr

RAC

In this expression, Vy(r4) and Vi (r) are the electrostatic fields exerted by the
ions of the host matrix at the Li and RAC sites, i3, is the chemical potential of the
RAC which can be assimilated to the Fermi level of the host material and 5y is
the RAC chemical hardness. The reaction free energy and therefore the voltage
amplitude are governed by the electronic reduction of the RAC which is directly
linked to its chemical nature (short-range effects) and by the electrostatic modu-
lations associated with the addition of two separated charges (¢~ and Li*) which is
directly linked to the crystal structure and polymorphism (long-range effects).
Including both the electronic and ionic contributions to the reaction free energy, this
approach not only generalizes the qualitative approach of Goodenough [14] but also
allows rapid and quantitative assessment of materials potential.

2.2 Beyond the Thermodynamic Equilibrium

Besides the thermodynamic quantities that define whether or not a material is
suitable for application, kinetic quantities related to the electrochemical reaction
rates are also of great importance for battery performance. In particular, the ionic
and electron transport into the host matrix and/or at the interfaces between the
active material and the electrolyte (Li* transport) or the current collector (electron
transport) may lead to kinetic limitations, which in turn alter the electrochemical
mechanisms. These limitations generally induce electrode polarization effects
(gradient of Li composition and/or local electric fields) that directly translate into
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Fig. 2 Effect of electrode polarization (red) on the voltage profile of a Li,H/Li half-cell in
operating charge (—Li) and discharge (+Li) conditions with respect to the thermodynamic
equilibrium (black) (Color figure online)

different working voltages between the charge and the discharge. As shown in
Fig. 2, the electrode follows a kinetically activated pathway that is no longer
dictated by the convex G(x) function and is associated with different potentials in
charge (delithiation) and discharge (lithiation). Such kinetic limitations obviously
affect the efficiency of the device as the energy required to recharge the battery is
higher than the energy delivered in discharge. To overcome this issue, chemists
often play with appropriate engineering of the electrode (particle size, carbon
additives, and binders) to increase the electric contacts and ionic diffusion rates
inside the particles and at grain boundaries. Often beneficial to the battery perfor-
mance, the impact of these formulations is, however, not trivial. Indeed, the
decrease in the particle size may promote some interfacial electrochemical effects
that are not well understood, yet are crucial in the prediction and understanding of
the overall reaction mechanism. It is therefore important to account for these
phenomena when studying the electrochemical properties of battery materials. This
supposes the development of new methodologies to capture and include these
effects in the response property of electrode material under electrochemical
conditions.

2.3 First-Principles Approach to Condensed Matter

The first-principles approach to condensed matter consists in starting from what we
know about a material, i.e., its chemical composition and to calculate its energy and
properties. The interactions between atoms, such as chemical bonding, are deter-
mined by the interactions of their constituent nuclei and electrons. In the Born—
Oppenheimer approximation, the electrons are the particles setting the many-body
problem and their behavior is governed by basic quantum mechanics. What makes
first-principles calculations difficult is mainly the size of the problem in terms of a
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numerical formulation, in particular to describe the complex issue of electron
repulsions. The development of accurate and efficient theoretical methods and
computational techniques for dealing with so many particles is therefore central to
the ongoing research in this field. Among the theoretical methods available to solve
the many-body problem, the Density Functional Theory (DFT) [16] is the most
widely used formalism in condensed matter as it combines numerical efficiency
with acceptable accuracy and reliability. It is regarded as the main computational
tool to perform electronic structure calculations for periodic systems with a realistic
complexity. Within the framework of Kohn—Sham DFT (KS DFT), [17] the
intractable many-body problem of interacting electrons moving in a static external
potential is reduced to a tractable problem of noninteracting electrons moving in an
effective potential:

2
{3 ver(0) (1) = () ©

The effective potential veg(r) includes the electrostatic external potential set by
the atomic coordinates (nuclei) and the Coulomb interactions between electrons
modulated by many-body effects:

Veit (1) = Vext () + € / | f(_rlz,| dr’ + 35;(21[5]

The Ex[p] term is the so-called exchange-correlation energy term. It includes
corrections to the kinetic and Coulomb energies but its exact expression is unknown.
Various flavors of energy functionals were developed so far to reach an accurate
description of this energy functional, among which the most popular are the Local
Density Approximation (LDA) [18] and the Generalized Gradient Approximation
(GGA) [19, 20]. Although very powerful in describing the ground-state structure,
energy and properties of a wide variety of materials ranging from metals to large-gap
semiconductors, these functionals are unable to capture the physics of strongly
correlated electrons or weak interactions. In particular, transition metal oxides such
as those known as Mott—Hubbard insulators (NiO) are predicted to be metallic in the
LDA or GGA approximations due to the so-called self-interaction error (SIE), which
tends to over-delocalize the electrons along the chemical bonds. In these cases, more
sophisticated functionals, e.g., hybrid (DFT/HF) [21-23], range-separated (HSEO)
[24], or Hubbard-corrected (DFT+U) [25-27] functionals are required to properly
describe the energetics and electronic structure of these materials. As we will see in
the following, these functionals rely on adjustable parameters whose reliability needs
to be evaluated before use. The DFT/HF functionals incorporate a portion of the
exact Hartree—Fock exchange energy in the E,. term to balance the overestimated
DFT exchange energy. In condensed matter, the most popular hybrid functional is

(10)
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the PBEO (Perdew—Burke—Ernzerhof) [23] which mixes the Hartree-Fock and DFT
exchange energies in a 1:3 ratio:

1 3
pPBE0 _ . pHF | 2 pPBEO | pPBEO 11
Xc 4 X + 4 X + c ( )
The HSEO (Heyd—Scuseria—Ernzerhof) formalism introduces another adjustable

parameter A to discriminate the regions in space where the HF/DFT mixing is
needed:

E))CLCPBEO — aEYHF,SR(}\I) + (1 _ a)EfBEO,SR()\’) +E§BE0’LR(7\,) +EEBEO (12)

where the mixing parameter a is 1/4 for the HSE06 functional and SR and LR stand
for short- and long-range interaction regions. The idea behind the DFT+U for-
malism is physically different from that of hybrids or range-separated functionals. It
consists in describing the strongly correlated (localized) electronic states of the
system with a Hubbard-like model, and to treat the rest of valence electrons with
standard DFT functionals. Practically, an effective on-site Coulomb U (also
adjustable) is added to the subset of strongly correlated orbitals i (e.g., d- or
f-orbitals) in order to penalize their partial occupation. The simplest expression
of the DFT+U energy functional is the rotationally invariant approximation of
Dudarev et al. [27] and is given by

EDFT+U[’0’ {no}] — EDFT[ID} + {EHub[nio‘] _Edc[ni‘f]} (13)

where p is the total density and n’ the spin occupation matrix of the strongly
correlated orbitals i. While the Uy parameter can be extracted from a self-
consistent procedure based on a linear-response approach [28], it is most widely
used as an adjustable parameter.

How efficient are first-principles calculations to investigate the electrochemical
properties of complex electrode materials? A literature survey is sufficient to realize
that the pioneer work of Ceder and coworkers in 1997 on first-principles predictions
of electrode potential [29] has opened a tremendous field of investigation for the-
oreticians. Ever since, the number of computational studies devoted to the elec-
trochemical properties of electrode materials keeps on increasing every year.
Besides, new methodologies emerge to (i) improve the accuracy of the calculations,
(i1) describe more finely the electrochemical mechanisms, and (iii) introduce
experimental reality such as particle size, pressure and temperature conditions, and
so on. In the following, we give a non-exhaustive review of the methodologies used
to link the thermodynamic equations of Sect. 2 to first-principles calculations. We
distinguish systems for which the electrochemical properties are governed by the
bulk phase (Sect. 3) from those for which interface electrochemistry is dominant
(Sect. 4).
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3 Modelization of Bulk Materials

As shown in the previous section, the overall electrochemical mechanism whereby
a material reacts with Li can be fully predicted from the finite-temperature phase
diagram of Fig. 1. A first step is then to evaluate the material free energy G(Li, H)
which depends on the material chemical composition and crystal structure, and to a
lower extent on external conditions of temperature, pressure/stress or electric field.
In the limit of large particle sizes, the pressure/stress and electrical field contribu-
tions to the material free energy can be neglected. Indeed, the local stress arising
from volume and structural changes is mostly released by dislocations and no
significant electric fields are expected in bulk at equilibrium due to an efficient
mutual screening of the added charges (¢~ and Li*). As we will see later in the next
section, this is no longer true for surfaces due to the electrical double layer (EDL).
Since typical working pressures (~ 1 bar) have no significant effect on condensed
matter, what finally governs the free energy of a bulk material is its chemical
composition, its crystal structure, and the external temperature. Therefore, assessing
the material Gibbs energy at each Li composition and finite temperature should be
sufficient to determine the redox mechanism (i.e., the number of electrochemical
processes and the related intermediate electrodes) and the thermodynamic proper-
ties of the system (potential, capacity, thermal stability) at equilibrium. When
necessary, kinetic properties such as Li diffusion pathways and their associated
energy barriers can also be investigated in a second step. This will be briefly
discussed in Sect. 3.3.

Focusing on thermodynamics, the computation of G(Li,H) requires a multi-step
procedure: (i) first, equilibrium structures and energies need to be computed from
T = 0 K periodic calculations within a reasonable numerical accuracy for various
Li-compositions and Li-distributions; (ii) then finite temperature effects need to be
included to check their impact onto the material energy and to figure out the
reaction pathway(s); (iii) finally, the thermodynamic (potential, capacity) and
kinetic (energy barrier for Li-diffusion) properties can be evaluated.

3.1 Egquilibrium Crystal Structures

In order to reproduce the structural modifications a material is susceptible to
undergo upon lithiation/delithiation, an accurate description of the material equi-
librium structure is required at each given x composition. To that aim, routine
procedures based on the Hellmann—Feynman scheme (atomic force calculation)
[30] are used to explore the material potential energy surface (PES) and search for
its energy minimum (i.e., most thermodynamically stable structure). They are based
on deterministic schemes which guide the system to the closest local minimum of
the PES by following the surface downhill from an arbitrary starting point. These
procedures, known as “Steepest Descent” and “Conjugate Gradient” procedures are
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implemented in most of the commercialized DFT codes devoted to periodic systems
and lead generally to excellent agreement with experimental structures. However,
they are known to be local energy minimization procedures and cannot guarantee
reaching the global energy minimum of high-dimensional PES, in particular when
the guess structure (input of the calculation) is far away from the equilibrium
structure or when different polymorphs exist at a given chemical composition. For
such complex search, more sophisticated methods are required to ensure that the
material PES is more extensively sampled.

To solve the global space-group optimization problem, various algorithms can
be used to sample the material PES and search for its global minimum. Genetic
algorithms such as those implemented in the USPEX program package code for
structural prediction [31] mimic the Darwin principle to create new “child” struc-
tures from an initial population of randomly generated “parent” structures. The
“child” structure is appropriately designed to preserve some of the structural
properties of the two candidates chosen as the “parent” structures in the initial
population. They evolve through an evolutional algorithm that relies on mating and
mutation operations, and the validity of new “child” structure is evaluated against
various constraints and local minimization procedures.

A preconditioning step can be used to select the initial population. A systematic
way to do this is to formalize and codify the historical knowledge on materials
structures and properties. This idea is the basis of the data-mining-driven quantum
mechanics method proposed in 2006 by Ceder et al. [32] for structural prediction.
The data-mining method is based on a Bayesian probabilistic algorithm and
appeals to what we know from decades of experimental and computational works,
in order to select the most probable candidate structures to be further evaluated by
quantum mechanics (DFT). This method is the one implemented in the Material
Genome Project of the M.L.T. and is extensively used in the field of Li-ion batteries
[33].

More stochastic algorithms such as the Simulated Annealing [34] (SA) or
Basin-Hopping [35] (BH) procedures also provide global optimization (see Fig. 3).
In contrast to the two previous ones, these procedures start with one arbitrary
structure configuration and generate new structures in randomly displacing the
atoms.

In the SA scheme, the temperature is used to avoid the system to be trapped in a
local minimum. Starting with a high temperature, the system is progressively
cooled down to ultimately reach the global minimum of the PES. This method is
generally well adapted to PES with not too high-energy barriers between local
minima. In the BH scheme, the temperature is no longer used as a parameter to
enable the system to cross the energy barriers but is kept constant along the pro-
cedure. Instead, a local structural relaxation is performed for each newly generated
structure. The change in the total energy (AE) is used to accept or discard the new
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® Starting structure v Original PES

® Local minima ™ Transformed PES

o Global minimum =z=: Thermostat (SA)

® Rejected structure f Stochastic transformation (BH)

Simulated Annealing Basin Hopping

Fig. 3 Schematic representation of the Simulated Annealing (leff) and Basin-Hopping (right)
procedures

generated structures' via a Metropolis algorithm. In this way, the PES is trans-
formed into a canonical ensemble of local minima from which thermodynamic
properties can be derived.

In the field of Li-ion batteries, when the electrode material crystal structure is
known from experiments (X-ray or neutron diffraction) either in its Li-rich or
Li-poor composition and remains mostly unchanged upon Li insertion/
de-insertion, local energy minimization procedures might be sufficient to
reach accurate equilibrium structures for every Li-composition achieved
during the electrochemical process. Nevertheless, it is important to keep in
mind that this result does not apply for any type of electrode material and that
global minimization procedures must be used anytime an important structure
change (or phase transition) is expected for the electrode material upon
Li-insertion/de-insertion.

"The acceptance criterium is such that (i) if AE <0, the new structure is used as the new guess
structure or (ii) if AE > 0 the new structure is assigned to a probability P(E) = e~ (A£/47) | thus
leading to a canonical ensemble of atomic configurations at 7.
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3.2 Finite Temperature Effects

In battery materials, the host matrix chemical bonds and cell volume can be signifi-
cantly modified by the insertion of Li. Moreover, the change in Li-composition can
generate statistical disorder over the cationic sites of the host matrix.” At finite tem-
perature, the thermal energy due to lattice vibrations and/or Li-ordering can be
important enough to influence the electrochemical mechanism of Li-insertion and
must therefore be evaluated. Ab initio molecular dynamics (AIMD) [36] is, in prin-
ciple, the method of choice to account for these thermal effects. It is however com-
putationally too expensive to reach the timescale often needed for the thermodynamic
convergence of material properties. A cost-effective alternative to evaluate these
thermal contributions to the free energy is to combine static (7' = 0 K) first-principles
calculations with statistical physics extrapolation to finite temperature.

In condensed matter, the thermal energy arising from lattice vibrations con-
tributes both to the system enthalpy and to the system entropy, while the thermal
energy arising from Li-ordering contributes only to the system entropy. In standard
pressure conditions, the composition and temperature-dependent free energy then
decomposes into

Gn[,T‘pO = Hn;.T,pU - TSn[.T,pU

Vi it nf (14)
= gf,T:()K + Hn,.bT - T{SZ:)T + S;?Tt}

HS‘_,T:OK is assimilated to the ground-state electronic energy obtained from
first-principles 7 = 0 K calculations. In the harmonic limit, the thermal vibration
contribution to enthalpy A" is found by integrating the energy of lattice vibra-

tions over the distribution of frequencies

+ 00
1 hw
Hvib(T) = / {Ehw—’_ (ehw/kBT _ l)}g(w)dw (15)
0
= Ezpg + Ephon,

where g(w), kg, T are the phonon density of states at a given frequency w, the
Boltzmann constant and the temperature, respectively. At low temperature (fiow >
kgT) thermal vibrations are dominated by the so-called zero-point energy, Ezpg,
which arises from nuclear quantum effects. Ezpg corresponds to the vibrational
ground-state of the 3N vibrations of the system. This term is dominated by
high-energy phonons and may be important for light atoms such as H and Li.
At high temperature (7w < kgT) the thermal vibration contributions to enthalpy

>We should note here that not only the Li* ions but also the constituting elements of the host
matrix can show some disorder in the structure.
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are dominated by the phonon energy Epon Which shows an asymptotic behavior to
3N kpT.

The phonon density of states can be computed from first principles but becomes
rapidly prohibitive for large systems, especially when long-range electrostatic
coupling occurs in the structure. To reduce the computational cost, a usually good
approximation for large systems is to restrict the phonon band calculation at the I"
point (Brillouin zone center) and to extract the phonon frequencies that are used to
compute H,i,(T). In polar crystals, the macroscopic electric fields induced by the
interactions of charged planes are associated with long wave (low-energy) longi-
tudinal optical phonons and are responsible for the well-known LO-TO splitting
phenomenon [37]. Accounting for this LO-TO coupling in a I'-point calculation
then requires the use of extended super cells to properly describe the vibration
properties of the system [38].

In electrode materials, the change in Li-composition can significantly modify
the phonon band structure and therefore the phonon energy. Both Ezpg and
Epnon are therefore affected and should, in principle, be computed.
Nevertheless, they are often neglected as they are far smaller in magnitude
than the electrochemical energies.

Also important is the entropy contribution to the free energy. For any given
Li-composition, the two main contributions to entropy are the vibration term, i.e.,
how disordered are the phonons in the accessible vibration states of the system and
the configuration term, i.e., how disordered are the Li*/Li-vacancies over the host
material cationic sites. The electronic entropy can be neglected at room temperature.
In the harmonic limit, the vibration entropy is estimated by statistical physics as

hw

San0) =t [ e

—In(1 — e~ /ksT) }dw (16)

Similar to H', $Y® can be evaluated from first-principles phonons (vibration
modes) calculations but is again computationally expensive while it contributes to
the system free energy to a few tens of meV per formula unit.

In contrast to vibration entropy, configuration entropy has no general expression
and cannot be straightforwardly extrapolated from one first-principles calculations.
In the canonical ensemble defining the full configuration space of the system at a
given Li-composition, it is written as

Scont(T) = —kg » _ Piln P; (17)
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where P; is the probability of occurrence of configuration i with energy E;:
L exp- E/kaT)
P; = —€XP i/%8 (18)

Configuration entropy depends on the canonical partition function Z which
describes the statistical properties of the system in thermodynamic equilibrium:

Z= Z exp ™ (Ei/ksT) (19)

Thus, an accurate evaluation of configuration entropy necessitates to span the
whole system configuration space. AIMD [36] methods are perfectly designed to
perform this task, but, once again, their computational cost is prohibitive for sys-
tems of realistic complexity. The Cluster Variation Method (CVM) [39] offers
alternatives to the problem in providing analytical expressions of the internal
energy, configurational entropy, and free energy of discrete lattice models in terms
of cluster probability variables. The variable is here an occupation variable ¢ which
defines one given distribution of Li and Li-vacancies over the n-sites of the cluster
o ={01,02,...,0,}. This atomic feature makes the CVM coherent with first-
principles calculations. Each cluster distribution is assigned to a given N-body
interaction (pairs, triplets, quadruplets) for which an Effective Cluster Interaction
(ECI) potential V can be fitted to accurate DFT calculations. The energy of the
system is expanded in terms of the occupation variable and ECI, i.e., in terms of
correlation cluster functions

E(0>:E0—|— ZViai+Z‘/iJGiJ+"- (20)
i ij#]

For the expansion to be accurate, the sum must contain all the relevant N-body
interactions required to describe short- to long-range inter-site correlations in the
infinite lattice. The equilibrium state is then determined by a variational principle
until full convergence of the ECIs. Once the ECIs are determined, the energy of any
distribution can be easily extracted from Eq. (20). Very popular in material science,
the CVM is being applied to battery materials with substitutional disorder not only
to evaluate configuration entropy, [40, 41] but also to calculate phase diagrams,
[42] to study ordering [43] or to model kinetic activation energies [41, 44]. Often
coupled with Monte Carlo simulations, this method is regarded as the most reliable
theoretical tool to deal with atomic correlations. However, since its accuracy relies
on the truncation of the cluster expansion which is system dependent, the procedure
to generate the clusters is not as straightforward as it appears to be and can still be
very expensive. To reduce the computational cost and improve the predictive power
of the cluster expansion, an elegant procedure based on a Bayesian approach has
been proposed by Mueller and Ceder [45]. The main idea of this approach is to
incorporate physical insights into the ECI fitting procedure to select the most
pertinent cluster functions to be used in the training set.
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Another way to reduce the computational cost of CVM is to use mean-field
approaches. Among them, the Bethe—Peierls approximation [46] is considered as the
lowest level of the CVM, as it is restricted to next-nearest neighbors correlations.
The basic idea behind the Bethe—Peierls approximation is to compute the distribution
probabilities of a given cluster using the next-nearest-neighbors interaction energies
as obtained from first-principles DFT calculations and to use a self-consistent
equation to further evaluate the inter-cluster energy as a function of the composition.
Both the CVM and Bethe—Peierls mean-field approaches have been used to inves-
tigate the impact of configuration entropy on the finite-temperature phase diagram of
Li-intercalated graphite [41, 47]. Finally, the easiest way to account for configuration
entropy is to assume the distribution of Li*/Li-vacancies over the crystal sites to be
close to ideal solutions and to use the Stirling approximation to entropy

S =kg(xIn(x) — (1 —x) In(1l — x)) (21)

Because the Stirling approximation is asymptotically exact in the limit of weak
and strong dilutions, it is generally sufficient to describe the single-phase domains
that are expected to delimit a two-phase region. It is also considered as a reasonable
approximation for evaluating configuration entropy in the limit of weak Li*/
Li-vacancies correlations.

In Li-battery materials, configuration entropy may affect the mechanism of
the electrochemical reaction and is therefore a relevant quantity to be eval-
uated. First-principles calculations of Li-site energies and Li-Li correlations
(in extended supercells) are valuable preliminary steps to check whether or
not configuration entropy will contribute to the material free energy. In the
limit of strong correlations, fully ordered phases are expected to be achieved
upon Li-insertion so that configuration entropy can be neglected. In the limit
of weak correlations, a rough estimate of Sconf(7’) is given by the Stirling
approximation. In all other cases, a more accurate evaluation of configuration
entropy is required.

3.3 Electrochemical Properties

Thermodynamic quantities

Once the overall electrochemical mechanism and the relevant intermediate
Li-compositions are determined from the finite-temperature phase stability diagram,
the equilibrium material properties such as the theoretical capacity and potential can
be evaluated. When Li-insertion is predicted to follow a single-phase process, the
Gibbs phase rule imposes that the material potential evolves as a function of the
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reaction extent. Chemically speaking, this means that the redox entity is changing
all along the electrochemical reaction. In contrast, when Li-insertion is predicted to
follow a two-phase process, the electrode consists in a proportional mixture of the
two end-members (the Li-rich and Li-poor phases) whose relative ratios are set by
the reaction extent. In that case, the redox entity remains the same all along the
electrochemical reaction and the Gibbs phase rule imposes that the material
potential is constant in the composition range of the two-phase process. Following
Eq. (4), the material potential with respect to the Li*/Li" reference is linked to the
molar reaction free energy A,G(x):

V0 = 5 AG) =

22
1 {:uLixz’H = HLi,H (x2 — xl):uLi“} (22)

F (x, — x1)

where x; and x; refers to the Li-compositions considered in the reaction
Li,, H + (x — x1)Li & Li, H (23)

For a single-phase process, infinitesimal variations of the Li-content need obviously
to be computed to predict the voltage profile of the Li,#//Li’ battery. For a
two-phase process, the battery voltage is set by the chemical potentials of the two
Li-compositions delimiting the biphasic domain.

Within the DFT framework, the calculation of reaction enthalpies imposes that
the energy (i.e., chemical potential) of the different phases involved in reaction (23)
are computed using the same DFT functional (i.e., the same approximation for
exchange and correlation energy). This condition can be restrictive when
Li-insertion is accompanied with a change in the host material chemical bonds and
electronic structure since in that case, different functionals or different parameter-
izations of a given functional are in principle required to accurately describe the
different phases involved in the electrochemical reaction. This restriction is par-
ticularly severe for electrochemical reactions involving bond breaking or material
decomposition such as conversion reactions, [48] but may also be significant in
classical insertion reactions. In high-potential cathode materials such as
3d-transition metal oxides [49, 50], phosphates [51, 52], or sulfates [53, 54], the
change in Li-composition is generally associated with a change in the transition
metal formal oxidation state. Since metallic 3d-orbitals are spatially localized, the
way they interact with the surrounding ligand orbitals may be strongly affected by
the change in their occupation number. Hence, not only functionals going beyond
the LDA and GGA approximations are required to properly describe the electronic
structure of the two end-member compositions but also different parameterizations
are necessary to account for the change in the transition metal oxidation state and
3d-orbital energies. For all these systems, reaction-free energies invariably contain a
methodological error which is difficult to quantify, a priori. Alternatives exist to
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minimize this error but they are not transferable from one system to another. They
are based on empirical corrections fitted on experimental data and applied to the
free energy calculation [55].

In 1997, Ceder and coworkers were the first authors to use the Nernst relation to
compute the average potential of electrode materials from first-principles [29]. In
their work, they assumed a two-phase process between two perfectly ordered
phases, e.g., a non-lithiated transition metal oxide (MOy) and its fully lithiated
homolog (LiMOy) and neglected finite-temperature effects (T = 0 K calculations).
Using the LDA approximation, they showed that the experimental voltages were
systematically underestimated by the calculations with an error of ca. 0.3-0.4 V,
which was first attributed to the poor description of the Li-metal cohesive energy
[29]. The error was further reduced to a few tens or hundreds of millivolts with the
use of more adapted DFT functionals such as the GGA+U [51] and HSEO06 [52].
This is in perfect agreement with the physics included in these functionals to correct
(at least partially) the SIE of conventional DFT (LDA or GGA).

For materials showing limited structural reorganizations upon lithiation,
T = 0 K first-principles DFT calculations generally predict electrochemical
potentials within a few hundreds of millivolts. The remaining error arises not
only from the unresolved methodological issues of the parameterized DFT
functionals but also from any of the experimental setups that could affect the
energy calculations while not included in the calculation, such as finite
temperature effects. It is therefore important that these two errors are evalu-
ated to reach meaningful and trustable material potentials.

To enable the discovery of new promising electrode materials, one strategy is to
generate extended sets of potential candidates through “high-throughput” proce-
dures and to take advantage of the stability of first-principles DFT calculations to
compute their properties. The idea of building extended databases of calculated
material properties and structural information has been initiated with the “Material
project” of the MIT [33], and is being increasingly used by the Li-battery com-
munity [56-59]. Although this procedure appears much easier to conduct than
experiments, it still requires a significant amount of work: both the Li-rich and the
Li-poor compositions have to be computed within a reasonable numerical accuracy
for their energy difference to be meaningful, and sometimes with finite-temperature
effects when necessary. While this is certainly tractable for a quite large set of
compounds [56, 57], it becomes limited or prohibitive when realistic materials
including defects, disorder, or dopants must be studied [53, 60]. In these specific
cases, an alternative strategy is to use the method discussed in Sect. 3.3 to rapidly
assess the material potential. In case of strongly ionic systems, Eq. (8) restricts to
electrostatic contributions that can be rapidly and accurately evaluated through the
calculation of Madelung potentials at the sites where the electron and Li* are added:



Atomistic Modeling of Electrode Materials ... 19

1
Vcell X F (VE* + VLi) (24)

Applied to a wide variety of iron and cobalt-based materials (see Fig. 4), the
method has proven to be accurate and efficient in reproducing the experimental data
at a modest computational cost (several orders of magnitude lower than DFT cal-
culations). In contrast to periodic DFT calculations that are unable to capture the
effects of statistical cationic disorder on the material potential, this method allows
the treatment of disordered materials through the use of fractional average charges
in the calculation of the Madelung potentials. Its generalized expansion into
meaningful and easily tunable quantities provides solid-state chemists new recipes
for designing new electrode materials for Li-ion (or Na-ion) batteries. Coupled to
crystallographic databases, such as the ICSD [61, 62] or COD [63, 64], it enables a
powerful sampling of the most promising candidates for A-ion (A = Li, Na) battery
materials through rapid assessment of their electrochemical potential.

Kinetic quantities Apart from the thermodynamic properties, kinetic quantities
such as intrinsic Li-diffusivity can be investigated through first-principles DFT
calculations. Because the timescale for Li-diffusion in bulk materials is usually
several orders of magnitudes higher than the typical timescale of AIMD methods
(~10 ps for a few hundreds of atoms per unit cell), alternative statistical approa-
ches based on the Eyring equation [65] or on the Transition-State Theory [66] are
used to assess the reaction rates of elementary diffusion events. These two methods
were simultaneously developed to determine the minimum energy pathway (of the
chemical reaction or diffusion event) between two local minima of the PES, and the
associated transition state structure (TS).

(a) (b)
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Fig. 4 Theoretical prediction of the electrochemical potential of various Fe- and Co-based
polyanionic systems using Eq. (24). These materials exhibit high-potentials due to the strong
electronic localization of the added electron on the transition metal center (RAC = Fe, Co). As a
consequence, the Madelung potentials are here computed on the transition metal site (V.- ) and on

the lithium site (Vp;+) of the Li-rich crystal structures using either formal charges (a) or Bader
charges (b)
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As shown in Fig. 5, the energy difference between the reactant structure (GX)

and the TS structure (Gi) gives the activation free energy (AGi) that is linked with
the reaction rate (x) through

kT AGH\ kT [(GF-G!
K—Texp _kB—T —Texp 7]{37‘
k ASt AHY
BT <k> exp <_ ka> 25)
AHY
= vi(T) exp (— kBT>

Although formally equivalent to the empirical Arrhenius equation, this equation
includes entropic and mechanistic considerations through the temperature-

dependent pre-exponential factor vi (T) and the TS structure. v} is the so-called
frequency factor. It depends on the partition functions of the reactant (Z®) and TS

(Zi) structures which are primarily governed by the vibrations

 TZb kTZh
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In condensed matter, Z,;, can be evaluated in the harmonic limit as
1
Zyip = 11; (27)
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where v; are the vibration frequencies. The diffusion coefficient (D) is then linked to
the reaction rate (x) through the hopping length (d)

R
g\ T (1 - e(-57))
D=dk=d (—)

HR — Hi
A 1 exp( T ) (28)
(el 2)

where N is the number of vibrational degrees of freedom of the reactant. Because
the transition state structure is a saddle point of the system PES, it has one less
vibrational degree of freedom than the reactant.

Practically, the easiest way to approach the reaction rate of Li-diffusion from
first-principles is to use the Nudged-Elastic Band (NEB) model developed in the
early 2000s by Henkelman et al. [67]. An initial guessed pathway is defined by a
(linear) interpolation of the reactant and product optimized structures into M; (i = 1
to n) regularly spaced structures named the “image” structures. The reactant and
product relaxed structures are assigned to My and M,, | and are kept frozen during
the procedure. The n other images are structurally relaxed under constraints
imposed by adjacent images: each atom in image M; (i = 1 to n) is virtually linked
by harmonic forces (springs) with its associated atom in images M, ;| and M,,_;.
The ensemble constituted by all images converges toward the minimal energy
pathway between the reactant and product structures. In its initial version, the
elastic band method was known to poorly describe the transition state structure and
energy due to the tendency of images to slip down towards the reactant or product
structures. To overcome this issue, more sophisticated constraints were developed
to force the images to remain regularly spaced on the reaction pathway or to drive
the highest energy image up to the saddle point TS structure [68]. Generally
speaking, an NEB procedure is computationally expensive as it requires the opti-
mization of 3Nn interdependent degrees of freedom (N = number of atoms per
image). To reduce this computational cost, an alternative procedure is to perform
“coarse” NEB without reaching full convergence and to re-optimize the as-obtained
approximate TS structure. A vibration calculation of the final TS structure is rec-
ommended in this case to verify that this structure is a local extremum of the PES
(one unique imaginary frequency).

Once the TS energy is known, the constant rate of each elementary event (or
reaction) can be computed using the Arrhenius law and an appropriate parame-
terization of the pre-exponential factor. This generally gives reasonable estimates of
the system kinetics as well as insights into the diffusion mechanisms for many
applications. When more accurate reaction rates need to be extracted, the full
vibrational structure of the system has to be computed (see Eq. (28)) to assess the
pre-exponential factor and to include the finite-temperature dependence of enthalpy
(H) as well as isotopic effects through the introduction of zero-point energy cor-
rections (ZPE).
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In battery materials, the calculation of activation barriers for various pathways
gives insights into the Li-diffusion mechanisms. The constant rates and dif-
fusion coefficients are determined within an error that depends on the TS
structure energy through the choice of the DFT functional and on the way the
pre-exponential factor is extracted. Since constant rates strongly depend on
the Li-composition and local site occupancy, they need to be computed for
different environments and Li-fractions. They can be interpolated using a
CVM-like (Cluster Variation Method) approach such as that discussed in the
previous section to build a composition and environment-dependent library of
constant rates. The latter can further be used as inputs in kinetic Monte Carlo
simulations [41, 69] to reach the macroscopic time scale by integrating the
whole ensemble of environment-dependent diffusion rates under specific
conditions of composition and external temperature.

4 Modelization of Interfaces

Nowadays, first-principles electronic structure calculations can be helpful in gaining
information about the structure and energy of solid/solid and solid/liquid interfaces.
In Li-ion batteries, the electrochemical reactions taking place at both electrodes can
be significantly altered by the electrode morphology, active material particles sizes,
and electrolyte composition. Not only the kinetics of the electrochemical reactions
but also the thermodynamics is modified by the particles size [70]. More specifi-
cally, side reactions occurring at the electrode/electrolyte interfaces or Li-dendrite
formation are responsible for degradation or ageing phenomena which, in turns,
affect the battery performance [71-73]. Reaching an atomistic description of these
mechanisms is therefore central to the ongoing research in this field. Significant
advances from the computational side have recently been reported together with the
emergence of multiscale models. While it is not the purpose of this chapter to give
an exhaustive review of the computational techniques addressing surface and
interface science, we believe it is important to stress several differences between
bulk thermodynamics and surface thermodynamics. Interested readers can refer to
the pioneer work of Schmickler on surface electrochemistry [74].

4.1 Surface/Interface Thermodynamics

As shown in the previous section, the free energy of a bulk material is primarily
governed by its chemical composition and crystal structure and to a lower extent by
finite-temperature effects (see Eq. (2)). The electrochemical properties of bulk
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materials are therefore easy to address through the computation of composition-
dependent bulk free energies. In the case of surfaces, the surface charge (Qy) is an
additional degree of freedom of the surface free energy

G(Xv T, QS) = nb:uLiXbH(xbv T) + nS/JLiXSH(xSv T, QS)

_ (29)
+ (nwi — nr X)

where ny = n;, + ng is the number of mole of reacting Li in bulk and surface (in

mole) and x; and x, their molar fraction. The reaction extent is here set by nr - x

where X = (np, - xp + 1y - X5)/(np + 1) is the average Li composition of the elec-

trode. At equilibrium, the Li chemical potential is equal in the bulk phase ( '“lle)

and in the surface phase (,UE'%H). Using Eq. (4) we can then write

6/"Lixx7{(xm T, Q) B a,uLith(xb» T,Q,=0)

8xs i = axb

— py = —FVean (%) (30)

to link the Li chemical potential to the battery voltage at composition X. Similar to
the bulk case, V. (X) refers to the difference in the two electrode potentials, that is,
Veen(X) = Vi — Vi ;4 JLi0 where V; is the surface potential. In first approximation the

surface potential is linked to the surface charge by the linear relation
(VS - V;)) - QS/Cs (31)

where VO is the zero-charge surface potential and C; the surface differential

capacitance. The electrical work to charge the surface from neutrality to Qy is then

Q2
2C;

W~ Qs - Vo + (32)

This highlights an important difference between bulk and surfaces electro-
chemistry. At equilibrium, the Li-poor (M) and Li-rich (LiH,) surfaces must have
the same potential, while they have no reason to be equivalently charged. As
schematically shown in Fig. 6, the reaction free energy must now include the
modification of the electrical work to bring the two surfaces to the same potential.
The elementary surface reaction thus corresponds to

HE +LiT + (1 + (©-0) ; Q"))e S LiHY (33)

where Q,, and Q, are the Li-poor and Li-rich surface charges, respectively.

This expresses the surface polarization induced by the elementary reaction which
here corresponds to Li-adsorption on the surface. This polarization is negligible
only when the Li-rich and Li-poor surfaces have similar zero-charge potentials.
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H% = QuLi*+ (14 Qp)(Li*+e7) AG(T,Q0) =0 LiH % — QLi* +Q,(Li*+e)
— e —
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A.G(T,Qs = 0) = —FV

Fig. 6 Illustration of reaction (33) where W, correspond to the electrical works associated with the
charging of H, and LiH, from zero to Q, and Q, respectively. The reaction free energy is
indicated for the zero-charged surfaces A,G(T, Qs = 0) and for the charged surfaces. A,G(T, O;)

In all other cases, the reaction free energy is linked to the zero-charge reaction free
energy through

AG(x, T, Q) = AG(X, T,Q; =0)+ W, + FVeen(x) =0 (34)
where
ow, =WwW,(0— Q,) — W.(0 — Q,,)

1 (35)
~ F (Qr(VBiHA - VLi*/LiO) - QP(V%J - VLi*/Li°)>

is the difference in the electrical work to reach the equilibrium potential (Ve (X))
and the associated surface charges O, and Q.. The cell voltage is then

Ven(%,T) = — % (MG T, 05 = 0)+ 5W,) (36)
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4.2 First-Principles Approach to Charged Surfaces

In practice, several approaches have been proposed to address surface electro-
chemistry through first-principles DFT calculations [75—77]. The first one has been
proposed by Nerskov et al. [75] and does not include the variation in the surface
charge density due to the variation of the electrochemical potential. The system
energetics then restricts to the zero-charge energetics

Vean(5,T) ~ — £ AG(x, T, 0, = 0) (37)

This approximation has proven to yield reliable results in fuel cells to describe
the oxygen reduction reaction (ORR) which involves intermediate surfaces with
close zero-charge potentials [75]. More recent applications have shown that while
the surface polarization is important in an absolute sense, the changes in reaction
energies are not as sensitive provided that the reactant and products have similar
directional dipoles. In Li-ion batteries, this approximation may fail each time a
significant modification of the surface polarization or orientation of the surface
dipole is expected upon lithiation. In this case, it is crucial to compute charged
surfaces to account for the electric work contribution to the free energy. This can be
done following the general procedure proposed by Filhol and coworkers [77-79]. In
this method, a bias is introduced by adding (withdrawing) electron to (from) the
unit cell that are compensated by a homogeneous background charge to ensure cell
electroneutrality. Since the homogeneous background contributes to the total
energy through nonphysical interactions with the slab, an energy correction to the
system energy must be added. If N, is the number of excess electrons (holes) and
Ny - € = —N, - e the associated background charge, the total energy of the surface,
as obtained from a DFT calculation is written

dEprr = f1,dNe + tpgdNog = (1, — ppg )dN, (38)

The chemical potential of the homogeneous background charge is given by its
electrostatic interaction with the rest of the system

o = g [ VNI = V) (39)
Q

where Q is the unit cell volume, V(¥, N, ) the electrostatic potential (with respect to
the reference potential®) and V(N,) the average potential in the unit cell for N,
excess electrons.

3In surface calculations, boundary conditions are applied to a unit cell consisting in a material slab
characterized by its (hkl) Miller indices and a vacuum layer. The spatial reference for the potential
is set by the position in the vacuum layer where the electrostatic potential is a local extremum.
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The homogeneous background can be seen as a 0-order model for the Helmholtz
double layer in the solvent part. It induces another nonphysical feature in the metal
slab since a fraction of the added electrons is used to screen the background in the
slab, at equilibrium. As a consequence, the remaining active electrons for the
electrochemical reaction (N9) are estimated as

Z
N, ~ =N, e (40)
c
where c is the unit-cell parameter in the z-direction and z is the interslab distance.*
The energy of the charged surface then refers to the zero-charged surface energy
through

N,
E (N.) = Eprr(0) + Z?O Eprr(N,) — Eprr(0) +e/ V(N,)dN, (41)
0

This correction checks the fundamental thermodynamic relation between the
surface energy, surface charge, and electrochemical potential pu,

OEy\ _ (OB , (ONe
ONs ) \ON, ON’s

N,
20 0 — Cc (42)
=——| E] N, V(N,)dN, | —
0 | B >+e/ (Naw, | <
0
= U,

The approximation of Eq. (42) leads to nearly identical numerical results than
other approaches that extract this number more precisely from the surface electric
field or energy derivative. In the case of solid/vacuum interfaces, it can be seen as
an extension of surface modeling approaches earlier developed to study catalytic
effects. The method has been shown to reach a spectroscopic accuracy in repro-
ducing and understanding complex electrochemical effects such as the Stark effects,
that is, the modification of vibrational frequencies of surface-adsorbed species with
the applied bias [80]. It is also a powerful tool to model complex phase mixing

(Footnote 3 continued)

Surfaces are generally built in such a way that the two surfaces of the active slab do not interact
and are symmetrically related. This way, the middle of the interslab distance corresponds to the
reference potential position.

“The interslab distance must account for the slab extension and is therefore calculated as the
difference in the z-coordinate of the atoms lying on either sides of the layer minus their atomic
radii.
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occurring for water deposits on metal surfaces [78, 81, 82]. This energy correction
can be straightforwardly implemented in DFT codes and applied to more complex
interfaces such as solid/solid [83] and solid/liquid [84] interfaces occurring in
Li-ion batteries.

4.3 Application to Solid/Liquid Interfaces

In Li-ion batteries, the current generation of electrolytes consists in an Li-salt,
generally LiPF¢ solvated in alkyl-carbonates solvent molecules. The total capaci-
tance of the solid/electrolyte interface (C) can be decomposed into the intrinsic
surface capacitance (C;) and the double layer capacitance (Cpr) through
1/C = 1/Cs+ 1/Cpy. Therefore, it is not an intrinsic surface property but depends
on the electrolyte concentration through the double layer composition and struc-
turation of the double layer. In the limit of concentrated electrolyte (e.g.,
1 mol L"), the contribution of the double layer capacitance can be neglected so that
C ~ Cs. One drawback of vacuum approaches to model solid/liquid interfaces is
that the double layer capacitance of vacuum is in the same range of C and can no
longer be neglected. It is at least one order of magnitude smaller than that of current
electrolytes. The difference between a vacuum layer and a solvent lies in their
dielectric constants that differ by nearly two orders of magnitude (typically 1 for
vacuum and 90 for the current generation of solvents).

Another issue related to vacuum approaches is that the potential of electro-
chemical reactions is not always reliable when the process involves solvated ionic
species. As an example, the electrochemical potential of the Li*/Li® redox couple is
found to be 2 V with respect to the normal hydrogen electrode (NHE) which would
imply that Li" is a strong oxidant! It is therefore mandatory to account for the solvent
effects to recover both reliable potentials and double layer capacitance. Practically,
this can be done by adding many layers of solvent over the surface which is com-
putationally very demanding and does not allow a description of the solvent in its full
structural and time-dependent complexity [85, 86]. Another approach is to use an
implicit continuum representation of the solvent molecules as routinely done in
molecular calculations, [87, 88] and in some condensed matter approaches [89, 90].
While the applicability of the implicit solvent models is well defined for neutral
molecules and surfaces, its pertinence to address charged surface properties has only
recently been validated in the test case of Li-metal/electrolyte electrochemical
interface [84]. For this complex interface, the cavity size parameter of the PCM has
been shown to strongly influence the surface capacitance and needs to be carefully
checked. While PCM is able to properly account for the electrostatic properties of the
solvent, it misses the bonding dimension. Given the Li* + ¢ — Li reaction
occurring at the Li-metal/electrolyte interface, the PCM approach leads to an equi-
librium potential of —1.6 V versus NHE (+1.44 vs. Li*/Li%). While this constitutes an
important improvement compared to vacuum calculations (+2 V vs. NHE) it is still
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Fig. 7 Free electrochemical energy (eV) as a function of the applied potential (with respect to
NHE) for the Li-metal surface in contact with a purely implicit PCM solvent (surface), an Li*
immersed in PCM without (Li-surface) and with its explicit first solvation shell of 4 ethylene
carbonate molecules (Li-4EC). For each potential, the surface with the lowest free energy is the
most stable

far away from the reference and shows that at least the first solvation shell of Li*
needs to be explicitly added to the system. As shown in Fig. 7, the explicit addition
of four solvent molecules, e.g., ethylene-carbonate (EC) around the Li* leads to
—3.1 V versus NHE which is only 60 mV below the experimental value. For this
textbook study, the surface polarization mentioned above is computed as

§085— 4 Li(]gc)g'%Jr +1.1e” S LiS™ +4EC (43)

where LiS  corresponds to the charged surface with Li inserted in the bulk phase.
Using this electrochemical approach together with a semi-explicit solvent approach
allows not only recovering equilibrium properties but also computing potential-
dependent energy barriers associated with the elementary steps of the electro-
chemical reaction [91]. In this way, the microscopic potential-dependent kinetics of
the system can be integrated in Monte Carlo simulations to reach macroscopic
timescales in a multiscale procedure.

4.4 Application to Solid/Solid Interfaces

In contrast to solid/liquid interfaces, solid/solid interfaces may exhibit large
mechanical stress due to crystallographic mismatches between the two interacting
surfaces. For nanosized systems, the interplay between mechanical stress, interface



Atomistic Modeling of Electrode Materials ... 29

energy, and local electric field is crucial and may affect the system thermodynamics
and kinetics. From a general point of view, a solid/solid interface is characterized by
three leading interdependent descriptors: the chemical, the mechanical, and the
electrical descriptors.

The former arises from chemical bonding between the two side-members of the
interface that primarily controls adhesion properties. The interfacial relaxation is a
direct consequence of the different atomic environments compared to isolated bulk
and might lead to large modifications of bond strength and/or connectivity at the
interface. The energy associated with this chemical descriptor is the interface
energy 7, generally expressed in J/m* which tunes the adhesion of the interacting
phases, and therefore dictates the electrode morphology in multiphase systems. In
the simple case of two interacting phases, A and B, immersed into an electrolyte E,
different situations may occur depending on the relative interface energies (see
Fig. 8): (a) I y, /¢ and y/; are lower than y, 5, A and B will separate to maximize
the solid/electrolyte contact areas; (b) if 7,5 is lower than y,,; and yg/g, the two

phases will merge or aggregate to minimize the contact area with the solvent; (c) if
Va/p 18 negative, the two phases will mix to maximize their contact area, and the one

exhibiting the highest interface energy with the solvent will be embedded into the
other. Note that when the energy of all possible interfaces is known, the equilibrium
shape/morphology of the whole system can be determined using a Wulff-like
approach.

The second descriptor characterizing an interface is the mechanical stress
induced by the mismatch between A and B (see Fig. 8). Due to this mismatch, an
extended strain may propagate to a large volume from the interface toward the two
interacting phases (for sake of clarity, the strain is shown only for B in Fig. 8).
Usually, lattice mismatches smaller than a few percent lead to epitaxial interface
structures. For higher mismatches, important macroscopic elastic stress arises which
can be partially released by the creation of dislocations. These dislocations occur
when the stress energy release is larger than the energy cost of the dislocation core
creation (bond breaking). In the case of small particles, the stress accumulated in
this volume remains small enough to prevent dislocations. In this case, the
mechanical stress contributes to the total free energy of the system, therefore
shifting the electrochemical potential from the extended bulk value.

Finally, the last descriptor of an interface arises from the electric contact between
the two interacting phases. As for any heterojunction, the equilibrium between two
interacting phases results in a residual interface dipole p (see Fig. 8) which has two
origins: the first one is local and results from the polarity of the interfacial bonding;
the other is nonlocal and originates from the difference in Fermi levels of the two
isolated phases. When an interface is created, an interphase charge transfer occurs
to equilibrate the Fermi levels, thus achieving a homogeneous electrochemical
potential over the whole system. This leads to an electrode polarization illustrated
by positive and negative charges on Fig. 8. Because these charges remain localized
near the interface, the resulting dipole p may generate strong local electric fields that
can be responsible for an enhanced electrochemical reactivity.
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Fig. 8 Illustration of the electrode morphology depending on the relative energies of the
solid/solid interfaces (A/B) and the solid/electrolyte interfaces (A/E, B/E) for a simple case of two
phases immersed into a solvent. Schematic representation of the elastic strain of an interface and
the resulting electric dipole p

Accounting for these descriptors from first principles is very challenging, as
witnessed by the rather small number of studies reported so far in the field of Li-ion
batteries. Moreover, these interdependent descriptors are difficult to extract inde-
pendently. Superlattice approaches have recently been proposed to investigate
complex multiphased electrodes such as conversion reactions [83]. These reactions
are prototypes for studying solid/solid interface electrochemistry since the extent of
the reaction is dictated by front phase migrations between the three involved phases,
i.e., the starting MX and the composite M?/LiX. In the superlattice multi-interface
approach proposed by Dalverny et al. [83], the chemical, mechanical, and electrical
descriptors were shown to be easily extracted from first-principles DFT calculations
and used as tools for understanding the electrochemical mechanisms. Thanks to a
formal decomposition of the interfaces energies into one chemical and one
mechanical contribution, the energetical hierarchy of the various interfaces was
used to predict the electrode morphology (see Fig. 9). The cell voltage was then
extrapolated from the elastic stress energy induced by the interfacial strain. External
oxidizing or reducing conditions were then applied to the multi-interface super-
lattice in order to follow the structural and electronic response of the whole system
upon charge/discharge. This electrical descriptor is central in surface electro-
chemistry [92] and was shown in the specific case of conversion reactions to exhibit
an asymmetric behavior upon charge and discharge, therefore rationalizing the
origin of the voltage hysteresis experimentally observed in these systems [48, 83,
93, 94]. The voltage hysteresis was further quantified through a mechanistic study
of the surface elementary reaction steps, using the Nerskov approximation dis-
cussed in Sect. 4.2. All the parameters extracted from this methodology can be used
as input parameters in multiscale approaches to reach larger-scale phenomena such
as aging or degradation mechanisms.
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Conversion reaction: CoO + 2Li* + 2e~ = Co® + Li,0
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Fig. 9 Representation of the different interfaces occurring during conversion of the CoO electrode
into Co® and Li,O. The interfaces are built in such a way that the common interface area
(A) minimizes the elastic stress on the two end-member phases. The lithium oxide surfaces can be
terminated by either a lithium plane (Li,O(Li)) or an oxygen plane (Li,O(O)). The interface energy
y is decomposed into one chemical contribution (y*) which corresponds to the interface adhesion
and one mechanical contribution () associated with the strain imposed to the end-member phases
to remove the mismatch. While the interface energies (y)—as computed from DFT calculations on
various (kkl) planes for CoO, Co® and Li,O and various layer thickness—are spread over a large
range of energy with no energetical hierarchy, the adhesion energy y* clearly recovers a chemically
intuitive hierarchy: the oxide/oxide interfaces make strongly ionic Li—O and Co—O bonds and are
the most stable. Then, the CoO/Li,O(0) and Co®/CoO have equivalent energies as they both form
equivalent Co—O bonds. The less stable interfaces are those involving Co-Li bonds which are
known to be unstable (no stable Li/M(3d) alloy reported in the literature)

5 Perspectives

This chapter aims at giving an overview of the state-of-the-art first-principles
methodologies developed so far to address the complexity of electrochemical
systems. Bulk versus interface electrochemistry has been tackled to highlight their
similarities and differences from a physical and technical perspective. The link
between basic thermodynamic and first-principles approach to condensed mater has
been given. It was our choice not to give an extensive review of the theoretical
studies reported on specific electrochemical systems but to focus on general
approaches to these systems along with their related numerical and methodological
issues. AIMD methods were not discussed in this chapter but should become central
to the ongoing research in this field in the next decades with the increase of
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computer performance. They will enable reaching more accurate descriptions of
solvents and electrode/solvent interfaces that are untractable today by purely
explicit methods. Nevertheless, the timescale achievable by AIMD will remain
much too low for studying kinetically limited processes associated with high kinetic
barriers. For these processes, biased AIMD can provide interesting alternatives but
will miss the interdependence between all competitive processes. Multiscale
approaches such as coarse-grain classical molecular dynamics or kinetic Monte
Carlo methods are able to reach much larger length and timescales, but the physics
and chemistry they are able to capture strongly depends on the quality and rele-
vance of input parameters. Most of these parameters can be extracted from
first-principles DFT calculations on systems of reasonable size, provided that the
relevant interactions governing the system properties are properly identified.
A challenging question for the next decade is how to automatically extract these
relevant parameters to build appropriate big-data libraries which, in turn, will feed
multiscale models. Another important challenge for theoreticians is to develop
adapted methodologies to reach a proper description of complex electrochemical
interfaces. This is crucial to understand aging and degradation mechanisms in
Li-ion batteries which typically arise from multiscaled interfacial phenomena. The
thermal stability of electrode materials and their reactions with electrolyte should
also be systematically considered as a possible cause for battery degradation. In this
regard, one strategy is to build models to identify the leading parameters that govern
the material reactivity as a function of operating conditions (potential, particle-size,
electrolyte composition) and to further evaluate the thermodynamic and kinetic
associated parameters through high-throughput procedures for large sets of candi-
dates. The development of chemical, mechanical, and electrical descriptors appears
as a top priority to enable a rational design of the next generation of electrode
materials for Li/Na batteries.
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Multi-scale Simulation Study of Pt-Alloys
Degradation for Fuel Cells Applications

G. Ramos-Sanchez, Nhi Dang and Perla B. Balbuena

Abstract Low-temperature fuel cells are one of the most promising systems for the
transformation of fuels in an efficient, silent, and environmentally friendly manner.
The requirements for the electrocatalyst are essentially three: the highest possible
catalytic activity and the longest life cycle at the lowest cost. Sometimes, we can
obtain one at expenses of the other. In this chapter, we review the simulation
methods used in our group to study the degradation of catalysts for fuel cell
applications: Density functional theory (DFT), classical molecular dynamics
(CMD), Ab initio molecular dynamics (AIMD), and kinetic Monte Carlo (KMC).
In the first part, we employ DFT, AIMD, and CMD to address the importance of the
oxygen concentration on the surface of the catalysts and its influence on the
“buckling” of Pt atoms and the role of the subsurface atoms. Then we analyze the
temporal evolution of shape and composition of Pt/Ni nanoalloys by KMC simu-
lations at various overall compositions and applied voltages. Finally, using DFT we
study the effect that the presence of oxygen in the subsurface has on the buckling of
Pt skin/PtCo structures by varying the oxygen coverage factor. The different
methods and time scales used for the simulations permit us to fathom the factors
governing the stability of electrocatalysts for fuel cells applications.

1 Introduction

In the last centuries, fossil fuels have helped mankind to obtain increasing levels of
comfort and wellness. Unfortunately, the use of fossil fuels has also caused detri-
mental effects on the environmental global conditions. Now it is widely accepted
that the global warming and climate change are caused directly by human activity,
specially owed to CO, emissions generated by energy and transportation demands.
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Despite many actions proposed by international organisms in the reduction of
greenhouse gases, and promotion of conscious usage of the automobile, the CO,
and CO emissions are continuously increasing to values that may lead to
unthinkable consequences [1]. Renewable energies are promising alternatives to the
use of fossil fuels: solar, wind, and sea are practically infinite and free energy
sources if we find a cheap way to convert, storage, and transmit them. Solar energy,
wind, and hydropower cannot be widely used without converting into electricity or
chemical energy carriers. The favored chemical energy carriers are hydrogen and
methanol because of their “easy” generation, respectively, from water and carbon
dioxide, both lead to a drastic CO, reduction compared to the fossil-based concepts
[2]. Low-temperature fuel cells (Polymer electrolyte fuel cells, PEFC) represent an
environmentally friendly technology and are attracting considerable interest as a
means of producing electricity by direct electrochemical conversion of
hydrogen/methanol and oxygen into water and carbon monoxide.

There are, however, severe shortcomings on the present technologies, which
need to be overcome to make low-temperature fuel cells economically attractive.
One of the most important problems is related to the low rate of the cathodic
reaction, the oxygen reduction reaction (ORR). Platinum has been widely used for
this reaction, but due to kinetic limitations the cathodic overpotential losses amount
to 0.3-0.4 V under typical PEFC operating conditions. Improvements have been
made, especially by alloying or modifying the composition of the cathodic
nanoparticle. The improvement in the ORR electrocatalysts of Pt-alloys has been
ascribed to different structural changes caused by lattice mismatch producing
decreased Pt—Pt distances and electronic or ligand effects in which a different
environment causes the modification of the density of states responsible of the
coupling with the oxygen molecule. Pt/Co and Pt/Ni catalysts in different structural
configurations and proportions of its components have been proposed to be among
the most active materials able to overcome the large energy barrier for the elec-
trochemical reduction of molecular oxygen [3-7].

Tremendous improvements in power density and cost reduction of polymer
electrolyte fuel cells have been achieved over the last two decades, which have
brought PEFC systems close to the benchmarks that are critical for commercial-
ization [8]; however, several other problems have arose, and these issues are mostly
related to the time evolution of the electrode materials. Electrode durability is now
one of the main shortcomings limiting the large-scale development and commer-
cialization of this zero-emission power technology. The change in the microstructure
is related to degradation/corrosion of the catalytic layers components: carbon and
platinum-based nanopatrticles, but also corrosion of other components is possible:
membrane degradation and corrosion of the bipolar plates. It is widely reported that
the electrochemical and microstructural properties of Pt and Pt-alloy electrodes
evolve during the membrane electrode assembly (MEA) operation and in typical
three electrode probes [9—11]. Degradation of the membrane has been related to
radical attack coming from hydrogen peroxide produced in the two-electron oxygen
reduction [12]; this is detrimental because it ultimately results in membrane pin-hole
formation, which is the main cause of cell failure. The resultant structure after
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catalysts and substrate degradation eventually leads to the formation of cracks and in
consequence to the separation of membrane and catalytic layer with final conse-
quences such as increase in total resistance, decrease of cell voltage, increase of mass
transport issues, decrease of the initially optimized 3D structures, etc.; all these
phenomena drive unacceptable performance losses over time and eventually cell
failure [13]. In this work, we focus on the degradation problems originated in the
structure and composition of the catalytic material, particularly in the alloyed cat-
alysts where the inclusion of a second or third alloying metal causes different
durability properties than those of pure Platinum.

For nanoalloys in spite of the great deal of efforts set on the synthesis, it is very
likely that the synthesized compounds appear very promising regarding size dis-
tributions, and other desirable features, once in the electrochemical media of fuel
cells their structure changes rapidly; so different experimental and theoretical tools
are used to evaluate the temporal evolution of the catalysts. Several mechanisms
have been proposed to determine the instability of Pt nanoparticles (and alloys) in
low-temperature fuel cells [14, 15]. The various proposed mechanisms are depicted
in Fig. 1: (a) and (b) include the formation of ionic species that are then reduced and
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Fig. 1 Main mechanisms for Pt degradation in PEMFC environment. Reprinted with permission
from Ref. [15]. a Growth via modified ostwald ripening. b Coalescence via crystal migration.
¢ Detachment from carbon support. d Dissolution and precipitation in the ion conductor.
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deposited in a larger nanoparticle, or they are reduced by the anodic hydrogen
crossover in the membrane. The (b) and (c) mechanisms depend on the mobility of
the nanoparticle which is directly related to the substrate—nanoparticle interaction,
and to the substrate corrosion. The dissolution of metallic species is modified by the
presence of an alloyed element that is more likely to be oxidized than platinum, but
also is possible that the alloyed element provokes that the Pt in the surface changes
its thermodynamic and kinetic tendency to be detached from the surface. In our
research group, we have taken several routes to analyze the stability of metallic
nanoparticles in PEFC environments. (1) Using the DFT approach, we investigate
the substrate—nanoparticle interaction and its connection with reactivity [16, 17];
(2) Using kinetic Monte Carlo (KMC) techniques, we describe the main processes
that are likely to occur in the electrochemical environment such as dissolution and
diffusion of the alloy components, reaching simulation times in the order of days; in
comparison with simulations of nanoseconds (CMD) or a few picoseconds (AIMD);
(3) In a possible structure obtained by the KMC method, we use DFT to analyze the
effect that the oxygen atoms in the subsurface have on the adsorbed atoms on the
surface. In the two following sections, these approaches are addressed in more detail.

2 Time Evolution by Molecular Dynamics and DFT
Simulations

Because of the strong coupling between different physicochemical phenomena,
interpretation of the experimental observations is difficult, and analysis through
mathematical modeling  becomes crucial in order to  establish
microstructure-performance relationships, elucidate MEA degradation and failure
mechanism, and, in the end, help to improve both PEFC electrochemical perfor-
mance and durability [18]. Different mathematical methods are available to study
specific time scales and properties of the system, i.e., the mathematical model
includes the description of specific particles and processes occurring. Classical
molecular dynamics (CMD) methods use the laws of classical physics to predict the
structures and properties of molecules and molecular assemblies. Using this
method, we have been able to study the oxidation of Pt(111) and PtCo alloys, using
a canonical ensemble NVT (constant number of particles, volume, and tempera-
ture), at different oxygen coverage values using Lennard—Jones potentials for the
Pt—Pt and Co—Co interactions with parameters fitted to Sutton—Chen potential
energy. By assigning negative charges to adsorbed oxygen and positive charges to
the Pt atoms in the two topmost layers, we simulated the environment found in a
PEFC catalytic system at different electrochemical conditions. The atomic charges
used for the simulation were directly obtained by DFT simulations (Bader Charges
after optimization). After 900 ps, it was found that oxygen and water produce
changes in the structure and local composition of the near-surface layers which may
affect the activity and stability of the catalyst. Such changes are strongly dependent
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Fig. 2 Molecular dynamics snapshots of the Pt (a and ¢) and Pt/PtCo/PtCo; (b and d) under
different oxygen coverage conditions and electric charge in oxygen. Adapted from Ref. [19].
Reproduced by permission of the PCCP Owner Societies

on the amount of adsorbed oxygen which enhances the segregation of cobalt to the
topmost layer. In Fig. 2 (modified from reference [19]), it is possible to observe
differences in the topmost layer in a fcc Pt(111) and Pt/PtCo/Pt;Co at the same
conditions of charge and oxygen coverage. It is observed that the separation of the
topmost layer from the surface is higher in the alloyed PtCo system than in Pt. In
the pure Pt system, the simulation leads to an almost planar structure (Fig. 2a) in
comparison to the Pt/PtCo/Pt3Co system where buckling of atoms is found and is
enhanced by augmenting the oxygen coverage. These simulations also were able to
confirm the experimental results of oxygen in the subsurface layers [20, 21] and the
presence of more bonds Co—O than Pt-O; at oxygen coverage of 0.5 and 0.6 ML,
most of the oxygen atoms remain adsorbed on the surface and Co—O bond is only
twice more frequent than Pt—O bond. However, for 0.85 of oxygen coverage most
of the oxygen atoms are absorbed deeply into the subsurface and the Co—O bonds
are three times more frequent than Pt—O bonds.

The absorption of oxygen into the subsurface in pure metals and alloys has been
identified as one of the first stages of the catalyst corrosion [22]. In a series of
studies using electronic structure methods, analysis of the thermodynamic and
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kinetic characteristics of oxygen adsorption and absorption were reported [23-25].
A mechanism for oxygen absorption was found where O migrates from fcc to hep
sites with an energy barrier of 0.63 eV. The transition state geometry is with O in
bridge position; then O diffuses into subsurface fcc site with a barrier energy of
2.22 eV and a reverse barrier of 0.7 eV (Fig. 3a). The reverse barrier changes as a
function of coverage from 0.7 eV for 0.25 ML to almost zero for 0.11 ML, indi-
cating that subsurface absorption is allowed by higher surface oxygen coverage. It
was also reported that the absorption barriers in Pt-alloys are different than those
found in pure platinum. For example, the absorption barrier in Ptlr is the highest,
almost 1 eV higher than in Pt, but in the PtCo alloy, the barrier is only a half of that
in pure Pt (Fig. 3b). According to this study, a series of alloys were proposed with Ir
as a third alloying component with the highest barriers for oxygen absorption, being
an accomplished example of computational design of materials providing guideli-
nes in order to enhance the stability [25].
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Fig. 3 Energetic barriers for the absorption of oxygen in a pure Pt fcc and b several PtM alloys
where M is a transition metal, adapted from [23-25] (Pt barriers are the same in a and b).
Reprinted with permission from J. Phys. Chem. C., 2007, 111, 9877-9883. Copyright 2007
American Chemical Society; J. Phys. Chem. C, 2007, 111, 17,388-17,396. Copyright 2007
American Chemical Society; J. Phys. Chem. C, 2008, 112, 5057-5065. Copyright 2008 American
Chemical Society
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3 Time Evolution of PtM Alloys by KMC Methods

Monte Carlo refers to a broad class of algorithms that solve numerical problems
through the use of random numbers [26]. A specific coarse-grained Monte Carlo
method is that intended for systems evolving dynamically from state to state
referred as KMC and widely used for surface reactions, electrochemical systems,
and growth processes [27-31]. The dynamical evolution of a system can be studied
by molecular dynamics in which one propagates the classical equations of motion
forward in time. To do so, one requires suitable interatomic and intermolecular
potentials and a set of boundary conditions. The behavior of the system emerges
naturally, requiring no intuition or additional input from the user; therefore, the
accuracy of the result depends on the parameterization of the atomic forces.
A serious limitation is that accurate integration requires time steps short enough to
resolve the atomic vibrations. Consequently, the total simulation time in general is
limited to much less than one microsecond, usually in the order of tens of
nanoseconds. However, the KMC method exploits the fact that the system evolves
through diffusive jumps from one state to another, rather than following the
vibrational trajectory; consequently, KMC can reach vastly longer scales [32].
Assuming that we know what the possible microscopic events are, we can use
transition state theory (TST) to compute the rate constant for each event. Thus,
using high-quality TST rates for all possible events, KMC simulations can, in
principle, be made as representative of the real process as the results from MD
simulations.

Recently, we have reported a KMC algorithm that is able to reproduce the
experimental dealloying of Pt-based nanoparticles typically used as oxygen
reduction reaction catalyst; the details of the simulation can be found in the original
publication [33]. Here, we present a brief introduction to the parameters and
reactions used in the original paper. A 3D nanoparticle with metallic structure and
lattice parameters optimized using DFT simulations for pure metals and alloys
surrounded by a layer of electrolyte is used as starting point. Then each species
occupying a site may participate in two reactions: diffusion and dissolution, both
described by the Arrhenius equation. The activation energy for the Arrhenius
equation includes a bonding energy that depends on (1) the coordination of the
atoms and the bonding energy, which was calculated by DFT simulations, and
(2) the electric potential of the system by a modification of the Butler—Volmer
equation [33] taking into account the transfer factor (having a value of 0.5 for
dissolution and O for diffusion) and the standard potential for the dissolution of the
different metallic atoms. The bonding parameters between Pt and electrolyte were
tuned through KMC simulations using the surface diffusion coefficient obtained
from experiments and are kept independent of potential.

Using the KMC algorithm, it was possible to study the synthesis of hollow
nanoparticles resulting from removal of the alloy core through dealloying using the
Kinkerdall effect [34], and the synthesis of porous nanoparticles by selective
dealloying of the less noble component. The importance of hollow and porous
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nanoparticles resides on their specific area; the specific mass activity is twice higher
for the hollow nanoparticles in comparison to the single core—shell structures. For
the formation of hollow nanoparticles in a range of particle diameters between 5
and 8 nm, it was found that an applied potential of 12 V is necessary to enhance the
diffusion of core species. This is because the core atoms are strongly bonded to their
neighbors and these atoms must follow a high-energy path by exchanging positions
directly with other metal atoms. In order to have a lower diffusion barrier, the
presence of vacancies creates a low-resistance path facilitating the migration of the
non-noble metal atoms to the surface where they dissolve. Figure 4 illustrates the
required applied voltage for the formation of porous and hollow nanoparticles,
which has been discussed previously for nanoparticles with diameter smaller than
15 nm [35]. It is possible to observe ranges of potential in which the structure of the
nanoparticle changes drastically, lower potentials lead to core—shell structures,
intermediate values to porous, and very high potentials to hollow nanoparticles.

The size of the nanoparticles normally used in fuel cells is ~5 nm. For this
reason, we next are interested in the evolution of nanoparticles of this size and
potential ranges common to fuel cell conditions 0-1.2 V and with the presence of
oxygen. The nature and concentration of species present on the surface of the
nanoparticles are functions of the applied potential. Many species can be interacting
such as OH, O, O,, H,0, and H,0, in different concentrations and their influence
can greatly affect the evolution of the nanoparticle. However, inclusion of all these
factors makes the simulation much more complex. Thus, at this stage we focus on
the influence of oxygen at two potentials 0.9 V with 20 % of oxygen on the surface
and 1.2 V with 80 % of oxygen on the surface and 20 % of oxygen in the subsurface
[36, 37].

A 5-nm-diameter nanoparticle Nig 75Pt 25 initially with a random configuration
was analyzed by the KMC algorithm. The initial configuration and those after 10°
and 10° s are depicted in Fig. 5. The applied potential is 0.9 V NHE (Normal
hydrogen electrode) and oxygen is allowed to interact with the surface forming a

Fig. 4 Structures formed in 0.7 I o
the Pt—Ni alloy according to — =
the applied potential. Adapted 0.6

from Ref. [33] ——

Residual atomic fraction of Nickel

0.1

65 7.5 85 9.5
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Fig. 5 Evolution of the random alloy as function of time at 0.9 V and 20 % of oxygen coverage.
Top snapshots (Blue, gray, and red spheres are Ni, Pt, and oxygen, respectively). Botfom radial
atomic distribution. a Initial random configuration, b 10° s, and ¢ 10° s (Color figure online)

constant coverage on fcc sites. We emphasize that this alloy has a high Ni per-
centage at a low potential, in comparison to the potential used for the formation of
hollow nanoparticles. The initial random configuration snapshot (Fig. 5a) shows a
high concentration of Ni atoms on the surface. After 10° s, many Ni atoms dissolve
and Pt atoms tend to occupy surface positions, after 10° s all the atoms in the
surface are Pt and after having reached this configuration, only slight changes are
observed. As a consequence of the dissolution of Ni atoms, the nanoparticle gets
smaller, the initial radius was 2.5 nm, and at the end of the simulation the
nanoparticle has a 2.2-nm radius. These results are in agreement with the previously
reported conclusions that at potentials below 7 V the nanoparticle acquires a core—
shell configuration. However, in this case the potential is very low and after ~24 h
the final configuration shows a total rearrangement of the structure with all the Pt
atoms covering the nanoparticle.

The main reason to have a Pt shell with a Pt/Ni core is the dissolution of Ni
atoms, rather than diffusion of Pt atoms to the surface. The Niy 75Pt( »5 nanoparticle
experiences dissolution of 10 % of the Ni atoms at the very beginning of the
simulation and continues all over until the Pt shell is formed. On the other hand, the
fraction of Pt atoms that are being dissolved seems to be almost constant (Fig. 6). In
order to analyze the influence of different proportions of the alloy constituents, we
simulated the Nig osPtg9s and Nig,5Pty 75 alloys at the same conditions. Figure 6
illustrates that the alloy with 25 % of Ni has almost the same behavior than that
with 5 % Ni at short time periods but it reaches faster a constant Ni composition.
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Fig. 6 Fraction of the atoms a Ni and b Pt as function of time in nanoparticles with different
compositions. Snapshots of the final configuration (10° s) of the alloys with ¢ 25 % Ni and
d5 % Ni

The alloy with 5 % loses only a few percent of surface Ni atoms, and then it
acquires a more stable configuration that contains a full monolayer of Pt atoms on
the surface. The same occurs with the alloy with 25 % Ni. The final configurations
for the alloys with 25 and 5 % of Ni are depicted in Fig. 6¢c and d, respectively;
these configurations are attained at 10° s in comparison with the alloy with 75 % Ni
that requires 10° s to achieve the same configuration.

Next, we are interested in the evolution of the same nanoparticle as a function of
time at different potentials. The applied potential affects the systems in many ways;
it could provide a driving force for the electrochemical dissolution of one of the
alloy components or both. It also affects the velocity at which the surface reactions
occur (oxygen reduction on the cathode and hydrogen oxidation on the anode of a
fuel cell), so it is directly related to the concentration of the surface species. It has
been found by both theoretical and experimental techniques that the concentrations
of oxygen on the surface and in the subsurface are functions of the potential;
therefore, simulations of the nanoparticle at different potentials should include the
correct representation of the oxygen concentration. We chose two potentials:
(1) 0.9 V at which there is no subsurface oxygen and the concentration of oxygen is
22 % on the hollow fcc sites and (2) 1.2 V at which the concentration of oxygen on
the surface is 90 % and the subsurface concentration is 34 %. The adsorption only
was allowed on hollow fcc sites on the surface and absorption was allowed in
octahedral sites of the subsurface. Figure 7 depicts the time evolution of a
nanoparticle with the same diameter (5 nm) at different initial Pt:Ni ratios and at
different electrochemical potentials.
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The nanoparticle composed of 100 % of Pt at 1.2 V presents the lowest disso-
lution of Pt atoms. At the very beginning of the simulation (0-1 x 10° s), the
nanoparticles with 75 and 95 % of platinum at 0.9 V show lesser dissolution of Pt
atoms, which is related to the preferential dissolution of the Ni atoms. After this
time, the pure platinum nanoparticle attains a stable configuration and the number
and fraction of Pt atoms is kept almost constant, even at times as higher as
1 x 10® s; the nanoparticle fraction of atoms does not change less than 8 %. The
total number of atoms and the fraction of atoms as functions of potential follow two
different trends. At times lower than 2 x 10° s, the nanoparticles at 0.9 V inde-
pendently of their composition lose a smaller amount of Pt atoms, which is directly
related to a higher driving force for dissolution of Ni atoms and consequently higher
dissolution. However, after 2 x 10° s the system follows the opposite trend, with
nanoparticles under a lower potential showing a higher dissolution of Pt atoms. This
effect occurs despite of the lower applied potential and that at 1 x 10° s at 0.9 V
(Fig. 6c, d) the nanoparticle surfaces are composed practically only by Pt atoms.
Therefore, at 0.9 V the dissolution of Pt is enhanced by the presence of Ni in the
second layer. However, at 1.2 V the higher oxygen concentration allows the for-
mation of an oxide layer that inhibits the dissolution of Pt atoms, but the alloyed
nanoparticle presents higher dissolution of Pt atoms than the nanoparticle composed
of 100 % of platinum. In general, the dissolution of Pt atoms is enhanced by the
presence of an alloying component (Fig. 8).

The fraction of dissolved Ni atoms is higher in comparison to the Pt atoms; at the
same elapsed time, the dissolution of Ni atoms reaches values as high as 50 % of
the total number of atoms. At the very beginning of the simulation, i.e., when the
nanoparticle is allowed to interact with the electrochemical media, more than the
20 % of the Ni is dissolved at 0.9 V; when the nanoparticle is at 1.2 V, only the
10 % of the atoms are lost. The same scenario is observed at higher potentials:
the oxygen atoms form an oxide layer that prevents the dissolution of the Ni atoms.
As can be observed in Fig. 9, the high O concentration is responsible for the
formation of an oxide layer that avoids the detachment of both Pt and Ni atoms.
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Fig. 8 Time evolution of Ni atoms on the PtNi nanoparticles with the composition and at the
potentials indicated in the legend. a Fraction of Ni atoms (with respect to the initial number of Ni
atoms) as a function of time and b total number of Ni atoms as a function of time

Fig. 9 Snapshot of a Pty 9sNig s at 1.2 V after 1 x 10° s of KMC simulation. Gray, blue, red, and
purple spheres represent platinum, nickel, oxygen on the surface, and oxygen in the subsurface,
respectively. a Structure showing oxygen on the surface, b surface oxygen is not shown to better
visualize the surface and subsurface composition (Color figure online)

Note that more Ni atoms are observed on the surface in contrast with Fig. 6, where
most of the atoms on the surface are platinum.

The results here obtained have important implications: (1) The formation of a
metallic alloy in order to enhance the ORR kinetics causes enhanced degradation
owed to the dissolution of the less noble alloyed metal but also to the enhanced
dissolution of Pt in comparison to the pure nanoparticle. (2) The formation of an
oxide layer at 1.2 V avoids the degradation of the nanoparticle; however, the usual
range of operation of this nanoparticles is 0.6—-1.0 V which imply that dissolution of
the components in this range is expected. (3) The subsurface concentration of
oxygen has been kept constant, and it is essential for improved results to investigate
the mobility and effect that these atoms may have on the detachment of Pt and
alloyed metals. And (5) Of special importance is the analysis of dynamic potential,
i.e., what would be the effect of potential steps or potential sweep on the stability of
the nanoparticles. This will be reported elsewhere.
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4 Degradation of PtCo Skin

In the previous section, the position and charge of oxygen in the subsurface was
kept constant; however, those changes should be analyzed along with the effect on
the structure of the surface. Thus, in this section the evolution of a Pt/PtCo skin
system is analyzed using DFT after the absorption of oxygen in the subsurface. The
system used for the simulations consists of a 2 x 2 fcc slab containing five layers
separated by a 12 A vacuum. The three first layers were allowed to relax, while the
last two are kept fixed. The first layer has only Pt atoms, the second only Co atoms,
and from the third to fifth a 1:1 composition. This system is the one previously
reported by our group as the most stable obtained by DFT simulations, as well as
confirmed by the KMC simulated experiments [38]. We have analyzed the influ-
ence of the O coverage factor on the stability of the PtCo system. We probed first
the adsorption energy of oxygen either in the surface or in the subsurface for the
formation of a 0.25 ML. In previous studies, it was found that the preferential sites
for oxygen adsorption are the three-coordinated ones over atop and bridge sites
[39-41]. In this work, we use the fcc and hcp sites for oxygen adsorption on the
surface and the sub-fcc, sub-hcp, and sub-tet, all of them are depicted in Fig. 10. In
the hcp site, the oxygen is above a Co atom in the second layer; in the fcc site, on
the other hand, the oxygen is in line with a Pt atom in the third layer. The hcp-sub
and fcc-sub sites are the counterparts of the hcp and fec sites on the surface, the
hcp-sub site is in a tetrahedral hollow, and the fcc-sub site is in an octahedral
hollow. The tet-sub site is also in a tetrahedral hollow but in this case the interaction
is with three cobalt atoms in the second layer and one platinum atom in the first
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Fig. 10 a Slab model. Sites for oxygen adsorption: b hcp, ¢ fcc; and for oxygen absorption in the
subsurface: d hcp-sub, e tet-sub, and f fcc-sub. Blue, gray, and red spheres represent Co, Pt, and O
atoms, respectively (Color figure online)
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Table 1 Energetic and some geometrical values of O adsorption on the surface and absorption in
the subsurface sites

hep fcc hep-sub tet-sub fcc-sub
E.q/eV RPBE -2.38 -2.57 +0.12 -1.99 —1.156
PBE [43] —2.94 -3.15
Pd@Co (PWI1) [44] -2.5
Distance/A | Pt-O 2.12 2.10 1.98 2.11 2.68
Pt-O [43] 2.1 2.1
Co-O 1.80 1.86 1.82

layer, while in the hcp the interaction is with one cobalt atom in the second layer
and three Pt atoms in the first layer. The adsorption energy is reported in Table 1,
compared with results from other publications.

The adsorption energy calculated for the formation of 0.25 ML with the RPBE
[42] exchange correlation functional is weaker in comparison with the PBE func-
tional; however, the same trends are obtained with both exchange correlation
functionals. The O adsorption energy in the surface is higher than the absorption in
the subsurface, and interestingly the absorption in the hcp-sub site presents positive
adsorption energy. The most stable site for adsorption on the surface is the fcc with
very similar values for the hcp site, and the most stable site for the absorption in the
subsurface is the tet-sub site. In any of the subsurface sites in the subsurface, the O
atom has a tendency to stay closer to the Co than to the Pt atoms.

It is interesting to analyze what are the physical consequences of the oxygen
adsorption on each interaction site. We focus on the vertical displacement of the
surface atoms (buckling) and the charge of the atoms. The vertical displacement is
defined as the difference in the position of the atom in the vertical direction before
and after the interaction with oxygen and is directly related to the capacity of the
atoms in the surface to remain bonded to the surface (negative or null displacement)
or tendency to escape from the surface (positive displacement). The charge of the
metallic atom is also related to the oxidation state of the atom, and a positive charge
indicates that the atom is in a more oxidized state.

O adsorption, either in fcc or hep sites, promotes a slightly positive buckling of
Pt atoms; however, in comparison to the buckling induced by O in the subsurface it
is almost negligible. Previously, we have stated that the O atoms in the subsurface
have the tendency to occupy positions closer to Co atoms, and in this sense we
expected that it would have more influence on Co than on Pt atoms. In the hcp-sub
site, we found that all the Pt atoms suffered positive buckling, especially the atoms
directly interacting with oxygen; on the other hand, the Co atom directly interacting
with oxygen suffers negative displacements, while the other Co atoms present
slightly positive buckling. Similar behavior is observed in the fcc-sub site where all
the Pt atoms experienced positive displacement in the same magnitude than in the
hcp-sub site. The Co atoms directly interacting with O do not change their positions
but the one that is not directly interacting suffers a positive displacement of the
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Fig. 11 Vertical displacement and Bader charge of surface and subsurface atoms. Red bars
represent Pt atoms directly interacting with oxygen; black bars represent Pt atoms not in direct
contact with oxygen. Blue bars represent Co atoms directly interacting with oxygen; green bars
represent Co atoms not directly in contact with oxygen (Color figure online)

same magnitude than those of the Pt atoms. Interacting in the tet-sub site, the Pt
atom directly above the oxygen in the subsurface presents the highest vertical
positive displacement, but also the other Pt atoms not directly interacting with
oxygen, whereas the Co atom that is not in contact with oxygen suffers a positive
vertical displacement (Fig. 11).

In the surface of the clean PtCo skin, the Co atoms have positive charge (about
+0.3 e/atom), while the Pt atoms in the deepest layers have negative values (—0.4
e/atom); however, the Pt atoms at the surface have a lesser negative value around
—0.22 e/atom. After O adsorption if the change on the charge of platinum atoms is
greater than 0.22, the atom changes to a slightly oxidized state. Most of the different
O positions either in the surface or subsurface lead to at least one Pt atom in an
oxidized state. Although expected, it is worth to mention that when O is on the
surface the Pt atoms directly interact with it, and become oxidized, while the no
interacting atom remains with partial negative charge. In the hcp-sub site, all the Pt
atoms have a more drastic change in charge becoming more oxidized, while the Co
and Pt atoms not in contact with oxygen gain electronic charge. In the tet-sub site,
only the Pt atom directly interacting with oxygen lose electronic charge; however,
all the other Pt or Co atoms also lose charge but do not acquire partial positive
charge. Finally, in the fcc-sub site Pt and Co atoms directly interacting with oxygen
lose electron densitys; this site is where the Co atoms lose the highest charge density,
which already was positive. Summarizing, the interaction with oxygen leads to a
positive charge in the Pt atoms, and the Co atoms are also affected but in a lesser
degree even if the oxygen is in the subsurface and closer to the Co than to the Pt
atoms; however, the charge of Co atoms was already even more positive than those
of any Pt atom. Energetically, the least favorable site on the subsurface is the
hcp-sub site in which the Pt atoms are highly oxidized and the Co atoms gain
charge, and the most stable is the tet-sub site with one Pt atom bearing high positive
charge and a large positive vertical displacement.

After considering the consequences of the O adsorption on the surface and
absorption in the subsurface, we want to analyze what is the influence of O in the
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tet-sub fcc-sub hcp-sub

Fig. 12 Sites for adsorption of the four atoms on the surface, the column labels indicate the O site
in the subsurface, and the row labels the position for O on the surface. The numbers indicate the
order, which were allowed to adsorb; 1 =0.25 ML, 2=05ML, 3=0.75 ML, 4 =1 ML

subsurface in both the adsorption energy of oxygen on the surface from 0.25 to
1 ML and the changes in vertical displacement and charge of the atoms.

Previous calculations performed by our group have shown that the energetic
barrier for the absorption of oxygen is lower in the case of PtCo alloys (1.39 eV) in
comparison to pure platinum (2.22); but also the energetic barrier for the reverse
process is lower in PtCo (0.23 eV) than in Pt (0.7 eV) [25]. In order to allow the
absorbed oxygen to desorb, the positions of the oxygen atoms on the surface
(Fig. 12) were kept the farthest away from the absorbed oxygen atom during the
process of completing the full coverage. In none of our simulations, the absorbed
oxygen was desorbed from the subsurface, but the oxygen atom on the position
with the lowest energy (hcp-sub) moved to the highest one (tet-sub), as in the case
of the absorption in the hcp-sub site with adsorption in the hep site. In this site, for
all coverage values the oxygen in the subsurface changed to the tet-sub site. In all
other combinations, the absorbed oxygen does not move from its original position
as shown in Fig. 13, which illustrates the structural evolution of the slab as a
function of the coverage, for every location of O in the subsurface and O adsorbed
on the surface on the fcc sites. For comparison, we show the structural evolution of
the system without oxygen in the subsurface as the oxygen coverage on the surface
is changed.

The evolution of the system as a function of the surface oxygen coverage
without oxygen in the subsurface is relatively simple. There are no major changes,
and only at 0.75 ML the structure shows buckling but not as extreme as when the
oxygen has been absorbed. For the system with oxygen located in the tet-sub
position of the subsurface, the Pt atom above O is observed to protrude slightly
above the surface. The vertical displacement is enhanced as the coverage augments,
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Fig. 13 Snapshots of the optimized structures at different oxygen coverage values with oxygen in
the subsurface (2nd, 3rd, and 4th row) and without oxygen on the subsurface (1st row). Gray, blue,
and red spheres represent platinum, cobalt, and oxygen atoms, respectively (Color figure online)

not for all the atoms but only for that atom originally located above the O; even if
the Pt—O has been broken and the oxygen remains close to the Co atoms, the Pt
atom continuously moves away from the surface. The final vertical displacement of
the Pt atom with O on the surface at the fcc positions is 2.77 A and with oxygen in
hep positions is 3.19 A. All other atoms including Co and O remained in their same
sites. Similar behavior is observed when O is in the fcc-sub site; at 1 ML coverage,
one of the Pt atoms is bonded to the absorbed oxygen and another is detached from
the surface, and the final vertical displacement of the Pt atom is 3.21 A. The
scenario changes when O is in the hcp-sub site. In that case, the O atom in the
subsurface keeps linked to three Pt atoms. Surface detachment is observed even for
very low O coverage factors but for all atoms in the same magnitude and no
detachment is observed at full coverage; the three atoms moved from their original
position but only 0.8 A which is a minimum displacement in comparison to those
induced by O in the fcc-sub and tet-sub sites.

In the charge analysis reported above, it was found that the Pt atom located
directly above of the subsurface tet-sub oxygen has a net positive Bader charge,
while the other Pt atoms in the first layer (atoms 1-4) retain their negative charge
(water blue symbols in Fig. 14 left), and the Pt atoms in the third, fourth, and fifth
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Fig. 14 Bader charges of all slab atoms as functions of the O coverage on the surface. Left O in
the subsurface in tet-sub site; Right O in the subsurface in hcp-sub position. Atom label: 1-10 Pt;
11-20 is the Co and 21 is the O in the subsurface. Symbols represent Bader charges for every
coverage having O atoms on the surface in fcc sites (closed symbols) and hcp sites (open symbols)

layers (atoms 6—10) retain their negative charge. The Co atoms, on the other hand,
have a positive charge; the most positive corresponds to those in the second layer
(atoms 11-14). All the Pt atoms in the first layer (1-4) increase their charge as the
coverage augments; however, the Pt atom directly above the subsurface O is the one
that increases its charge more rapidly, despite the fact that the O atoms added to
augment the O coverage are placed the farthest away from this atom. The highest
value reached is close to +1.5 and this atom becomes separated from the surface by
more than 3 A, clearly suggesting that this atom is ready to dissolve in the elec-
trolyte or move to sites where it is able to receive electrons. The Co atoms in the
second layer interestingly do not change their charge value neither their positions.
During absorption of the O atom in the subsurface, the Co atoms do not change
their charge value; therefore, in all the study the Co atoms are slightly affected by
the subsurface atom and by the changes in the coverage.

The changes in the system charges with hcp-sub O are different. The three Pt
atoms bonded to the subsurface O augment their charge value roughly in the same
magnitude as the coverage increases; the maximum charge value reached in this site
is lesser than +1 for all the atoms. The Co atoms in the second layer have lesser
positive charges in comparison to the tet-sub site. In all the systems with subsurface
O, the charges and positions of atoms in the second layer and deeper remain
unaffected. In the system without subsurface O, the situation is totally different: the
maximum charge reached by the Pt atoms in the fully oxygenated surface is +0.38
and that of the Co atoms is +0.3. We then can state that once O is in the subsurface
despite the low barrier for desorption, the atom remains in the subsurface, and it
eventually will lead to the detachment of the Pt atom directly above it. By keeping
lower oxygen coverage, lesser than 0.5 ML, one ensures that the vertical dis-
placement of the atom and its charge attains values similar to the system without
subsurface O.
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The adsorption energy was calculated as follows:
Ew = Eqan-o — (Eqab — Eo) (1)

where E,q is the adsorption energy, E,p is the energy of the clean system, Eg.p.0 1S
the energy of the system with oxygen adsorbed either on the surface or in the
subsurface, and Eqy is the energy of the free oxygen atom. For subsequent
adsorption steps, i.e., to augment the coverage, the reference energy (Eq.p) iS
changed by the energy of the slab with a lesser oxygen atom and calculated in the
same manner. For example, to calculate the E,q4 for 0.75 ML, we use
E.q0.75mL = Eo7smL — (Eo.som. — Eo). The relative energy is calculated as follows:

Erel = Egab-no — (Egap — nEo) (2)

where E. is the energy relative to the clean surface, Eg.pn0 1S the slab with n
oxygen atoms either in the subsurface or on the surface, and nEy is n times the
energy of the free oxygen.

At zero coverage, the adsorption energy on the surface is stronger than the
absorption in the subsurface; however, once O is in the subsurface the relative
energy of the system with subsurface O is higher than that of the system without
oxygen absorbed. Therefore, there is a thermodynamic driving force for one of the
oxygen atoms on the surface to go to the subsurface; however, as previously
mentioned the barrier for the atom to move to the subsurface is high at low cov-
erage, and at high coverage the system stabilizes subsurface atomic oxygen from
energetic and kinetic point of view [24]. The binding energy of the system with
subsurface O is higher when the atom is in the tet-sub site at 0.25 ML, but at 0.5 and
0.75 ML the fcc-sub site has the highest binding energy, and at 1 ML they have the
same binding energy; however, both the tet-sub and fcc-sub sites have similar
values. The hcp site yields the weakest binding energy and in fact the site easily
changes to tet-sub or fcc-sub site. In the full coverage situation, the hcp site without
subsurface O yields stronger binding than the hcp-sub site indicating that this
system has low probability to subsist changing either from the hcp-sub to fcc-sub
site or desorbing the oxygen from the subsurface. The analysis of the total energy of
systems with and without subsurface O could lead to misleading conclusions as the
number of atoms is different in each system; however, if the relative energy of the
system without subsurface O (red lines in Fig. 15) is moved 0.25 ML to the left, the
same conclusions are reached: the system with subsurface O is more stable than the
one without it.

The adsorption energy has been used as a descriptor of the catalytic activity, and
most of the studies for the ORR on metallic surfaces have been tested in a 0.25 ML
system [45], including that higher coverage is risky owed that the van der Waals
interactions will play a more important role between adjacent molecules. Anyway
the different values will give an idea of the changes in catalytic activity. The
hcp-sub site is the system with the lowest binding energy. At all coverage situa-
tions, the binding energy in this site is the weakest one and possibly this situation
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Fig. 15 Energetic values for oxygen adsorption as function of O coverage in fcc sites (closed
symbols) and hcp sites (open symbols) with subsurface O in the positions indicated in the legend
(legend is the same for both graphs) and without subsurface O (red symbols). Lines are drawn as
guide for the eye. (Equations are explained in the main text). The legend indicates the oxygen in
the subsurface. Two lines are drawn with the same color, one for the adsorption of oxygen in the
fce sites (closed symbols) and in the hcp sites (open symbols) (Color figure online)

never takes place. The binding energy is very similar in the tet-sub site to the
situation without subsurface O. The binding energy in the systems without sub-
surface O tends to diminish as the coverage is increased, as expected due to higher
interactions between adjacent molecules. The binding energy even reaches positive
values at the full coverage system in the fcc sites. In the hcp site, the behavior is
different because the surface O changes from hcp to top or bridge positions. In the
systems with subsurface O, as one of the metal atoms moves away from the surface,
the interactions between O atoms are weaker and in consequence the adsorption
energy maintains the same values.

5 Concluding Remarks

A multi-scale modeling approach shows new insights regarding oxidation effects on
alloy surfaces and nanoparticles. Combined DFT—classical MD simulations illustrate
the time evolution of the catalyst surface as the oxygen coverage increases. The
observed buckling is in agreement with previous DFT results where we investigated
the adsorption and absorption of oxygen in alloy surfaces. Kinetic Monte Carlo
simulations are used to determine the effect of an alloy on Pt dissolution under an
electrochemical potential corresponding to the onset of surface oxidation. It is found
that before the surface oxidation starts, first the dissolution of the non-noble metal
takes place, and it is followed by the formation of a Pt shell on the surface of the
nanoparticle. However, after the onset of surface oxidation, the oxidation film
passivates the surface and stops metal dissolution; further research should be done
on the effect of this passivating film on the catalytic activity. Finally, DFT calcu-
lations are utilized to understand the O-induced degradation of Pt—Co alloys at
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various coverage values. When there is no oxygen in the subsurface, structural
changes are observed only at high surface coverage (>0.75 ML of O). In contrast,
significant structural changes are detected when O is in the subsurface. Although
buckling and surface reconstruction are observed for O absorbed in any of the
subsurface sites, the most dramatic correspond to O absorbed in tet-sub and hcp-sub
sites. The Co atoms in the second layer interestingly do not change their charge value
or their positions. During absorption of the O atom in the subsurface, the Co atoms
do not change their charge value; therefore, in all the study the Co atoms are slightly
affected by the subsurface atom and by the changes in the coverage. It should be
interesting to determine the mechanism for the Co atoms to move from the sub-
surface where they interact strongly with oxygen to the surface for their further
dissolution.
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Molecular Dynamics Simulations
of Electrochemical Energy Storage Devices

Dario Marrocchelli, Céline Merlet and Mathieu Salanne

Abstract Many modelling problems in materials science involve finite temperature
simulations with a realistic representation of the interatomic interactions. These
problems often necessitate the use of large simulation cells or long run times, which
puts them outside the range of direct first-principles simulation. This is particularly
the case for energy storage systems, such as batteries or supercapacitors. For battery
materials, it is possible to introduce polarizable potentials for the interactions, in
which additional degrees of freedom provide a representation of the response of the
electronic structure of the ions to their changing coordination environments. Such
force field can be built on a purely first principles basis. Here we discuss the
example of a Li-ion conductor, and we show how the long molecular dynamics
simulations are useful for characterizing accurately the conduction mechanism. In
particular, strong cooperative effects are observed, which impact strongly the
electrical conductivity of the material. In the case of supercapacitors, the full
electrochemical device can be modelled. However, this leads to very large simu-
lation cell, which does not allow using polarizable force fields for the electrolytes.
For the electrodes, fluctuating charges are used in order to maintain a constant
electric potential as in electrochemical experiments. These simulations have
allowed for a deep understanding of the charging mechanism of supercapacitors. In
particular, the desolvation of the ions inside the porous carbon electrodes and the
fast dynamic of charging can now be understood at the molecular scale.
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1 Introduction

How much energy can I store in a device? How fast can it be charged? These two
questions are at the heart of today’s research on electricity storage and are related to
the dynamics of charge transport in these devices. Here we will focus on the two
families of electrochemical energy storage devices that are currently most inten-
sively studied, namely Li-ion batteries and supercapacitors. Li-ion batteries and
supercapacitors differ significantly by the mechanism which allows them to store
the electricity: In Li-ion batteries the mechanism is based on redox reactions
occurring in the bulk electrodes, accompanied by Li* insertion/extraction, while
supercapacitors accumulate charge at the surface of the electrodes by reversible
adsorption of the ions of the electrolyte. This implies that different challenges have
to be solved for modelling them accurately, whatever simulation technique is used.

Li-ion batteries store much greater amounts of energy per unit weight or volume
compared to other rechargeable battery systems [1]. For this reason, they are
extensively used in portable electronics and are now being considered for trans-
portation applications, such as hybrid and electric vehicles, as well as for the
efficient storage and utilization of intermittent renewable energies, like solar and
wind (the so-called peak shaving) [2]. However, significant improvements are
needed in the cost of these devices, their safety and cycle life. In addition, the
energy and power densities have to be further enhanced to address the range anxiety
of electric vehicles, i.e. the fact that most electric vehicles have relatively low
driving ranges, usually below 150 km, which is unappealing to customers.

The modelling of Li-ion batteries has so far mainly involved ab initio approaches
based on the density functional theory (DFT), which have a powerful predictive
character in terms of structure and thermodynamics of the systems [3]. The
drawback is its computational cost which remains prohibitive for studying the
dynamics of the systems, which is essential for predicting whether an electrode
material will be active or not, or screening potentially performant electrolytes. Such
predictions are highly desirable because the experimental methods which allow for
an unambiguous decoupling of the ionic and the electronic conductivity of the
materials are very scarce [4], and because very often the values extracted can be
very different from the real ones for the pure phases, due to the presence of defects,
impurities, etc. [5]. The estimation of transport properties from DFT almost always
relies on the determination of the energy landscape experienced by Li* ions, which
is a static picture. As a consequence, the extracted diffusion coefficients often
exceed the measured ones, sometimes by several orders of magnitudes. Ceder et al.
[6] proposed an elegant interpretation of this discrepancy based on the fact that a
vast majority of materials, including LiFePO,, present some privileged 1D diffusion
channels which can be blocked in macroscopic samples by immobile point defects
that are not included in the relatively small simulation cells involved in the cal-
culations. Nevertheless, there is currently no ab initio approach which is able to
predict the diffusion coefficients and the electrical conductivity of the materials.
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Proposing new simulation strategies, where the dynamics of the system is explicitly
taken into account, is therefore mandatory for understanding completely the
transport of Li* ions in battery materials.

The study of supercapacitors also represents a challenge as a result of the
complexity and multi-scale nature of the materials used as electrodes and the
requirement for an understanding of the evolution of the interface with the applied
potential. In supercapacitors, the energy is stored at the electrode/electrolyte
interface through reversible ion adsorption. Among all the potential electrode
materials, carbon is the most commonly used as a result of its low cost, its relatively
good electrical conductivity and the fact that it can be synthesized in different ways
giving rise to a large variety of morphologies. Specifically, since the energy is
stored through a surface phenomenon, porous carbon materials with large surface
areas lead to higher densities. Nevertheless, the surface area is not the only material
property that matters. In 2006, it was demonstrated that ions from the electrolyte
can enter pores of sub-nanometer sizes leading to a huge increase of capacitance
(+100 % volumetric capacitance compared to mesoporous carbons) [7]. This
finding has generated a great deal of technological activity to refine potential
devices and fundamental research to examine the underlying molecular phenomena.

To fully understand the interplay between the electrode structure, the electrolyte
nature and the resulting electrochemical properties, experimental and theoretical
methods should be able to deal with complex porous materials and to probe local
processes. On the experimental point of view, techniques suitable for the detailed
study of supercapacitors are still rare and the establishment of in situ methods, able
to probe the local behaviour of the interface at various potentials, represents sub-
stantial breakthroughs. Very recently, in situ Nuclear Magnetic Resonance
(NMR) [8, 9] and Electrochemical Quartz Crystal Microbalance (EQCM) [10-12]
have been developed to allow for the characterisation of the structural and
dynamical properties of the electrode/electrolyte interface. While these techniques
are very powerful, running these experiments is extremely complicated, the inter-
pretation of the resulting data is not straightforward and theoretical studies are
usually necessary to help/validate the data analysis.

For studying both Li-ion batteries and supercapacitors, Molecular Dynamics
(MD), a simulation technique which yields the trajectory of the atoms, appears as
the most appropriate tool for studying the dynamics of the systems. Unfortunately,
although ab initio MD studies have started to appear recently in the case of Li-ion
batteries, [13—15] they are limited to small system sizes and short simulation times
(100 ps), which hinders the calculation of accurate diffusion coefficients or elec-
trical conductivities as well as any effect of microstructure (grain boundaries, dis-
locations, etc.). On the contrary, classical MD gives access to larger simulation cells
and longer trajectories, and it has been proven useful for the study of transport
properties in many scientific fields [16-20]. Its application to electricity storage
devices has been relatively hindered by the lack of correct models to represent the
systems at play. Indeed, the predictive power of classical molecular simulations
mainly depends on how accurately the interactions between atoms/molecules are
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treated; in classical MD these interactions are described by an analytical force field
derived from a model. Depending on the system of interest and the properties that
have to be sampled, the level of sophistication of the model has to be adapted. The
first section of this chapter will therefore be dedicated to the description of the
models that we have recently proposed for the study of electrochemical devices.
Then we will discuss separately the two types of devices, Li-ion batteries and
supercapacitors. In the last section we will discuss the perspectives which could be
opened by extending further the models used in the simulations.

2 Molecular Dynamics

2.1 Principle

MD is nowadays one of the most used molecular simulation techniques. Its principle
is simple: Given the coordinates and velocities of a set of atoms at a given time f,
their new values at a small amount of time later ¢ + At are numerically calculated by
using Newton’s equation of motion; At is called the timestep. This is done several
thousands or millions of times in order to generate a representative trajectory of the
system, which can be done in practice by many different algorithms. Depending on
the properties which are targeted, the NVE (i.e. constant number of atoms N, volume
V and energy E), NVT (constant N, V and temperature T) or NPT (constant N,
pressure P and 7) ensembles are generally sampled.

The most important ingredient of a MD simulation is the interaction potential,
also named force field, from which the forces which act on the atoms are derived at
each step. Hundreds of models exist [21-23], which have various levels of com-
plexity, but only a few of them are routinely used and included in standard sim-
ulation packages. Electrochemical systems are intrinsically difficult to model, and
we must resort to advanced models, which are described in the following.

2.2 All-Atom Force Fields

A realistic force field must account not only for the classical electrostatic interac-
tion, but also for three interactions arising from the quantum nature of electrons:
The exchange-repulsion (van der Waals repulsion) is a consequence of the Pauli
principle, while the dispersion (van der Waals attraction) arises from correlated
fluctuations of the electrons. Lastly, the polarization (induction) term reflects the
distortion of the electron density in response to electric fields.

In oxides, all these terms are included by using the following analytic form of
the interaction potential between each pair of atoms:
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{By, o, Cg, Cf{, bf{, cff} are a set of parameters. We have developed a methodology
which allows us to determine them from first-principles calculations, i.e. without
including any experimental information [21].

The dipole moments induced on each ion are a function of the polarizability and
electric field on the ion caused by charges and dipole moments of all the other ions.
They are determined at every time step self-consistently using the conjugate gra-
dient method by minimization of the total energy. The charge-charge,
charge-dipole, and dipole-dipole contributions to the potential energy and forces on
each ion are evaluated under the periodic boundary condition by using the Ewald
summation technique [25].

2.3 Modelling Metallic Electrodes at Constant Potential

The electrodes are metallic materials, in which the potential is kept constant during
the experiments. In our simulations, they are modelled following a method
developed by Reed et al. [26], following a proposal by Siepmann and Sprik [27],
which consists in determining the charge on each electrode atom at each MD step
by requiring that the potential on this atom is constant and equal to a specified
value. This condition therefore means that the electrode polarizes in the same way
as a metal, where the potential inside the metal is a constant. The results, in
particular dynamical properties, will be very different from results obtained by a
simpler and faster but less accurate technique, which consist in assigning constant
charges to the electrode atoms [28]. In the constant potential method, the electrode
atom charges, represented by Gaussian distributions centred on the carbon atoms,
are obtained by minimizing the expression:
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where ¢; is the charge on electrode atom i, x is the width of the Gaussian distri-
butions (x = 0.5055 A in this work), ¥;({¢;}) is the potential at position i due to all
the ions in the electrolyte and the other electrode atoms, the second term originates
from the interaction of the Gaussian distribution with itself and W is the externally
applied potential. Instead of minimizing this expression using a conjugate gradient
method only, we use a two-step procedure where the first step is a prediction of the
charges by a polynomial expansion, using the previous steps [29, 30], and the
second step is a conjugate gradient minimization. This allows a speed-up by a factor
of 2 compared to conjugate gradient minimization only.

2.4 Coarse-Grained Force Fields

In the simulations of supercapacitors, all the components of the devices have to be
included in the simulation cells. In addition, the electrolyte ions are large molecular
species and the two electrodes are held at constant potential, which increases greatly
the simulation cost. Using an all-atom, polarizable force field for the electrolyte ions
is therefore impossible, even with the current supercomputers. It is possible to
overcome this difficulty by using a simplified model, in which the atomic details of
the molecules are averaged out. This approach is named coarse-graining, and the
interaction between two grains is then represented by the Lennard-Jones analytical

form:
e =4 (2) ()

For the 1-butyl-3-methylimidazolium hexafluorophosphate (BMI-PFg) ionic
liquids, each cation is represented by 3 sites (instead of 19 atoms) and each anion by
one site only (instead of 7 atoms). The number of parameters is much reduced
compared to all-atom force fields, and we use the values proposed by Roy and
Maroncelli. Their force field accurately predicts a large number of bulk properties
of the pure ionic liquid [31] such as molar volume, isothermal compressibility,
viscosity and diffusion. For systems in which an acetonitrile solvent is added, we
have used the model developed by Edwards et al. [32] in which three sites are used
to describe the whole molecule.
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3 Li-Ion Batteries

The current limitations of Li-ion batteries are mainly linked to the nature of
employed electrode and electrolyte materials. Spurred by these limitations, the
search of new materials for lithium-ion batteries with enhanced performance has
received much attention in the recent years [33]. This has resulted in the discovery of
many new classes of promising materials for cathode applications, such as phos-
phates (e.g. LiFePO,) [34-36], pyrophosphates (e.g. Li,FeP,O) [37, 38] or more
recently silicates (e.g. Li,FeSiOy4) [39, 40] and sulphates (LiFeSO4F) [5, 41, 42].
New solid-state electrolyte materials have also been found; indeed, Kamaya et al.
have recently reported on a new superionic conductor, Li;(GeP,S,, that presents a
conductivity as high as 12 ms cm™' at room temperature [43]. This represents the
highest conductivity achieved in a solid electrolyte, exceeding even those of liquid
organic electrolytes.

Despite the exciting and promising recent progress in finding new materials,
many challenges still remain. One key challenge is to improve the Li-ion con-
ductivity as this property strongly affects the battery performance (e.g. higher Li
conductivity allows faster charging). Because of its importance, a significant
research effort has been made over the past few years to understand the factors
affecting Li-ion conductivity and to find materials with higher conductivity. To this
end, modelling techniques have been intensively used in the hope to accelerate and
advance the development of more conducting materials for battery applications
[13, 15, 44-46]. The customary approach is to perform static calculations (based
either on DFT [47-51] or empirical interatomic potentials) to then evaluate
migration energies for the Li-ion diffusion process [3, 13, 45, 46, 52]. These
migration energies can then be related to the diffusion coefficient via the
well-known equation, D = a®v* exp(—E,«/ksT), (where a is the Li* ion hopping
length, v* is the hop attempt frequency and E,y is the activation barrier). This
oversimplified approach, however, can lead to significantly overestimated diffusion
coefficients [53]. Also the use of DFT calculations severely limits the size of the
systems that can be studied, thus hindering, e.g., the study of the effects of
micro-structure (grain boundaries, interfaces, etc.) on this property. In principle, an
alternative approach would be the use of MD simulations that allow the diffusion
process to be studied directly from the displacements of the Li-ion. These simu-
lations, however, rely on the accuracy of the employed interatomic potential and
some of the empirical potentials available in the literature have been shown to fail
in certain cases [40, 54].

In the remainder of this section, we will review some of our recent work [55, 56]
on LiMgSO4F, a structural analogue of LiFeSO4F. This recently discovered
material has a very high voltage (3.6-3.9 V vs. Li), suppresses the need for
nano-sizing (thanks to its higher Li-ion conduction) and has a significant cost
advantage compared to other materials [41]. These properties make it a promising
candidate for the cathode material in higher volume applications, such as electric
vehicles. Previous computational work, however, failed at predicting its diffusion
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coefficient, with both DFT [3] and empirical calculations [46] yielding much higher
values than those obtained experimentally. Similar issues were encountered with
similar materials, such as LiFePO,. By performing reliable MD simulations using
accurate inter-ionic potentials, parameterized with respect to first-principles cal-
culations, we showed that this material presents a cooperative conduction mecha-
nism and that this explains the discrepancy between the calculated and measured
diffusion coefficients.

At this point we would like to note that this section is not intended, by any
means, to be a comprehensive overview of MD simulations of Li-ion batteries
(a subject worth a book on its own!), but rather a simple example of the challenges
and opportunities in this field. We therefore refer an interested reader to other
references, such as the recent special issue of Modeling and Simulations in
Materials Science and Engineering [57] on this subject.

3.1 A Polarizable Force Field Based on First-Principles
Calculations

As mentioned in the previous sections, the predictive power of classical molecular
simulations mainly depends on how accurately the interactions between
atoms/molecules are treated. In the work pioneered by Madden et al. [21], two key
factors were found to be of paramount importance for obtaining an accurate
interaction between atoms/molecules. The first factor is the use of potentials that are
physically well justified, such as the one reported in Eq. (1). Indeed, in the case of
many ionic systems, it has been found that including in the potential an energy term
related to the ionic polarizability of the anions and, to a lesser extent, of the cations
is necessary, and often sufficient, to yield an accurate description of the interactions
between ions [16-20, 53, 58-62].

The second important factor has to do with the way potentials are parameterized.
In most cases found in the literature, interionic potentials are parameterized by
fitting them to a few known experimental quantities, such as lattice parameters and
elastic constants [45, 46, 52]. This fit is sometimes performed manually, though
more rigorous, systematic approaches are available (e.g. the well-known GULP
code has an automated fitting routine). This approach has quite a few drawbacks:
The number of data for the fitting is usually small (often there are more parameters
in the potential that data points to fit!); also the potential is, by definition, empirical,
which means that only systems for which experimental data are already available
can be studied. A much better approach is to use DFT calculations to generate a
data set that can then be used to fit the potential. This approach solves the draw-
backs mentioned above, as one can easily generate a wealth of data points
(~10,000) for the potential fit and the potential is of first-principles accuracy, since
no empirical information was used during the fit.

We applied this approach to fit an interionic potential for LiMgSO4F. We ran a
series of DFT calculations on super cells containing 128 atoms. From these



Molecular Dynamics Simulations of Electrochemical Energy ... 69

simulations, we extracted the forces acting on each atoms and atomic dipoles
(calculated from a Wannier analysis) [63]. Both forces and dipoles formed a
data-set of more than 3000 points against which we fitted the parameters of our
potential.

The potential was validated by checking its ability to reproduce the structural
properties of this material. This approach has been used in several oxide [16-20,
60, 61] and halide systems, where these potentials have been shown to be very
accurate and highly predictive. We note here that, since no experimental infor-
mation was used in the fit, the fact that this potential can reproduce these properties
represents a very good assessment of its reliability.

The lattice parameters of LiMgSOL4F in the tavorite structure were calculated via
a structure minimization. These were found to agree very well with the experi-
mental values, the maximum deviation being less than 1 %. Such a close agreement
illustrates the accuracy of the developed potential. Bond distances were also
extracted from short MD runs at room temperature and were found to agree well
with structural data from diffraction experiments. Finally, the Li-ion positions
(obtained from a MD run and reported in Fig. 2 of Ref. [55]) also agree with the
structural data. In conclusion, our potential can successfully reproduce the structural
properties of this material, yielding an agreement comparable to that obtained with
DFT calculations (though at a fraction of the computational cost).

3.2 Conduction Mechanism in Stoichiometric LiMgSO F

With our computationally efficient interionic potential we were able to simulate a
6 x 6 x 4 supercell, containing 288 LiMgSO,4F unit cells (2304 atoms) for as long as
8 ns, with little computational effort." This represents a significant improvement
over DFT methods, which can at most simulate ~ 100 atoms for a few tens of ps. In
our simulations, we observe clear Li* diffusion for temperatures greater than
1100 K. Figure 1a shows the coordinates of two neighboring Li* ions during the
course of a 4 ns simulation at 1200 K. These ions clearly diffuse by a series of
consecutive hops. Interestingly, these hops appear to be very correlated, as shown
by the fact that both ions hop at exactly the same time, in most cases. From the run
at 1200 K, Mean Squared Displacements (MSD) were extracted and these are
reported in Fig. 1b. Here we can clearly observe three regimes in the MSD curve:
ballistic, caging and diffusive. The first regime (for very short times) corresponds to
the unhindered motion of the Li* ions, i.e. a ballistic motion. Very soon, however,
the ions bounce back because of the presence of neighboring F and O ions; this is
the so called caging regime, where the ions are trapped at their sites and can only
vibrate around their equilibrium position. Eventually, after a certain time, the ions
can break free and jump to a neighboring position. This is the diffusive regime.

'These simulations were run on 64 x 2.66 GHz Intel cores for about 3 days.
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Fig. 1 a Coordinates of two Li* ions during a simulation performed at 1200 K. b Mean squared
displacement (total and X, Y, Z components) of the Li* ions at 1200 K. ¢ Individual and collective
diffusion coefficients for two cell parameters. d Comparison between the experimental (blue
squares) and experimental conductivity (black triangles). The lines are Arrhenius fits. Adapted with
permission from Ref. [55]. Copyright (2012) American Chemical Society (Color figure online)

The duration of the caging regime depends on the temperature; in the case reported
in Fig. 1b, it takes them ~ 100 ps to break free. We emphasize that such long
timescales are basically unaccessible with DFT calculations, which again points to
the importance of performing MD simulations with interionic potentials.

As mentioned above, the diffusion mechanism of this material has a cooperative
character, as shown by the fact that, most of the times, neighboring ions hop at
exactly the same time (see Fig. 1a). For this reason, here we briefly summarize how
to extract conductivities from a system with a cooperative diffusion mechanism.
Further information can be found in our previous work [55, 56] and in classical
textbooks [64]. When performing MD simulations, the ionic conductivity of these
materials is generally calculated from the diffusion coefficient, via the so-called
Nernst-Einstein equation,

pe’

" kT

D, (5)

where p is the density, e the charge and D the diffusion coefficient of the conducting
species (the Li* ions in this case). The diffusion coefficient is calculated from a MD
run using the ionic mean squared displacements (such as the ones reported in Fig. 1b):
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This widely used approach has been employed in several computational studies
of ionic conductors [17-19, 65-67]. However, this expression assumes that the
motion of the conducting species is uncorrelated. When this approximation does not
hold (as we have shown here), the conductivity should be calculated using the
following equation:
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where the term D.g is now an effective diffusion coefficient that takes into account

correlation effects and it is defined as:
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Comparing the expression for D and D.g one can understand right away why
D.g is seldom calculated. Indeed, for the calculation of D, one has to calculate the
displacements of the individual ions at a certain time ¢ and, then, take the average of
these. On the other hand, when calculating D.g, one does not average over the
individual displacements but simply sums them up. For this reason, D¢ is usually a
very noisy quantity that can only be calculated when the studied system has a
sufficient number of conducting ions and the trajectory is long enough for a dif-
fusive regime to be established. Again, we highlight the fact that MD simulations
with interionic potentials are necessary to obtain reliable Dy and that this would
not be possible with DFT.

Finally, we note that the above expression for the conductivity is sometimes
recast as:
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where H is called the Haven ratio [68, 69] (defined as the ratio between D g and D)
and is an indicator of how correlated the ionic motion is in a specific material.

In Fig. 1c we show the calculated D and D.s as a function of temperature, for
two slightly different cell parameters (see Ref. [55] for further details). We note that
the difference between D and D, is significant, especially at low temperature, with
D.g being about an order of magnitude larger than D at 1200 K. This confirms the
strongly cooperative character of the diffusion mechanism in this material; indeed,
this corresponds to a Haven ratio of 10! Figure 1d shows the calculated ionic
conductivity in an Arrhenius plot. This is compared to the experimental data of
Sebastian et al. [70]. We note that the experimental data are limited to fairly low
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temperatures, while our calculations are at higher temperature. For this reason, we
add Arrhenius fits to both data sets; the activation energies we obtain are in very
good agreement (E, = 0.84 and 0.94 eV for MD and experiments, respectively).
Also, extrapolating the MD data to lower temperatures leads to a good agreement
with the experimental data. At room temperature (the last black triangle in the
graph) the difference between the MD and experimental value is a factor of 5, a
significant improvement over the 3 and 5 orders of magnitude difference predicted
by previous calculations [3, 46]. Our interionic potential can therefore reproduce the
conducting properties of this system with very high accuracy.

Finally, we turn our attention to the atomistic causes of this cooperative con-
duction mechanism. To this end, we report an example of collective diffusion
behaviour extracted from our simulation in Fig. 2. In this series of snapshots the
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Fig. 2 Successive snapshots, taken along a [111] diffusion channel, highlighting the cooperative
diffusion mechanism of Li* ions at 1200 K. The SO4>~ tetrahedra are represented by the S—O
bonds, while the Mg and F atoms are, respectively, shown as white and green spheres (note that
the atoms are not shown using their usual van der Waals radii in order to enhance the Li* ions
positions). The Li* ions either appear as pink, red, blue and purple spheres. The red Li* ions jumps
into the [111] channel, provoking a correlated displacement of all the blue ions, and finally the
ejection of the purple one. Adapted with permission from Ref. [55]. Copyright (2012) American
Chemical Society (Color figure online)
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system is viewed along one of the [111] diffusion pathways. The SO,>" tetrahedra
are represented by the S—O bonds, while the Mg and F atoms are, respectively,
shown as white and green spheres (note that the atoms are not shown using their
usual van der Waals radii in order to enhance the Li* ions positions). The Li* ions
either appear as pink, red, blue and purple spheres: The pink ones do not experience
any jump during this portion of trajectory. The red one, which is in a different [111]
channel at 7 = 240 ps, suddenly jumps, at # = 250 ps, in the channel where the blue
Li* atoms are. At that moment, the Li* ions represented in blue start to propagate by
hops from the left to the right; at each snapshot in the time interval between 250 and
280 ps we observe a set of around 5 ions which are more closely packed, which
shows the propagation of the excitation. The propagation stops at # = 290 ps, when
the ion shown in purple is ejected in another [111] channel. In this example, if we
consider the blue ions only, each of them has jumped by dryo, while the overall
charge was displaced by 9 times Jryp, which highlights the difference between the
individual and collective diffusion coefficients, and the non-validity of the
Nernst-Einstein relationship for systems with correlated motion.

3.3 Effect of Li* Vacancies

In light of the findings reported above, a natural question to ask is: What happens to
the cooperative conduction mechanism observed in LiMgSOLF (and related com-
pounds), when we create Li vacancies in the system? This question is of great
technological interest because cathode materials undergo Li insertion/removal dur-
ing charging/discharging of a battery. So one is interested in the conduction
mechanism of these compounds for different Li contents. We attempted to simulate
this by using a simplified approach, in which Li* vacancies are introduced in
Li;—,MgSO,F and charge neutrality is obtained by assigning a 3+ charge to some
Mg ions. While we are aware of the limitations of this approach (which are discussed
in depth in Ref. [56], we think this can still provide useful information on the role of
Li vacancies without having to resort to more complicated potential forms that can
describe charge transfer, such as the reaxFF potential. We also refer to the
Perspectives section of this chapter, where we discuss future work in this direction.

In Fig. 3a we report the diffusion coefficients (both D and D.g) as a function of
the Li* content, at 1200 K. We span concentrations that run from fully stoichio-
metric (y = 0) to almost fully de-lithiated (y = 0.9). The diffusion coefficients (black
and red circles) undergo a maximum for y = 0.5. This maximum is probably caused
by the fact that, as more Li vacancies are created, the mobility of the remaining
Li-ions is increased at first (see also discussion below). However, after a critical
concentration of Li vacancies, these will start interacting and ordering, thus
reducing the Li-ion mobility. A similar phenomenon is observed in oxide-ion
conductors [17-19, 71], though in this case the maximum is usually observed at
lower vacancy concentrations (this points to a lower interaction energy between
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Fig. 3 a Calculated diffusion coefficients (D and D.g as black and red circles, respectively) at
1200 K as a function of Li* content, for a system in which Mg?* and Mg** are randomly distributed
throughout the material. The green and blue circles are calculated from a two-phase material, see
Ref. [56]. b Haven ratio as a function of y, calculated from the data in (a). ¢ Schematic of the
conduction mechanism in stoichiometric (left) and highly Li-deficient (right) LiMgSO,F. The black
cross and the black cube indicate a Li ion interstitial and vacancy, respectively. Adapted with
permission from Ref. [56]. Copyright (2013) Institute of Physics (Color figure online)

vacancies in this system). We note here that these calculations are performed by
randomly distributing the Mg®* and Mg** throughout the material. This picture is
consistent with a single-phase Li insertion/removal mechanism, i.e. a system in
which the 2+ and 3+ Mg cations are randomly distributed. We also attempted to
simulate a two-phase material and the resulting diffusion coefficients (blue and
green dots) are significantly lower. We refer an interested reader to Ref. [56] for
further details.

Figure 3b shows the Haven ratio (as defined above) calculated for different
values of Li* content, y, at 1200 K. This quantity decreases significantly as more
Li* vacancies are added, meaning that the motion of the Li-ions becomes less
cooperative. In fact, this is quite intuitive, since, as more Li vacancies are created,
the remaining Li-ions will be further away from each other and, therefore, the
diffusion of one ion will not be much affected by the presence of another ion.
Interestingly, this implies that, during charging/discharging of such cathode mate-
rials, the conduction mechanism changes from a strongly correlated one, for a fully
lithiated material, to a weakly correlated one, for Li-deficient materials.

Activation energies were extracted from select values of Li* contents, namely
y =0, 0.5 and 0.8. These are reported in Table 1. The activation energy decreases
significantly as y is increased: It is 0.84 eV for the stoichiometric material and
0.4 eV for y = 0.8. This behaviour is explained schematically in Fig. 3c. On the
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Table 1 Activation energies

y E, (eV)
for diff Li*
or different Li™ contents 0.0 0.84
0.5 0.41
0.8 0.40

left-hand side of the figure, we show two channels along the [111] direction for
LiMgSO4F. The Li-ion crystallographic sites are all filled, because there are no
vacancies. For this reason, when an ion jumps from one channel to another one, it
will create an interstitial defect in the new channel and leave behind a vacancy. The
formation of this Frenkel pair will require a certain amount of energy, so that the
activation energy of the ionic conduction will be the sum of a migration enthalpy
(AH,,) plus a Frenkel defect formation energy (Epwenker). The situation is different
for a highly Li-deficient material, as shown on the right hand side of Fig. 3c. In this
case, since there are many vacancies in the system, a Li-ion can easily hop from one
channel into a vacancy in another channel, without having to create a Frenkel pair.
In this case, the activation energy of conduction will be given by the migration
enthalpy alone. If we assume that the activation energy for y = 0.8 is equal to
the migration enthalpy alone (AH,,), while, for y = 0.0, it corresponds to
AH,,, + Efrenkel, We can then estimate the energy of creation of a Frenkel pair. Here
we obtain Epreniel = 0.44 eV and AH,, = 0.40 eV. These numbers must be taken
with caution, since the diffusion data for y = 0.8 is quite noisy, due to the fact that
very few Li-ions (only 48!) are present in this system. However, it is interesting to
see that the value obtained for the migration enthalpy, AH,, = 0.40 eV, is in closer
agreement with previous static calculations by Tripathi et al. [46] ~0.4 eV and
Mueller et al. [3], who extracted a value of 0.21 eV. This also explains why certain
systems are much better ionic conductors than others, even though the Li-ion
migration enthalpies are comparable. Take the example of the recent superionic
conductor, Li;gGeP,S,. This material has a very low Li-ion migration enthalpy
(~0.21-0.24 eV [13, 43]) and several empty crystallographic sites, so that the
activation energy of conduction does correspond to the migration enthalpy alone.

3.4 On the Importance of Finite-Size Effects

In summary, in our recent work, we have derived an accurate interionic potential for
LiMgSO4F from first-principles. These were then used to perform extensive MD
simulations to study the conduction mechanism of this material. We found that our
potential can reproduce very accurately both the experimental structural and con-
duction data for this material, a significant improvement over previous models.
Also, the conduction in this material is highly cooperative, especially when no Li*
vacancies are present.
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We note here that the cooperative character of the Li diffusion in this material
has also important technical consequences. Firstly, it appears clearly that the
hypothesis that the Li* ions are not interacting is not valid in this system, preventing
the use of Eq. (5) (at least with the commonly used parameters). Secondly, we
found out that special care must be taken when choosing the simulation box size.
Indeed the excitation shown in Fig. 2 involves 9 Li* ions in the channel. This
implies that simulation cells in which the channels contain at least twice this
number of ions have to be used to avoid the spurious interaction of some Li* ions
with their periodic images. Indeed, when relatively small systems (96 LiMgSO4F
units) were simulated, the calculated mean squared displacements were noisy and
the extraction of the diffusion coefficient was very difficult, even when trajectories
of several tens of nanoseconds were used. We therefore performed calculations on
systems sizes ranging from 96 to 1600 LiMgSO,F units, corresponding to 768—
12,000 atoms. We found that the collective diffusion coefficients converge as the
system size is increased and are virtually system size independent when 6144 (768
LiMgSO4F units) atoms, or more, are simulated. In our previous work, we have
reported the results obtained from a supercell containing 288 LiMgSO4F units,
corresponding to 2304 atoms (the 288 Li* ions are shared between 12 channels of
24 ions each). The diffusion coefficients extracted from this were very close to the
converged values obtained from bigger systems, and this supercell allowed us to
perform long simulation and thus to provide sufficient statistic at relatively low
temperatures (1100-1300 K).

4 Supercapacitors

4.1 Increase of the Capacitance in Nanoporous Carbons

The finding that the use of microporous carbons instead of mesoporous as electrode
materials for capacitors leads to a large increase of capacitance [7, 72-74] generated
a great deal of activity in the modelling community in an effort to try to rationalize
this discovery. Traditional theories, developed to analyse the case of a dilute
electrolyte at a planar interface, are not applicable to supercapacitors in which
highly concentrated electrolytes share an interface with complex electrodes.
Recently, some analytical theories have been developed to include ion sizes and
electrode polarization [75, 76]. These theories allow for the qualitative explanation
of a number of phenomena and possible interpretations of the complex voltage—
capacitance curves obtained experimentally [77-81]. Nevertheless, mean field
theories still miss the inclusion of key factors such as correlation between
molecules/ions and a realistic representation of the electrode structure with its
heterogeneity and connectivity characteristics.

MD studies appear as a key tool in that respect as they allow for the inclusion of
these effects assuming that a sufficiently accurate force field is chosen to represent
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both the electrode and the electrolyte. Most of the MD simulations relevant to
supercapacitors are currently done with ideal electrode structures such as planar
electrodes [26, 82-94], carbon nano-onions [95] and carbon nanotubes [96-99]. In
the case of planar electrodes, the liquid adopts a layered structure at the interface as
a consequence of the packing of the ions. This finding, first reported by Heyes and
Clarke [100], has now been confirmed in a large number of simulation studies and
observed experimentally as well using for example Atomic Force Microscopy
[101-103] and Surface Force Apparatus [104] techniques.

This layered structure is in fact associated with an overscreening effect also well
described in the literature [76, 83—85, 105]. The charge in the first layer of ions
adsorbed at the electrode is higher than the electrode charge leading to the existence
of a residual charge which is again overcompensated in the second layer of ions.
This effect tends to extend the layering in the liquid side of the interface and reduce
the charge storage efficiency.

In our MD simulations, we studied a supercapacitor consisting of either ionic
liquids or acetonitrile-based electrolytes and carbide-derived carbons (CDCs) elec-
trodes [106, 107]. CDCs are nanoporous carbons with well-defined pore size dis-
tribution [108, 109], for which a strong increase of the capacitance with decreasing
pore size was shown experimentally for various electrolytes [7, 73, 110, 111]. In our
simulations, we have used atomic structures which were generated by Palmer et al.
using quenched MD [112] and were shown to correspond to CDCs synthesized from
crystalline titanium carbide using different chlorination temperatures: They have
similar pore size distributions, accessible surface and porous volumes as the
experimental ones. In order to understand the origin of the increase of the capaci-
tance in CDCs compared to mesoporous carbon, we also performed simulations
with simpler, planar graphite electrodes. Typical snapshots of the simulation
cells are shown in Fig. 4 in the case of an electrolyte composed of 1-butyl-3-
methylimidazolium cations and hexafluorophosphate anions dissolved in acetoni-
trile. All our MD simulations were performed at fixed electrode potential using the
technique explained in the methodology section.

When we study the local organization of the liquid inside the pores, special care
must be taken in correctly defining the electrode surface. Following the experi-
mental procedure, we define it as the surface accessible to an argon atom probe; the
ionic density profiles are then calculated with respect to the normal to the local
surface [113]. The first point we need to address is whether the ions are adsorbed on
the surface of porous carbon in the same manner as on planar graphite electrodes.
From Fig. 5, which reports the density profiles in both cases, it is immediately seen
that the situation is very different: In the case of the porous electrodes, both cations
and anions are allowed to approach the surface more closely by ~0.7 A. In a
parallel-plate capacitor, the capacitance varies as the inverse of the distance
between the two charged planes, suggesting that this shorter carbon atom-—ion
distance is partly at the origin of the capacitance increase in nanoporous electrodes.
The fact that the ionic density profiles, shown in Fig. 5, seem smaller for the porous
carbons than for the graphite is rather counterintuitive given that the capacitances
behave in the opposite way. The integration of the ionic density profiles shown in
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Fig. 4 Typical snapshots of the simulated supercapacitors. Carbon—carbon bonds in the
electrode are represented by turquoise sticks, while hexafluorophosphate anions, 1-butyl-3-
methylimidazolium cations and acetonitrile molecules are, respectively, represented by green, red
and blue spheres (Color figure online)
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Fig. 5 Ionic density profiles normal to the electrode surface for graphite and CDC material. An
electric potential of 1 V is applied between the electrodes and the electrolyte is a solution of
BMI-PF in acetonitrile. The distances are given with respect to the surface accessible to an argon
atom probe, with the origin set to the position of the carbon atoms [106]

Fig. 5 provides the number of ions adsorbed at the surface of the electrode. For both
types of ions this number is much smaller for the porous carbon than for the
graphite electrodes. This result may seem rather counterintuitive given that the
capacitance behaves in the opposite way, and suggests that a different charging
mechanism is at play.

Since the liquid structure at the interface with a planar electrode is characterized
by important overscreening effects, we have calculated the total surface charge
accumulated across the liquid side of the interface. We have shown that for an
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applied potential difference of 1 V between the electrodes, the charge in the first
adsorbed layer on a graphite electrode reaches a value which is two or three times
higher than the charge of the electrode itself [106, 114]. This behaviour, due to the
overscreening effect mentioned above and arising from ionic correlations, is
observed for both the negative and positive graphite electrodes: The polarization of
the first layer is coupled to that of the next layers. As a result, only a fraction of the
adsorbed ions are effectively used in the electricity storage process. On the contrary,
for porous electrodes, there is only one adsorbed layer, and the charging mechanism
involves the exchange of ions with the bulk liquid. Consequently, the total charge in
this first layer balances exactly that of the electrode, which results in a much better
efficiency. Because the attraction of the ions in the first layer to the carbon surface is
not balanced by that of a well-organized second layer, these ions approach the
surface more closely than in the planar case. This original mechanism accounts for
the larger charge stored inside nanoporous electrodes and reveals its microscopic
origins [106].

4.2 Effect of the Local Structure

Although nanoporous structures generally exhibit high storage capabilities, their
capacitance can vary a lot when passing from one carbon to another (in experi-
ments, this is done, for example in the family of CDCs by changing the synthesis
temperature), even when the materials have similar pore size distributions [106]. In
fact, they show different local features such as small graphitic domains. This
indicates that the local structure can affect the capacitance value. In order to
characterize it, we have used the simple concept of coordination numbers. As
depicted in Fig. 6, by defining a spherical cut-off distance R, it is possible to
determine the number of a given molecular or atomic species coordinated to a
central ion (note that R, will be different for different molecules). Following the
common practice we defined R, as the distance for which the corresponding radial
distribution functions shows a first minimum. First, we have calculated the distri-
bution of carbon coordination numbers around each ionic (BMI*, PF¢ ) or solvent
(acetonitrile) molecule adsorbed in nanoporous carbon electrodes held at various
electrical potential. The values can differ markedly, ranging from O to 100, and the
occurrence of several broad peaks indicates that the molecules have some preferred
coordination numbers [107]. By examining typical configurations for each coor-
dination number, we have defined four different adsorption modes for the mole-
cules: They can be lying close to (1) an edge site, i.e. a carbon surface with a
concave curvature, (2) a plane, which will have the local structure of a graphene
sheet, (3) an hollow site, i.e. a carbon surface with a convex curvature and (4) a
pocket, when they are inside a subnanometer carbon pore with a cylinder-like
shape. Typical configurations corresponding to edge, plane and hollow sites are
shown in the lower panel of Fig. 6.
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Fig. 6 Top Around each molecular ion, the number of neighbours of each species kind is
determined using a spherical cut-off distance R In this example, the central anion (green sphere)
is surrounded by two cations (red spheres) and three acetonitrile molecules (blue spheres). Two
other solvent molecules have their centre of mass behind R, they are therefore not considered to
be in the solvation shell of the anion. Bottom Representative configurations for the edge, plane and
hollow adsorption modes (turquoise rods: C—C bonds, red BMI", green PFg , blue acetonitrile,
turquoise: C atoms which are in the coordination sphere of the central anion). The average
solvation number is also provided for each case (Color figure online)

In addition, as expected from experimental studies [110, 115], the adsorption of
ions in confined environments leads to their partial desolvation. This is clearly
visible on the average number of acetonitrile solvent molecules around each ion
(solvation number), as shown in Fig. 6 for PFg . In the bulk electrolyte, this average
solvation number is of 9.2 (which corresponds to a distribution centred around 9,
but it is worth noting that occurrences of solvation numbers down to 4 and up to 14
are also observed). The more confined, the less solvated they become, with average
coordination numbers of 7.8, 6.8 and 5.8 for edge, planar and hollow sites,
respectively. In the case of pocket sites, we were not able to extract an average
solvation number due to the lack of statistics. Such a large desolvation effect has
already been observed experimentally for aqueous solutions of RbBr by Ohkubo
et al. [116] who have showed that Rb* and Br~ hydration numbers decrease in
slit-shape carbon nanospace by using extended X-ray absorption fine structure
spectroscopy.

The different solvation numbers, associated with various pore geometries, are
tightly linked to the efficiency of charge storage. A higher desolvation will gen-
erally lead to a higher charge on the carbon atoms coordinating an ion [107]. These
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local arrangements provide an explanation for the different capacitances which can
be observed for different porous carbons with the same average pore size.

4.3 Dynamics of Charging: Coarse-Graining Further

So far most MD studies on supercapacitors have focused on the capacitance, without
addressing the dynamic aspects. Nevertheless, it is the transport of the ions inside the
pores which will control the power density of a device. It is thus of primary
importance to characterize this transport on the molecular scale. A few studies have
investigated the relaxation dynamics of ions close to planar electrodes [83, 118, 119].
In a study directed at the nanoporous carbons, Kondrat and Kornyshev have recently
observed by combining a mean-field model with MD simulations that the charging of
initially empty pores proceeds in a front-like way, while that of already filled pores is
diffusive [120, 121]. In order to study the specific case of CDC nanoporous elec-
trodes, we have performed a series of simulations in which, after equilibration of the
system at 0 V, we suddenly apply an electric potential difference and follow the
charging dynamics of the electrodes [117].

At the nanometer scale, strong heterogeneities are observed due to the particular
structure of CDCs. These materials consist in a complex network of pores of
various sizes, and differ substantially from the carbon nanotubes or the slit pores
which are often used to model them. Depending on the local organization of the
porous networks, some regions may start to charge before others despite being
located more deeply inside the electrode. For example, in one of the carbon
structures we have studied, a region in the middle of the electrode charges very
quickly because it is located near a large pore of the carbon.

By comparing three CDCs with different structures we have shown that the
charging time depends on the average pore size. CDC-1200 and CDC-950, which
have similar average pore sizes, are charged on similar timescales, even though the
details of the pore connectivity and the distribution of pore throats may also play a
role. The process is slower by a factor of 4-8 in the case of CDC-800, which has a
smaller average pore size. Experimental supercapacitors involving nanoporous
carbon show good power performances in addition to their excellent energy den-
sities [7], a result which seemed rather counterintuitive and had not been explained
at the microscopic scale previously.

From our MD simulations data, which are shown in Fig. 7 for one of the carbon
structures, we have fitted a macroscopic model based on an equivalent electric
circuit. The transmission line model which is used in experiments is clearly able to
capture the charging behaviour. This fit provides us with a value for the resistance
of the electrolyte inside the pores. This quantity can then be used to calculate the
charging times of experimental devices, which usually have a thickness of
approximately 100 um. We obtain characteristic charging times ranging between 2
and 8 s (depending on the carbon structure), which is of the correct order of
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Fig. 7 Total charge of the full electrode as a function of time for a CDC-based supercapacitor
using an ionic liquid electrolyte. The line corresponds to a fit obtained using an equivalent circuit
model [117]. The latter is also able to capture well the evolution of the charge in two different
regions of the electrode, the interface with the ionic liquid on the one hand and the bulkier part on
the other hand

magnitude compared to experiments [7]. This confirms that the transport of the ions
is not much affected in the porous materials. In another study, Kondrat et al. [121]
have also shown the existence of collective transport effects, which could enhance
by one to three orders of magnitudes the charging times. If the existence of such a
mechanism leading to fast transport of the charge is shown to be universal for a
series of electrolytes and electrode structures, it means that nanoporous
carbon-based supercapacitors have inherently high power densities, so that it is
important that studies about new carbon materials mainly focus on enhancing their
energy density.

5 Perspectives

The use of classical MD simulations to study electrochemical systems remains very
scarce. This is due to the difficulty of modelling redox reactions, and for this reason
most of the studies concern systems in which they do not occur. Indeed, in the case
of Li-ion batteries, most of the studies have focused on the diffusion of lithium in
electrolytes. The methods we have developed for studying constant voltage elec-
trodes may be extended further for the studies of batteries electrodes, although
much more complex simulation methodologies will have to be designed.

In parallel, the rise of ab initio MD and the continuous increase of the available
computational power will probably open the way to rigorous studies of the
dynamics inside Li-ion batteries materials. People will face similar problems as
those currently observed in static DFT calculations: Choice of the functionals, of
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the correct system sizes, inclusion of dispersion interactions, etc. Nevertheless, if
they can be overcome efficiently, such simulations will be able to provide predic-
tions of most of the needed quantities, such as diffusion coefficients, electrical
conductivities, preferential diffusion pathways, operating voltages.

The situation differs markedly for carbon materials-based supercapacitors: In
that case the charge storage occurs through a reversible adsorption of ions on the
surface of an electrode, and no redox reactions occur. There are therefore many MD
studies on these systems, although very few of them include a realistic represen-
tation of the charge rearrangements which occur inside the metallic electrodes. In
the past 5 years, MD simulations have been able to provide a quantitative under-
standing on the increase of the capacitance in nanopores. More recently, the
question of the dynamics of charging has also been addressed, so that it is now
possible to examine the power and energy density of a given setup via molecular
simulations.

The next challenge will consist in adopting predictive approaches, in order to
propose the best electrode/electrolyte combination. This will be a very hard task,
given the numerous carbon structures which are continuously being synthesized and
the hundreds of ionic liquids which are now available. In addition, several addi-
tional aspects will have to be included in the simulations, such as allowing the
carbon structure to breathe during the simulation (small volume changes are gen-
erally observed in experiments). In our case, the use of coarse-grained models will
probably not be sufficient for making accurate predictions; for many systems
all-atom force fields will have to be used (and the polarization effects will have to
be included for an accurate prediction of the dynamics).
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Continuum, Macroscopic Modeling
of Polymer-Electrolyte Fuel Cells

Sivagaminathan Balasubramanian and Adam Z. Weber

Abstract In this chapter, the modeling equations and approaches for continuum
modeling of phenomena in polymer-electrolyte fuel cells are introduced and dis-
cussed. Specific focus is made on the underlying transport, thermodynamic, and
kinetic equations, and how these can be applied towards more complex fuel-cell
issues such as multiphase flow. In addition, porous-media models including impact
of droplets and pore-network modeling are introduced, as well methodologies
towards modeling reaction rates in fuel-cell catalyst layers including physics-based
impedance modeling. Finally, future directions for fuel-cell modeling are discussed.

1 Introduction

A polymer-electrolyte fuel-cell (PEFC) stack is a complex device involving dif-
ferent species in multiple phases distributed under varying temperature and pressure
in all dimensions over a broad range of scales of dimensions from nanometers to
hundreds of centimeters. Due to the coupling of multitude of processes, any change
in one property in one cell may affect the reaction kinetics and consequently
temperature distribution and fuel utilization within a stack as a whole for example.
It is difficult to comprehend these effects and consequences on PEFC operation. In
this aspect, mathematical modeling has played a significant role in PEFC tech-
nology development over the last 25 years. The models help in understanding
different phenomena that enable technology development, in optimizing the system
design for meeting the desired goals for practical applications such as power
requirement or improved efficiency, and in controlling PEFC operation under
dynamically varying load conditions.
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The number of phases and components involving different physics and with
widely varying operating conditions necessitates the use of mathematical modeling
over different scales and dimensions. A wide range of modeling approaches—from
nanoscale describing material or components to macroscale describing stack or
system—have been developed. These models can be classified in many ways based
on dimensionality, phenomena targeted for understanding, specific component, cell,
or system level, etc. The continuum approach is mostly applied to cell-level models,
which is traditionally where most of the focus of the modeling community lies.
Component- and cell-level models describing major phenomena affecting PEFC
operation have played and continue to play a major role in the underlying knowledge
and design of PEFC operation and systems. Stack-level models play a significant
role in controlling the dynamic PEFC operation in sync with other systems. While
continuthe different phenomenaum modeling is the preferred choice for studying and
understanding PEFC operation, recent focus also includes first-principles based
approaches, such as molecular dynamics and ab-initio electronic structure, and
mesoscale modeling of transport pathways and related phenomena at small length
scales. While these models are discussed in detail in the other chapters of this book,
this chapter focuses on the current progress in the macroscopic, continuum approach
and how other modeling approaches can be employed collaboratively.

A robust model should predict PEFC behavior accurately under different oper-
ating conditions. Such robustness requires comprehensive description of all the
major phenomena constituting PEFC operation. In practice, a comprehensive model
describing PEFC operation under all the operating conditions is impossible because
of the computational cost and limited understanding of the coupling of various
phenomena. The general approach is to describe specific phenomena under limited
conditions and gain better understanding of the system and then iteratively improve
the coupling of the different phenomena. Computational efficiency balances the
tradeoff between comprehensiveness and accuracy of model predictions. Therefore,
the accuracy of model predictions is always limited by the choice of governing
equations, input system parameters, and assumptions relaxing the complexity of the
model. In this chapter, we will discuss about these factors and how to employ them
effectively.

PEFC operation can be described by various interlinked processes, which, as
shown in Fig. 1, are traditionally separated into kinetic, ohmic, and mass-transport
losses. The major processes are mass and species transport coupled with reactions,
momentum, charge, and thermal energy transport. Among them, some of the pro-
cesses are usually limiting and determine the state of the PEFC at that instant. The
state of the PEFC is predicted by solving the coupled system of equations governing
these processes. For example, an increase in oxygen concentration increases the
production of water, which, if not removed, will start blocking the oxygen transport
and subsequently reduce the current and thus water generation. The objective of a
model is to find the balance between the competing processes and consequently
describe the state of the system, with an eye toward optimizing performance.
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For metrics on performance and the state, the work performed by the system is
simply the power as expressed by

P=1vV ()
where [ is the current and V is the cell voltage.

The potential corresponding to the Gibbs free energy is defined as the equilib-
rium or thermodynamic potential (see Fig. 1),

AG
v =
ziF

)

Usually, most devices are operated not at the reference conditions. To account for
this effect, one can determine from the first law of thermodynamics,

AS
U:U9+AU:U°+Z—F(T7TG) (3)

which can be calculated from handbooks [1, 2] for the electrochemical reaction of
hydrogen with oxygen [18, 19]. Depending on if the product water is vapor or
liquid, one arrives at different potentials due to the latent heat and free energy
difference between liquid (Ue) and vapor ( U*) water (the two potentials are related
logarithmically by the vapor pressure of water, which is why they cross at 100 °C).

For PEFCs, the efficiency of the cell, ne, is typically defined relative to the
maximum free energy available for electrical work,

Vv

Netr = 1 — U (4)
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One must also be cognizant of whether the efficiency is defined in terms of the
equilibrium or enthalpy values, and what the reference state is for the calculation
(i.e., vapor or liquid water). This is especially important when comparing different
fuel cells as well as with fuel cells to other systems. For example, solid-oxide fuel
cells operate at temperatures (600900 °C) where the heat generated can be
recovered to electrical energy, thereby making efficiency greater than 100 % pos-
sible using the definition above. Thus, it is more advisable to use the heating-value
or enthalpy of the fuel as the metric for efficiency since this also allows for a better
comparison among technologies (e.g., combustion engines to fuel cells).

The net energy due to the electrochemical reaction is the difference between the
heat of formation of the products and reactants, AH, which can be converted to an
electrochemical potential, resulting in the enthalpy potential,

AH
Uy = 5
HEp (5)

where z; is the charge number of species i and F is Faraday’s constant. Thus, the
expression for the heat released becomes

Q=iUy—V) (6)

If the cell potential equals the enthalpy potential, there is no net heat loss, which is
why the enthalpy potential is often termed the thermoneutral potential. However,
the enthalpy energy is not fully accessible as it is composed of both reversible or
entropic as well as irreversible components.

Though there are many works that attempt to find analytical solutions for the
system of equations [3, 4], finding an analytical solution for the system of equations
for all of the possible conditions is not viable. Hence, most of the models are
numerically solved. The general approach is to segment the entire domain into
multiple nodes, volumes, or elements and then solve the conservation laws
numerically in each control segment. For improved numerical stability, the vector
components are solved at the interface of the segments, and scalar quantities are
balanced between neighboring segments (i.e., control-volume approach) [5].

The outline of this chapter is as follows. First, the general governing transport and
conservation equations as applied to PEFCs are reviewed. Next, equations and the
approach for the macroscopic modeling of the gas-diffusion media (GDM), mem-
brane, and catalyst layers are presented. After a section on modeling electrochemical
impedance spectroscopy (EIS), a summary including remaining challenges is made.
Throughout the sections, current issues and needs are mentioned including those
related to multiscaling. Before discussing specific equations, model dimensionality
should be mentioned.
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1.1 Modeling Dimension

Zero-dimensional (0-D) models relate system variables such as cell voltage, current,
and temperature using simple empirical correlations without consideration of spatial
domain [6-13]. A typical 0-D model equation for polarization curve is

sz—blog<ii)—R’i+blog<1—#) (7)
0

Him

and accounts for the major losses as shown in Fig. 1. The first term on the right
corresponds to the thermodynamic cell potential. The second term represents the
loss in cell potential to kinetic resistance where b is the Tafel slope and iy is the
exchange current density. The third term accounts for the ohmic losses where R’ is
the total ohmic resistance (contact and cell). The last term represents the limiting
current caused by concentration overpotential. As 0-D models do not provide
fundamental understanding of PEFC operation, they are not really suitable for
predicting performance for different operating conditions or optimizing the design.
System-level models that see a PEFC as a black box use 0-D models for controlling
the stack and system peripherals; they are used to correlate different stack properties
with operating conditions.

In stack-level models, component-level phenomena are ignored. These models
focused on temperature and pressure change in the stack with load variation and
how that may affect the coupling with other system-level components like com-
pressors, reformers, etc. [14]. Stack-level management of PEFCs is the desired
controlling method of PEFC operation as monitoring of intrinsic variables (if
possible) might overload the control system and make it more complex. Stack-level
models help in two ways: one is in understanding the balance of power and the
other is to develop dynamic control systems. In stacks, the multiple cells and
interactions typically necessitate the use of 0-D models. Thus, the performance is
given by Eq. 7. For thermal management, a key issue for stack design, one can use

AQslack = Qin — Qout + Qgen = mscp,s(Ts> % (8)
where the heat generation within each cell can be given by Eq. 6 and the heat
removal can be due to coolant flows or just natural convection. The thermal balance
allows one to assess the balance of power and energy for startup, cooling channel
requirements, and switching the reactants flow depending on the changing
power-utilization conditions. The switching also helps in economic usage of the
system to get maximum efficiency of the stack with minimal loss. It would also be
appropriate to consider the cost of operational life while arriving at the operational
condition of the stack using such simple models, especially if the cells and stacks
have been well defined (i.e., the terms in Eq. 7 are measured for the exact system

being studied).
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Fig. 2 Schematic of spatial domains and associated modeling including the PEFC sandwich

As shown in Fig. 2, one dimensional (1-D) models describe the physical phe-
nomena typically in the through-plane direction [15-17]. Comprehensive 1-D
models incorporate electrochemical reaction at the porous electrodes, transport of
gas and liquid species through porous gas-diffusion media (GDM), and transport of
charged species like electrons and protons. These models treat the cell as multiple
layers bonded together. Proper interfacial internal boundary conditions are used to
couple the different processes. Along-the-channel 1-D models focus on the trans-
port and depletion of fuel and oxygen along the channel.

Two-dimensional models use the 1-D model direction and the other direction
can be classified into across-the-channel or along-the-channel models [18].
Across-the-channel models focus on a cross-section of the flow channel including
the rib and channel. This approach addresses the effects of the solid rib and channel.
Along-the-channel 2-D models incorporate the effects of fuel and oxygen depletion
and water accumulation on the current distribution along the channel and in the
through-plane direction. This helps in understanding the different types of channel
configuration and flow direction, which cannot be addressed with solely 1-D
modeling. One can use arguments of spatial separation to assume that the condi-
tions in the cell sandwich only propagate and interact along the channel and not
internally. This finding led to a group of models referred to as pseudo-2-D models.
Instead of solving the coupled conservation equations in a 2-D domain, the 1-D
model is solved at each node along the channel, thereby reducing the computational
cost of a full 2-D model.

3-D models are comprehensive models that describe all the axis of a PEFC. In
addition to understanding distribution of species and current, these models show the
distribution of temperature and fluid in a 3-D spatial domain, especially the effects
of cooling channels, channel cross-section, and channel design. These models
typically use computational fluid dynamics (CFD). Similar to pseudo 2-D models,
there are also a class of models termed pseudo 3-D or 2-D + 1. In this formulation,
the along-the-channel direction is only interacting at the boundaries between cell
components, but instead of 1-D sandwich models, 2-D across-the-channel models
are used.
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Finally, multiscale models can be considered as being multidimensional. For
example, there are 3-D models at the microscale that can determine properties to the
macroscale model that may be a 1-D model. Also, porous electrodes (as discussed
in Sect. 5.2) typically examine reaction into the reactive particle as well as across
the domain, which can be considered two separate dimensions.

2 Basic Governing Equations

To model PEFC behavior at the continuum scale requires the use of overall con-
servation equations for mass, momentum, energy, and charge transport within the
various subdomains. These equations are more or less known and used in their
general forms, with the complications and multiscale aspects arising from the need
to determine the correct boundary conditions and effective properties. In this sec-
tion, the general conservation laws are presented along with the general,
well-known transport equations. Later in this chapter, specific relations that link
physical properties within the various subdomain classes are discussed along with
modified forms of the general equations.

For a control segment, the general conservation equation for property v, rep-
resenting any of the aforementioned transport processes, can be written as,

@ +V Ny =Sy 9)
ot

The first term represents the time-dependent property and is neglected for
description of steady-state operation. While a vast majority of PEFC models are
steady-state models, there are transient models that address specific transient phe-
nomena such as, degradation mechanisms [19], contamination effects [20],
load-change effects [21], start-stop cycles, and cold-start [22-24].

The second term in Eq. 9 represents the change in the property y due to flux
(N) into or out of the control segment under study. The flux denotes the transfer of
property driven by imbalances within the system and is the result of system
adjusting itself to bring certain equilibrium. The spatial derivative of flux addresses
the distribution of the property over the spatial domain.

The third term (S) called the source term represents all the processes that cause
generation or decay of the property driven by an imbalance within the control
segment. For example, a supersaturated vapor phase may condense within the
control segment and leads to a decrease in vapor-phase concentration and an
increase in liquid-phase concentration. This term incorporates all other terms such
as reaction terms and phase-change terms that are not captured by the flux. The term
couples different conservation laws within the segment.
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2.1 Material

The conservation of material can be written as in Eq. 9 except that the physical
quantity y could be p—partial pressure of gas, c—concentration of solution,
x—mole fraction of particular species, or p—density of fluid. However, for the case
of a mixture in a multiphase system, it is necessary to write material balances for
each of the component in each phase k, which in summation can still govern the
overall conservation of material,

83kci,k

In1—k
o -V -Nj; — E aucSi.k,hnh—F-i- E Si ki E A plih—p + g Sik,gkRe k
h 1

p#k 8

(10)

In the above expression, g is the volume fraction of phase £, c; is the concentration
of species i in phase k, and s, ;; is the stoichiometric coefficient of species i in phase
k participating in heterogeneous reaction /, ay , is the specific surface area (surface
area per unit total volume) of the interface between phases k and p, iy, ;— is the
normal interfacial current transferred per unit interfacial area across the interface
between the electronically conducting phase and phase k due to electron-transfer
reaction A, and is positive in the anodic direction.

The term on the left side of the equation is the accumulation term, which
accounts for the change in the total amount of species i held in phase £ within a
differential control volume over time. The first term on the right side of the equation
keeps track of the material that enters or leaves the control volume by mass
transport as discussed in later sections. The remaining three terms account for
material that is gained or lost (i.e., source terms, S, in Eq. 9). The first summation
includes all electron-transfer reactions that occur at the interface between phase
k and the electronically conducting phase 1; the second summation accounts for all
other interfacial processes that do not include electron transfer like evaporation or
condensation; and the final term accounts for homogeneous chemical reactions in
phase k. It should be noted that in terms of an equation count, for n species there are
only n — 1 conservation equations needed since one can be replaced by

inzl (11>

In the above material balance (Eq. 10), one needs an expression for the flux or
transport of material. Often, this expression stems from considering only the
interactions of the various species with the solvent

Nix = —=D;Vcig +civ (12)
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where v, is the mass-averaged velocity of phase k

izs MiN;,
Vi = Ligs MiNik (13)
Pk

One can see that if convection is neglected, Eq. 12 results in Fick’s law.
Substitution of Eq. 12 into Eq. 10 results in the equation for convective diffusion,

O(expiwi)

5 +V- (Vkpkw,‘) =V- (ka?fvai) +S; (14)

which is often used in CFD simulations. In the above expression, the reaction
source terms are not shown explicitly, w; is the mass fraction of species i, and the
superscript ‘eff’ is used to denote an effective diffusion coefficient due to different
phenomena or phases as discussed later in this chapter.

If the interactions among the various species are important, then Eq. 12 needs to
be replaced with the multicomponent Stefan—-Maxwell equations that account for
binary interactions among the various species

Xik (o M; XigN; o = XN 4
Vi = — 2% [y, - =) v Lk K ik 15
Xi k RT ( i pk> Pk + ; SkCTﬁkD?‘ﬁf ( )

where x; and M; are the mole fraction and molar mass of species i, respectively, ng.f

is the effective binary diffusion coefficient between species i and j, and cry is the
total concentration of species in phase k as derived from the ideal-gas law. The first
term on the right-side accounts for pressure diffusion (e.g., in centrifugation) which
often can be ignored, but, on the anode side, the differences between the molar
masses of hydrogen and water means that it can become important in certain
circumstances [25]. The second term on the right side stems from the binary col-
lisions between various components. For a multicomponent system, Eq. 15 results
in the correct number of transport properties that must be specified to characterize
the system, 1/2n(n — 1), where n is the number of components and the 1/2 is
because Dfﬁf = Dj‘?ﬁf by the Onsager reciprocal relationships.

The form of Eq. 15 is essentially an inverted form of the type of Eq. 12, since
one is not writing the flux in terms of a material gradient but the material gradient in
terms of the flux. This is not a problem, if one is solving the equations as written;
however, many numerical packages require a second-order differential equation
(e.g., see Eq. 14). To do this with the Stefan-Maxwell equations, inversion of them
is required. For a two-component system where the pressure diffusion is negligible,
one gets Eq. 12. For higher numbers of components, the inversion becomes cum-
bersome and analytic expressions are harder to obtain, resulting oftentimes in
numerical inversion. In addition, the inversion results in diffusion coefficients which
are more composition dependent. For example, Bird et al. show the form for a
three-component system [26].
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2.1.1 Charge

The conservation equation for charged species is an extension of the conservation
of mass. Taking Eq. 10 and multiplying by z;F' and summing over all species and
phases while noting that all reactions are charge balanced yields

0
EF;ZZM,I( =-V- F;ZQNM (16)
where the charge and current densities can be defined by
Pe = FZ ZZiCi,k (17)
ki
and
iy = FZZiNi,ky (18)

respectively. Because a large electrical force is required to separate charge over an
appreciable distance, a volume element in the electrode will, to a good approxi-
mation, be electrically neutral; thus one can assume electroneutrality for each phase

ZZ;‘C;‘J{ =0 (19)

The assumption of electroneutrality implies that the diffuse double layer, where
there is significant charge separation, is small compared to the volume of the
domain, which is normally (but not necessarily always) the case. The general
charge balance (Eq. 16), assuming electroneutrality and the current definition
(Eq. 18) becomes

> V=0 (20)
k

While this relationship applies for almost all of the modeling, there are cases
where electroneutrality does not strictly hold, including for some transients and
impedance measurements, where there is charging and discharging of the double
layer, as well as simulations at length scales within the double layer (typically on
the order of nanometers) such as reaction models near the electrode surface. For
these cases, the correct governing charge conservation results in Poisson’s equation,

V2o =L (21)
&o
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where & is the permittivity of the medium. For the diffuse part of the double layer,
often a Boltzmann distribution is used for the concentration of species i

FO
Ci = Cioo €XP (— & ) (22)

RT

To charge this double layer, one can derive various expressions for the
double-layer capacitance depending on the adsorption type, ionic charges, etc. [27],
where the double-layer capacitance is defined as

where ¢ is the charge in the double layer and the differential is at constant com-
position and temperature. To charge the double layer, one can write an equation of
the form

; o

i=Cy o (24)
where the charging current will decay with time as the double layer becomes
charged.

For the associated transport of charge, one can use either a dilute-solution or
concentrated-solution approach. In general, the concentrated-solution approach is
more rigorous but requires more knowledge of all of the various interactions
(similar to the material-transport-equation discussion above). For the dilute-solution
approach, one can use the Nernst—Planck equation,

Nix = —ziuiFc; ;) VO, — DiVciy + cipvi (25)

where u; is the mobility of species i. In the equation, the terms on the right side
correspond to migration, diffusion, and convection, respectively. Multiplying
Eq. 25 by z;F and summing over the species i in phase &,

F Z ZNix = —F? Z Zuici gV — F Z ziDiVeiy +F Z ZiCikVk (26)

and noting that the last term is zero due to electroneutrality (convection of a neutral
solution cannot move charge) and using the definition of current density (Eq. 18),
one gets

ik = —Kkvq)k - FZZiDivciak <27>
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where «; is the conductivity of the solution of phase k
Ky = F2 Z z?civkui (28)
i

When there are no concentration variations in the solution, Eq. 27 reduces to
Ohm’s law,

ik = —KkV(Dk (29)

This dilute-solution approach does not account for interaction between the solute
molecules. Also, this approach will either use too many or too few transport
coefficients depending on if the Nernst-Einstein relationship is used to relate
mobility and diffusivity,

D; = RTuy (30)

which only rigorously applies at infinite dilution. Thus, the concentrated-solution
theory approach is recommended, however, the Nernst—Planck equation can be used
in cases where most of the transport properties are unknown or where the complex
interactions and phenomena being investigated necessitate simpler equations (for
example, transport of protons and water along a single-charged pore in the membrane).

The concentrated-solution approach for charge utilizes the same underpinnings
as that of the Stefan—-Maxwell equation, which starts with the original equation of
multicomponent transport [28]

d, =V = ZKiJ(Vj - Vi) (31)
J#i

where d; is the driving force per unit volume acting on species i and can be replaced
by a electrochemical-potential gradient of species i, and K;; are the frictional
interaction parameters between species i and j. The above equation can be analyzed
in terms of finding expressions for K;;’s, introducing the concentration scale
including reference velocities and potential definition, or by inverting the equations
and correlating the inverse friction factors to experimentally determined properties.
Which route to take depends on the phenomena being studied (e.g., membrane,
binary salt solution, etc.) [27] and will be examined in more detail below. If one
uses a diffusion coefficient to replace the drag coefficients,

- RTCiCj
crDyy

K.

ij (32)
where D;; is an interaction parameter between species i and j based on a thermo-

dynamic driving force, then the multicomponent equations look very similar to the
Stefan—-Maxwell ones (Eq. 15). In addition, using the above definition for K;; and
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assuming that species i is a minor component and that the total concentration, cr,
can be replaced by the solvent concentration (species 0), then Eq. 31 for species i in
phase k becomes

Do
Nig=— ﬁci,kvui.k +¢ixvo (33)
This equation is very similar to the Nernst—Planck Equation (25), except that the
driving force is the thermodynamic electrochemical potential, which contains both
the migration and diffusive terms.

2.1.2 Momentum

Due to the highly coupled nature of momentum conservation and transport, both are
discussed below. Also, the momentum or volume conservation equation is highly
coupled to the mass or continuity conservation equation (Eq. 10). Newton’s second
law governs the conservation of momentum and can be written in terms of the
Navier—Stokes equation [29]

d(p,v
% + Vi - V(o) = =Vpi + 1, V2V + Sy (34)

where p; and v, are the viscosity and mass-averaged velocity of phase k,
respectively,

s MiN;,
Vi = Lizs MiNik (35)
Px

The transient term in the momentum conservation equation represents the
accumulation of momentum with time and the second term describes convection of
the momentum flux (which is often small for PEFC designs). The first two terms on
the right side represent the divergence of the stress tensor and the last term rep-
resents other sources of momentum, typically other body forces like gravity or
magnetic forces. For PEFCs, these forces are often ignored and unimportant, i.e.
S, =0.

It should be noted that for porous materials, as discussed below, the Navier—
Stokes equations are not used and instead one uses the more empirical Darcy’s law
for the transport equation [30, 31],

k
Vi = ——Vp (36)
294
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This transport equation can be used as a first-order equation or combined with a
material balance (Eq. 10) to yield

9(pxex) ki

——— =V | —p—V S 37
o Pr e Pk )+ (37)

which is similar to including it as a dominant source term. In the above expression,

ki is effective permeability of phase k.

2.1.3 Energy

Electrochemical reactions in a PEFC release electrical energy and heat energy as
discussed in Sect. 1. While electrical energy is accounted by the flow of charge through
the external circuit, the heat energy is conducted by the components and rejected either
into cooling plates/channels or to the external environment. The heat causes an
increase in the local temperature, which affects local properties and may also result
in different transport mechanisms (e.g., phase-change-induced flow of water).
Throughout all layers of the PEFC, the same transport and conservation equations exist
for energy with the same general transport properties, and only the source terms vary.
The conservation of thermal energy can be written as

. (0T} Olnp, Opk
pkc’“(az Ve VTk)Jr(alnTk oo \ 01 Ve Ve

=Qkp—V-q —1: VvV + ZHi,kv Jik — Zﬁi,k%’,k

(38)

In the above expression, the first term represents the accumulation and con-
vective transport of enthalpy, where Cm is the heat capacity of phase k which is a
combination of the various components of that phase. The second term is energy
due to reversible work. For condensed phases this term is negligible, and an
order-of-magnitude analysis for ideal gases with the expected pressure drop in a
PEFC demonstrates that this term is negligible compared to the others. The first two
terms on the right side of Eq. 38 represent the net heat input by conduction and
interphase transfer. The first is due to heat transfer between two phases

Qk,p = hk,pak,p (Tp - Tk) (39)

where h, is the heat-transfer coefficient between phases k and p per interfacial area.
Most often this term is used as a boundary condition since it occurs only at the edges.
However, in some modeling domains (e.g., along the channel in Sect. 1.1) it may
need to be incorporated as above. The second term is due to the heat flux in phase &
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QG = - Zﬁi,k.]i,k — KI'VT, (40)
i

where H; . is the partial molar enthalpy of species i in phase &, J; is the flux density
of species i relative to the mass average velocity of phase k

Jix = Nix — cigxvi (41)

and k;if is the effective thermal conductivity of phase k. The third term on the right
side of Eq. 38 represents viscous dissipation, the heat generated by viscous forces,
where 7 is the stress tensor. This term is also small, and for most cases can be
neglected. The fourth term on the right side comes from enthalpy changes due to
diffusion. Finally, the last term represents the change in enthalpy due to reaction

Zl_{i,k%i,k = — Zal‘k th,k (nsh-lik —+ Hh) — Z AHlak,,,rl_’k,p — Z AHgRg’k
i

h p#k g
(42)

where the expressions can be compared to those in the material conservation
Eq. (10). The above reaction terms include homogeneous reactions, interfacial
reactions (e.g., evaporation), and interfacial electron-transfer reactions. For the
latter, the irreversible heat generation is represented by the activation overpotential
and the reversible heat generation is represented by the Peltier coefficient, I1,. The
Peltier coefficient for charge-transfer reaction 4 and can be expressed as

ASy,
}’th

T _
H1 ~— i Si =T 43
h nhFZS,Igh k ( )

where AS), is the entropy of reaction h. The above equation neglects transported
entropy (hence the approximate sign), and the summation includes all species that
participate in the reaction (e.g., electrons, protons, oxygen, hydrogen, water). While
the entropy of the half-reactions that occur at the catalyst layers is not truly
obtainable since it involves knowledge of the activity of an uncoupled proton, the
Peltier coefficients have been measured experimentally for these reactions, with
most of the reversible heat due to the 4-electron oxygen reduction reaction [32, 33].

It is often the case that because of the intimate contact between the gas, liquid,
and solid phases within the small pores of the various PEFC layers, that equilibrium
can be assumed such that all of the phases have the same temperature as each other
for a given point in the PEFC. Doing this eliminates the phase dependences in the
above equations and allows for a single thermal energy equation to be written.
Neglecting those phenomena that are minor as mentioned above and summing over
the phases, results in
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2 8T ot OO
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where the expression for Joule or ohmic heating has been substituted in from the
third term in the right side of Eq. 38

eff
K

=B Vi = i Vay =2 (45)
l

In Eq. 44, the first term on the right side is energy transport due to convection, the
second is energy transport due to condition, the third is the ohmic heating, the fourth
is the reaction heats, and the last represents reactions in the bulk which include such
things as vaporization/condensation and freezing/melting. Heat lost to the sur-
roundings is only accounted for at the boundaries of the cell. In terms of magnitude,
the major heat generation sources are the oxygen reduction reaction and the water

phase changes, and the main mode of heat transport is through conduction.

3 Membrane

Polymer electrolytes are considered to be the heart of the PEFC. They facilitate the
transport of ions between the electrodes while preventing the direct combustion of
hydrogen with oxygen. The most studied ion-conducting membrane for PEFCs is a
proton-conducting polymer composed of a chemically inert poly-tetrafluoroethylene
(PTFE) backbone and side chains ending with hydrophilic sulfonic acid (SO3 ") ionic
groups, with the canonical one being Nafion® as shown in Fig. 3.

The main limitation of the state-of-the-art membrane is the need for high relative
humidity to enable facile transport of protons; dry Nafion membrane does not
conduct protons efficiently. The proton conductivity is not a fixed parameter of a
membrane but a result of combination of several factors such as equivalent weight or
ion-exchange capacity (a ratio of weight (g) of dry polymer to number of moles of
acid group), temperature, mechanical stress, pretreatment, and contamination.

—~(CF—-CE)—CF;-CEj5 PRk
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Fig. 3 Chemical structure of Nafion®
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Considering these factors, a simple Ohm’s law description, as done with solid
electrical conductors, is not sufficient to treat this solid electrolyte medium; but a
rigorous model incorporating these factors as variables is a necessity. Earlier models
correlated the relative humidity with membrane water uptake and subsequently
the proton conductivity of the membrane using mainly empirical expressions [16].
With the increase in the durability of PEFC, even minor structural effects are gar-
nering attention. In addition, the advent of better diagnostics combined with the
development of newer membranes with different ionomer moieties and morphology
require better understanding of ion transport. This increased understanding and
information has promoted a significant increase in ab initio, molecular dynamics,
and coarse-grained approaches to predict transport and morphology. In principle,
such models can inform the higher order continuum models either in terms of
morphologies or effective transport properties; however, such linkages as shown in
Fig. 4 are in their infancy and are an active area of current research. This section
focuses on the continuum modeling to understand the key transport phenomena and
associated water uptake and how it is employed in understanding overall PEFC
operation.
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3.1 Membrane Uptake, Morphology, and Function

The five main fluxes through the membrane are a proton flux that goes from anode
to cathode, a water electro-osmotic flux that develops along with the proton flux,
the reactant-gas crossover flux, the heat flux, and a water-gradient flux. This last
flux is sometimes known as the water back flux or back-diffusion flux and, as
discussed below, has various interpretations including diffusion and convection. In
addition, as discussed below, there are interfacial effects that inhibit transport across
the interface and need to be accounted. Before examining the various governing
equations, it is worthwhile to discuss the underlying morphology and multiscale
transport processes of the membrane as shown in Fig. 4.

Nafion and almost all PFSA ionomers have a phase-separated nanostructure.
Hydration (water uptake) of the membrane leads to a nanoscale phase separation of
hydrophobic PTFE region and hydrophilic sulfonic acid region. Nanophase sepa-
ration and water-uptake capacity are affected by the backbone rigidity and ionic
moieties and concentrations, which control the reorganization and interconnectivity
of the domains. Thus, the membrane’s characteristic properties are related to its
phase-separated nanostructure. In addition, as mentioned, water plays a key role in
the ion-transport mechanisms in PESA membranes [34-36]. The morphology of
PFSA membranes has been under investigation over the past few decades. The early
work of Roche et al. [37, 38], Gierke et al. [39, 40], and Fujimara et al. [41, 42].
suggested a phase-separated nanostructure with a humidity-dependent ionomer peak
due to the hydrophilic domains [37—40, 43]. Gierke and coworkers [39, 40] proposed
the cluster-network model where water domains form interconnected spherical
clusters of 4 to 6 nm diameter in the polymer. Other morphological descriptions for
water-swollen PFSA membranes include a polymer/water layered structure [44], a
disordered network of polymer chains and water [45], parallel-cylindrical water
channels in semi-crystalline polymer matrix [46], and a bicontinuous network of
ionic clusters in a matrix of fluorocarbon chains [47]. Todays, it is still not definitively
known what the microstructure seems to be, but something akin to ribbons of
hydrophilic domains interspersed among backbone crystallites is the leading can-
didate [48, 49]. It is also known that a fluorocarbon-rich skin forms on the surface of
Nafion® depending on the humidity [50—58], where studies have shown an increase
in overall hydrophilicity of the surface with humidity.

Depending on the membrane’s water content, the proton transport mechanism
varies and has a strong effect on conductivity. The membrane conductivity is
determined by size, shape and connectivity between the hydrophilic clusters. The
water sorption in the membrane is classified into two groups: bound water and bulk
water. Larger clusters have more bulk water and smaller clusters have more bound
water and both of these have different dynamics affecting the overall conductivity.
These two dynamics led to a hypothesis that there are two different proton transport
mechanisms. Proton mobility across the membrane is hypothesized to occur by
(1) hopping mechanism—observed at high-humidity condition and on the order of
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picoseconds and (2) vehicular mechanism—prominent at low-humidity condition
and on the order of nanoseconds.

The key metric for membrane properties is the water content, A (= mol H,O/mol
SO37), which can be calculated from the water mass uptake of the membrane as

1= My /Vpy (46)
M,/EW

where EW is equivalent membrane [g/mol] of the membrane, V,, is the (partial)

molar volume of water (~ 18 [cm®/mol]) that may change slightly during uptake,

and M,, and M, are the mass of water and dry polymer, respectively. The water

concentration in the membrane is then

A A
W4V, iV,+EW/p,

(47)

Cy =

where V, and p, are the molar volume and density of dry polymer, respectively.
The volume fraction of water in the hydrated membrane is also commonly used,
which is simply

©,, = cwVu (48)

In most experimental setups, the controlled parameter is the water-vapor activity,
ay, (or relative humidity) instead of water content. Thus, the relationship between
the water content and ay, at a given temperature, so-called sorption isotherms, must
be determined. Figure 5 shows a sample of the data for such a plot.

As the membrane becomes more hydrated, the sulfonic acid sites become asso-
ciated with more water, allowing for a less bound and more bulk-like water to form.
This new water is no longer strongly influenced by the dielectric properties of the
sulfonic acid groups and is essentially enlarging the ionic domains by filling them in

Fig. 5 Membrane water
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with water. This is why there is a flattening out of the slope above 4 = 6 in the uptake
isotherm. The extreme case is when the membrane is placed in a liquid water
reservoir, where the ionic domains swell and a bulk-like liquid-water phase comes
into existence throughout the membrane. In this case, there is a large increase in
water uptake (4 = 22-24), and the uptake difference between 100 % relative
humidity and liquid is known as Schroder’s paradox since the chemical potential is
the same [57, 65—67]. It is now believed that this paradox is caused by surface films
and their impact on overall structure and chemical potential within the membrane.

3.1.1 Calculating Water Uptake

As water content, /, is such a critical variable for predicting transport properties and
describing the membrane state, extensive efforts have been undergone to predict
A based on measurable properties and environmental conditions. Almost all of the
recent efforts resort to a thermodynamic, equilibrium-based energy-balance
approach to explain the sorption phenomena based on the contributions from the
elastic forces and electrostatic interactions [66, 68—77]. These models typically
either assume a nanoscale morphology or calculate one. For example, the models of
Freger and coworkers [69, 70] and Promislow and coworkers [64, 65], both use an
expression for the free energy of the system and minimize it among possible
geometries to derive a description of the hydrophilic domain microstructure. In this
fashion, they can predict the impact of environment on water uptake and provide a
domain distribution that can be used to run transport simulations. In all of the
models, the key is that the thermodynamic equilibrium is governed by a
mechanical/chemical energy balance where the sulfonic acid moieties would like to
dissolve but this is hindered by the backbone, hydrophobic moieties that generate a
swelling pressure [69, 75].

To understand water uptake, one starts with the fact that the swelling of a
membrane at a given humidity and temperature is governed by the equilibrium of
the chemical potential of water (having the same reference state)

W, = RTIna, = i, = RT Ina, + V,I1(p;) (49)

where i, and uf, are the chemical potential for water external and internal to the
membrane, respectively, a,, and g, are the activity of the water external and internal
to the membrane, respectively, T is the absolute temperature, R is the universal gas
constant, V,, is the molar volume of water, and II is the osmotic pressure. For
equilibrium swelling, the osmotic pressure must equal the swelling pressure, py,
applied by the polymer matrix to the water domains. The water activity internal to
the membrane can be expressed using the Flory—Huggins theory for polymer
solutions [78],
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Ina, = 1n(1 - qs;,) + Kl — V,,}VW> o, +x¢f} (50)

where y is Flory—Huggins interaction parameter, which characterizes the enthalpic
interactions of mixing between the polymer and solvent, and (l); is the volume
fraction of the polymer including the bound water, i.e.

(51)

where 4 is the bound water that is strongly attached to ionic groups [64, 79, 80].
Thus, the total water content in the membrane consists of chemically bound water
and free water [64, 73, 79, 81-84]. The molar volume of the dry polymer,

v, = EW/p, (52)

is related to the equivalent weight (EW) of the membrane and its dry density, p,,.

As the interaction parameter of a solvent/polymer network decreases, solvent
uptake becomes more favorable. The interaction parameter could be determined
empirically, for example by fitting the Flory—Huggins expression to experimental
water-uptake data, or calculated using atomistic models. For PFSA membranes, the
reported values for y are between 0.9 and 2.5 with a strong dependence on the water
content [79, 85, 86],

K1) =15y 41 (1= ) (53)

where y¢ and y; are the components of the interaction parameter controlling the
swelling and temperature effects, respectively, and T.s = 298 K is the reference
temperature. This results in Eq. 49 becoming

(1 - qs;) exp[(l - V,,/IVW) ¢, + 1y, T)dﬂ — ayexp (;:;1‘1(4)[,, T)> -0
(54)

To solve Eq. 54, one needs to know the swelling pressure function, T1(¢,, T).
Several approaches exist in the literature to correlate the swelling pressure to the
water volume fraction [69, 73-75]. A typical one is to use empirical information
about nanoscale domains as measured by small-angle X-ray scattering (SAXS) and
assuming a given geometry (e.g., cylinders). The normalized pressure generated in
the network, p,/Epm, is due to the radial deformation of the backbone during
swelling from the dry state,
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M(¢,.7)  ps A 1/2d — r g
ddry 1-—

= =1-—=1-—=1-
EPm(T) Epm Adry I/dery — Fry ¢g£));i/”

(55)

where r is the radius of the hydrophilic water domains, 7 is the dimension of the
morphology (e.g., n = 2 for cylindrical domains and 3 for spherical domains),
Ppore = (2r/d)" from geometry, and d/dqry is determined from SAXS experiments.
The temperature dependence is implemented into Young’s modulus of the polymer
[75]. When the membrane is completely dry, it is assumed that the domains contain

only the SO;~ groups. Therefore, ¢~ must be equal to the SO5~ volume fraction

pore

of a dry PFSA membrane,

% V.
dry _ dry _ VSO; _ SO3
(rbpore ¢SO3 - _p W/,Up (56)

where VSO3 can be taken to be 40.94 cm’/mol [39], and the pore volume fraction
becomes

¢pore =¢,+(1—9, )d)pore (57)

If one wants to account for other external body forces acting on the membrane
(e.g., constraint or compression), this can readily be accomplished [66, 87]. Since
the thermodynamic equilibrium is always maintained even with constraints on the
membrane as discussed by Weber and Newman [88], equilibrium swelling of a
compressed membrane can be written by modifying the pressure term in the
chemical potential of water inside the polymer in Eq. 49,

W = RT Ina, + V,,I1(ps, p.) (58)

The new pressure term becomes a function of the original swelling pressure, py, and
the applied external pressure, p,.

Other approaches to determine the water content revolve more around treating
the membrane more as akin to a porous medium where there are different types of
channels related to the internal interaction energies [61, 89-92]. These more
mesoscopic approaches are somewhat beyond the scope of this chapter but are
worth noting as they provide a means to describe a transition from the liquid- to
vapor-equilibrated structures (i.e., they bridge Schroder’s paradox). They also
typically use single-pore interaction equations to predict the swelling pressure using
similar local equilibrium arguments as above [77, 93]. In such a scheme, one
assumes there are pores within the membrane that are either liquid-equilibrated or
vapor-equilibrated. These are distributed in a random network and the swelling
pressure and energy of the different pores is used to predict the fraction of those
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pores and the overall membrane water content. In addition, this can also be used to
examine transport through the membrane’s mesoscale morphology.

3.2 Transport Equations

3.2.1 General Governing Equations

The overall transport and species balances described in Sect. 2 applied at the
macroscale remain valid. In the membrane there is no consumption or generation of
charge or species, so the source terms, S, can be neglected. Since the membrane is
assumed to contain only protons as charge carriers (the transference number of
protons is 1), the ionic current density in the membrane phase (subscript 2) is given
by equation

i2:FZ+N+ :FN+ (59)

The simplest way to treat proton transport across membrane is to use Ohm’s law,
as in Eq. (3), relating the current and potential under a constant conductivity
condition,

ip = —xVd, (60)

where « is the ionic conductivity of the membrane and V®; is the potential gradient
across the membrane (main driving force). Such a simple treatment is used in
models that focus on non-membrane components. However, it is known that proton
conductivity is not constant and consideration of other factors as mentioned
already requires a more rigorous treatment that involves the transport of water along
with that of protons.

As noted, for a rigorous treatment of the transport of proton and water, one can
use either a dilute-solution resulting in Nernst-Planck Equation (25) or
concentrated-solution approach. Similarly, for water, dilute-solution theory results
in a Fickian type Eq. (12),

N, = _O(V:uw (61)

where a is called the transport coefficient and depends on the type of driving force
that is chosen as discussed later. However, it is known that the cross terms between
water and proton flux are not negligible, and thus need to be accounted for. Using
concentrated-solution theory, one considers the various binary interactions in the
system. Doing this results in the two coupled equations:



114 S. Balasubramanian and A.Z. Weber

i2 = —KV(DQ — %V,uw (62)
and
Ny = %ve, (2 )y (63)
w — F 2 F2 ;uw

where £ is the electro-osmotic coefficient and is defined as the ratio of flux of water
to the flux of protons (in the absence of concentration gradients).

N,
c_ N 64
‘TN, (64)

and the potential in the membrane can be defined by

0, == (65)

These two equations combined with the material and charge balances and energy
equation (Egs. 10, 20, and 44, respectively) constitute a closed set of independent
equations that completely describe the transport within the membrane for a
concentrated-solution system composed of water, proton, and membrane.

The boundary conditions used in conjunction with the above equations can vary
and are to some degree simulation dependent. Normally, the current density, water
flux, reference potential, and water chemical potential are specified; but two water
chemical potentials or the potential drop in the membrane can also be used. If
modeling more regions than just a membrane, additional mass balances and internal
boundary conditions must be specified. In particular, as it is known that the
interface of the membrane can represent a mass-transport resistance, the membrane
water-uptake boundary condition is altered to include a mass-transfer coefficient
instead of assuming an equilibrium isotherm directly (i.e., using Fig. 5 or Eq. 54)

N = kmz(ain - aout) (66)

where in and out refer to the water activities directly inside and outside of the
membrane interface and k,,, is a mass-transfer coefficient. This approach is the same
as including a surface reaction (e.g., condensation) at the membrane interface.
Finally, since the water is in a condensed state within the membrane, water uptake
should involve the release or consumption of phase change heat, which should be
accounted for in the energy conservation Eq. (44).

It should be noted that the above discussion and equations have not stated
anything about the mode of transport; thus, the equations above are general.
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3.2.2 Choice of Water Driving Force and Transport Parameters

As noted in the previous section, there are three main transport properties within the
membrane: conductivity, electro-osmotic coefficient, and transport coefficient. All
have been experimentally measured and are functions of temperature and water
content (4) for a given membrane. The first two are relatively straightforward to
interpret and use [91]. Typically, the values are taken from data and empirical
expressions are used, although there are some more mesoscopic and nanoscopic
models that aim to predict these values, which is an opportunity for multiscale
modeling to relate the macroscopic observables and coefficients to polymer mor-
phology and environmental conditions. The transport coefficient requires some
further discussion.

As mentioned, one can interpret the chemical-potential driving force in Eq. 61
in terms of various means, with the most popular being the use of concentration
(i.e., A) or pressure, termed diffusive and hydraulic models, respectively [18].
Increasingly, some models use both as separate driving forces, thus allowing for the
determination and use of two transport coefficients [77]. This method provides an
increase in the degree of freedom for solving the problem, which allows one to
handle effects like Schroder’s paradox; however, it is not thermodynamically rig-
orous. The choice of driving force informs the use of transport coefficient as well as
interpretation of experimental data.

The most rigorous interpretation is to use the chemical potential directly, which
is composed of activity (concentration) and pressure terms,

v, =RTVIna,+V,,Vp (67)

In this fashion, the above accounts for both vapor- and liquid-equilibrated
transport mechanisms using the single, thermodynamic driving force, with the
transport coefficients being averaged in some fashion. However, the use of a
chemical-potential driving force does become hard to determine when used in
conjunction with temperature gradients due to the presence of the partial molar
entropy in its definition [94].

For a pressure-driven process, the measured variable is the permeability (see
Darcy’s law, Eq. 36) and thus

(68)

where the L denotes that it is from a liquid-equilibrated measurement, p is the
viscosity, and kg, is the membrane permeability. For an activity-driven process,
the diffusivity is the measured parameters and [91]

cw(M+1)

RT (69)

oy = Dy
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where D, is the diffusivity relative to a thermodynamic driving force. While this is
valid for interpretation from NMR measurements, it can be correlated to other
driving forces [95]. For example, one can use thermodynamic identities showing
that

_ Olna,
F = dne, "

(70)

where Dy is the diffusion coefficient for steady-state (Fickian) diffusion that is
related to a gradient in water concentration. In addition, some experiments measure
a dynamic diffusion coefficient during sorption or desorption, which typically has a
different dependence on water content than those measured by steady-state mea-
surements [95]. The issue is that during sorption and desorption, polymer relaxation
is also occurring. In this situation, the dynamic diffusivity (although, as discussed, it
is not really just a diffusive process), Dy, is determined from fitting the data using
Fick’s second law,

dc
d—tw =-V-N, =-V-Dy(c,)Ve, (71)
The equation above can be solved with the initial and boundary conditions
reflecting the nature of the water transport, where one uses an interfacial boundary
condition of the type

de _

© kn(coo — c0) (72)

Dy

where k,, is the interfacial mass-transport coefficient and c« is the concentration of
water in the environment.
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Fig. 6 Measured, time-resolved water profiles across Nafion using X-ray computed tomography
and changing at ¢ = 0 from dry boundary to either vapor saturated (left) or liquid (right). Figures
reprinted from Ref. [96] with permission
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To understand the various water transport processes and if they occur during
operation, Hwang et al. measured the water profiles across a Nafion membrane [96].
As shown in Fig. 6, it is clear that there is a difference between the dynamic and
steady-state profiles, including a possible change in slope that is indicative of
changing diffusivity functionality. In addition, it is clear that there is interfacial
resistance, which is apparent in that the vapor-saturated side does not reach close to
A = 14. Also, there is the implied nonlinear functionality of the diffusion coefficient,
where the plateau around A = 6 or so corresponds to fast Fickian diffusion which is
derived from the Darken activity correction (Eq. 70) as calculated by the sorption
isotherm shape (Fig. 5). Figure 6 clearly shows a much more rapid approach to
steady state in liquid water as well as no interfacial resistance on the liquid side,
agreeing with other studies [97-101]. The plateau at high 4 is also indicative of o,
being much larger than ay [102], with the end of the plateau perhaps indicating the
change from liquid to vapor-equilibrated transport mechanisms. This observation is
also in agreement with measurements that say that transport is relatively fast within
the membrane and is limited by interfacial mass transfer as discussed above.

3.2.3 Gas Crossover

In addition to the water and proton species, it is important to also account for gas
crossover. The crossover of these gases results in a mixed potential at the electrode
—thus explaining the difference between the observed open-circuit potential and
the equilibrium potential and a chemical short of the cell. Although the crossover is
normally only a small efficiency loss, it does limit the thickness of the membrane
[103], and can become important if pinholes or membrane thinning occur.
Furthermore, crossover is attributed to carbon corrosion during fuel starvation
[104], platinum-band formation [105], and peroxide generation [106]. In addition,
recent studies have also shown that the dilution effect by crossover of nitrogen can
be important, especially for systems that recirculate the anode stream [107, 108].

Since the gases are dilute in the membrane, it is easiest to just use experimentally
measured permeation coefficients (which increase with water content and
temperature)

N = —,Vp, (73)

where \; and p; are the permeation coefficient and partial pressure of species i,
respectively. A permeation coefficient is used instead of separate diffusion and
solubility coefficients since it simplifies the analysis and the need for experimental
data, and because the individual properties typically have offsetting temperature and
water-content dependences.
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3.3 Membrane Swelling

As discussed in determining A (Sect. 3.1.1), there is a swelling pressure that gen-
erates macroscopic changes in the membrane’s dimensions at high relative
humidities. The swelling is non-affine and one can do a mechanical energy analysis
to understand and predict the dimensional changes [66, 75, 76, 88, 109, 110].
Typically, one assumes additive constant molar volumes,

V=V,+.V, (74)

which is only rigorously true at higher (free-swelling) water contents since the
initial water molecules solvate the molecules and do no swelling work as discussed
above. The impact of swelling is the change in the overall volume of the membrane,
which impacts the concentration and gradient magnitudes through thickness cal-
culations when modeling. In addition, membranes are often constrained in cells,
which then require analysis of Poisson’s effects and areal constraint and even issues
with the uniaxial compression that is applied during cell assembly. That being said,
most membranes have quite high moduli, thereby meaning that they will swell
normally, especially in the thickness direction, where the less strong and more
porous GDLs will compress [88].

Membrane swelling can be either isotropic or anisotropic and depends strongly
on if and how the membrane is mechanically reinforced or if it has substantial
crosslinking. To account for swelling, one can use a variable transformation

Z

zZ =—=_
1+s¥—:;i

(75)

where z is a given spatial dimension, s is the swelling factor in dimension z, and V/, is
the partial molar volume of the dry membrane (Eq. 52). In this scheme, one cal-
culates the swelling dimensional change based on the average water content of the
membrane, £, using an expression like in Eq. 75, where s depends on the anisotropy
of the swelling and the partial molar volumes can be a function of A (typically they

are taken to be constant as mentioned). However, since 7 is not known a priori, one
must iterate over the entire simulation until the value converges or one can use the
following set of differential equations to calculate it during the simulation. The first
equation is an expression of the average water content as an integral

7=

1
Y

0

! 1
Az)dz = [ Alg)dg
/

where the equation has been nondimensionalized. The second equation arises from
the thickness being a scalar quantity that is uniform
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a_y
dg

These two equations are solved with the swelling boundary condition given by
Eq. 75 and applied at ¢ = 1. It should be noted, that recent advances with reinforced
membranes have shown better mechanical properties and hence less swelling of the
membrane [111]. In this case, macroscopic swelling can be ignored.

Swelling and dimensional changes can also result in mechanical failure of the
membrane. This arises due to the shrinkage and contraction of the membrane during
operation where the local humidity changes [112, 113]. Often this mechanical
durability is related to chemical degradation as well [114]. This latter form of
degradation is related to chemical attack [113, 115, 116] and is often simulated
using more molecular simulations [117]. The area of durability provides a good
future opportunity for multiscaling since durability and degradation issues are
typically considered only as changing the macroscopic parameters of the cell with
time, and more information into the actual mechanisms should be linked with
macroscopic performance models. In this fashion, the various stressors can be
evaluated and their impact predicted in terms of lifetime and performance.

3.4 Contamination and Multi-ion Transport

The analysis and discussion above is centered on having the proton being the only
mobile ion inside of the membrane. There are instances where this is not the case,
for example, that of cation contamination including Pt ions due to Pt dissolution,
flow-field corrosion products, salts from the environment, etc. [20, 113]. These ions
will ion-exchange with the protons in the membrane and can cause dramatic
decreases in cell performance. In addition, the issue of multi-ion transport in the
membrane is especially critical in alkaline-exchange membranes, where carbon
dioxide from the air will cause a competition between hydroxide and bicarbonate
ions in the membrane.

To calculate the distribution of ions in the membrane in contact with a reservoir,
one needs to consider chemical equilibrium among the various species in the
membrane and their counterparts in the external reservoir. To do this, one needs to
calculate the concentration distribution of each ion inside of the pore. This distri-
bution can be written as a modified Boltzmann distribution (see Eq. 22)

where r is the radial position of the pore, ext denotes the external reservoir, A; is an
ion hydration constant of species i (see Ref. [118] for values), and ¢, is the dielectric
of the medium. In the above expression, the first term represents electrostatic




120 S. Balasubramanian and A.Z. Weber

attraction/repulsions of ions and the second relates the effects of a changing
dielectric medium. If the dielectric is constant and the same as the reservoir, then
the expression becomes a normal Boltzmann distribution.

To calculate the distribution, the dielectric constant and potential distributions
must be known. The dielectric constant distribution can be determined using
Booth’s equation [119]

o, 3t —n?) N 1
e(r) =n e [c th({V(r)) ~o0) (77)

where n is the refractive index of the solution and  is

(= (22:T) (n? +2) (78)

where kp is Boltzmann’s constant, and n is the dipole moment of the solvent
molecule. Finally, the potential distribution can be calculated by solving
Poisson’s Eq. (21). Solving Egs. (21), (76) and (77) simultaneously yields the
concentration distributions of the various ions and the potential distribution within
the pore.

The results of the partition calculations demonstrate an order of magnitude larger
dielectric constant near the pore walls where the sulfonic-acid sites reside than in the
pore middle [36, 120]. In fact, the change of the dielectric constant can be correlated
to the existence of bulk-like water. The above approach allows the prediction of ion
partitioning by fuel-cell membranes [27]. For alkaline membranes, one must also
consider the equilibrium between carbon dioxide and its carbonate forms.

The above analysis yields distributions of the potential and ions, but does not
treat their transport. As discussed above, Nernst—Planck Eq. (25) can be used for the
transport along with the multi-ion definitions of current density (Eq. 18) and con-
ductivity (Eq. 28), the modified Ohm’s law (Eq. 27), and electroneutrality (Eq. 11).
Due to the presence of more species, more properties are required. These can take
the form of the conductivity, and species’ mobilities, diffusion coefficients, and
transference numbers

2
[ 2 Ujc;
7 200
Ziziu,c,

which is the fraction of current carried by ion j in the absence of concentration
gradients. Without other ions, this value is 1 for protons, and it can be used as an
indication of the current-transport efficiency. Also, the electro-osmotic coefficient is
basically the transference number of water (see Eq. 64).

However, for these multicomponent systems, concentrated-solution theory is
more appropriate as it contains the correct number of transport properties and also
the binary ion/ion interactions are expected to be important. The downside is that

(79)
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the analysis is much more complex and requires more knowledge of the various
transport properties and activity coefficients. For this analysis, equations of the form
of Eq. 31 can be used along with the definitions and electroneutrality. For example,
for a four-component system composed of protons (H"), single-charged cations
(X*), water (w), and membrane (M"), Eq. 31 can be written as

Vaxx+  Vaxg+
Vi, = RT (ﬁ _ ﬁ) +b(V () = V(i) +FV0:  (80)
N O e R CORA LI
XH+ AM~
and
Vi, = RT% (82)

where the potential was defined relative the hydrogen potential as before (see
Eq. 65), y; is the mole fraction of cation i relative to the total number of cations, and
b is a constant related to the activity coefficient. These equations can be solved
along with the concentration-dependent water-uptake isotherm, diffusivities, and
activity coefficients and the equations discussed above.

Finally, some of the pore models utilize the above methodology and equation
set along with the thermodynamic descriptions and swelling pressures to predict
water uptake and ion transport [28, 36, 121-123]. These mesoscale models are then
scaled through statistical distributions up to macroscopic realms where the entire
membrane is simulated. Such analysis is beyond the scope of this chapter, but it

Fig. 7 Scanning electron micrograph of (leff) GDL surface and (right) GDM cross-section with
microporous layer on the bottom and GDL on the top
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does provide a way in which continuum modeling can provide insight at multiple
scales.

4 Gas-Diffusion Media

Gas-diffusion media (GDM) or porous-transport layers (PTLs) are composite
structures typically comprised of a macroporous gas-diffusion layer (GDL), usually
made of woven carbon cloth or carbon paper, and a microporous layer as shown in
Fig. 7. They sit between the gas channels and the catalyst layers, with the catalyst
layers facing the microporous layer. They provide pathways to disperse reactant
fuel, oxidant, heat, and electrons while removing product water. A GDM has to be
hydrophilic enough to wick out the water and hydrophobic enough to not fill with
liquid water and “flood” and block the reactant gas from reaching the catalyst site.
This seemingly competing objective is met by partial treatment of the naturally
mixed wettable layers with hydrophobic PTFE. Water produced at the cathode and
water transported across the membrane is removed out of the cell by capillary
effects including perhaps through cracks and preferential pathways. A microporous
layer serves to protect the membrane from being penetrated by the carbon fibers of
the macroporous GDL, provide discrete locations of water injection into the GDL,
and decrease interfacial roughness or porosity. This decreases the water accumu-
lation near the cathode and hence decreases mass-transport resistance to oxygen
diffusion. In this section, we discuss the mathematical description of GDM along
with the assorted phenomena mentioned above. Because of similarity, all the
transport equations described are applicable to the description of the catalyst layers
that will be discussed in Sect. 5.

4.1 Modeling Equations

Modeling the GDM involves descriptions of the fluxes in the gas and liquid phases,
interrelationships among those phases, as well as electron and heat transport.
Traditional equations including Stefan—-Maxwell diffusion (Eq. 15), Darcy’s law for
momentum (Eq. 36), and Ohm’s law for electron conduction (Eq. 29) are typically
used in macroscale, macrohomogeneous situations, where most of the effective
transport properties of the various layers have been measured experimentally [124],
or perhaps modeled by more microscopic methods. Effective properties are required
since the continuum approach treats the material as continuously distributed in
space, but the porous media contain multiple phases due to solid fibers or particles.
The microscopic heterogeneity of the porous structure is accounted for by utilizing
effective properties. This is accomplished by volume averaging all the relevant
properties and system variables for transport within the porous domain,
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Fig. 8 Relationship between domain pore size and the contribution ratio of molecular diffusion
versus Knudsen diffusion of oxygen in nitrogen at 80 °C, 150 kPa. Reprinted from Ref. [125] with
permission
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where s, represents any property in the phase k and ¢ and t; are the porosity and
tortuosity of phase k, respectively. Of course, there are always caveats and sim-
plifications that must be made to model the macroscale transport. Thus, the specific
pore structure is often considered only in a statistical sense, local equilibrium
among phases is often assumed, and the effective properties, which are often
measured for the entire layer, are applied locally and assumed to remain valid.
Finally, only recently have issues related to specific interfacial phenomena, contact
resistances, and correlating the channel conditions to water droplets and removal
been studied and included, even though such effects could dominate the overall
response of the cell. For example, cell compression and solid mechanics can be
used to understand how assembly may change the effective properties including
lower porosities in the GDL and perhaps even bowing of the GDL into the
flow-field channel; such studies are beyond the scope of this chapter.

4.1.1 Gas Phase

Treatment of the gas-phase species is relatively straightforward where there could
be two main diffusion mechanisms as seen in Fig. 8. From an order-of-magnitude
analysis, when the mean-free path of a molecule is less than 0.01 times the pore
radius, bulk diffusion dominates, and when it is greater than 10 times the pore
radius, Knudsen diffusion dominates. This means that Knudsen diffusion is sig-
nificant when the pore radius is less than about 0.5 um. For reference, a typical
carbon gas-diffusion layer has pores between 0.5 and 20 pm [126-128] in radius,
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and a microporous layer contains pores between 0.05 and 2 um [129, 130]. Thus,
while Knudsen diffusion may not have to be considered for gas-diffusion layers, it
should be accounted for in microporous and catalyst layers. Such transport can be
considered as interactions between the gas molecules and the wall. If the wall is
taken as a species, one can derive a modified Stefan—-Maxwell equation for
gas-phase diffusion [131, 132]

Nl' X,']Vj — )CjN,'
Vi = — et + Z Deit
by, 5h Tl

where the D‘,"(ff is the effective Knudsen diffusion coefficient. The effective diffu-
sivities are both a function of the bulk porosity and the saturation, S, also known as
the liquid volume fraction of the pore space,

v €G &(1 —3S)
D ="Cp, ="~ D, 84
ij TG J TG J ( )
where 1 is the tortuosity of the gas phase and ¢, is the porosity of the medium.
While a Bruggeman expression is often used for the tortuosity effect,

1 = 850‘5 (85)

This has been shown not to be valid for fibrous GDLs, where the exponential
power has been measured to be closer to 2—3 for each effect [133-135],

eff

iy . 3
b =a=9) (86)

The above also agrees with more microscopic modeling results [136, 137]. For
the bulk movement and convection of the gas phase, Darcy’s law and the
mass-averaged velocity (Eqgs. 36 and 13, respectively) are used with an effective
permeability that is comprised of the absolute (measured) permeability and a rel-
atively permeability owing to the impact of liquid

kk - r,kksat (87)

where k,.; is the relative permeability for phase k. The above equations are used
along with the transient mass balance (Eq. 10) to describe the gas-phase transport.

4.1.2 Liquid Phase

While one can treat the liquid water as a mist or fog flow (i.e., it has a defined
volume fraction but moves with the same superficial velocity of the gas), it is more
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appropriate to use a separate equations for the liquid. This is often of the form of
Darcy’s law (Eq. 36), which in flux form is

NW,L = -

kL
= VpL (88)
Vit
where V,, is the molar volume of water. One can also add a second derivative to the
above such that a no-slip condition can be met at the pore surfaces (i.e., Brinkman
equation) [138]. There are also modeling methodologies that reformulate the
transport equation. For example, one can use the saturation as the driving force,

resulting in a governing equation of
N, .= —DsVS (89)
where Dy is a so-called capillary diffusivity

o kdpc

- v, ds (90)

S

Although the above equation is valid, it gives the false impression that the
saturation is the driving force for fluid flow, and that a saturation condition should
be used as a boundary condition. Furthermore, care must be taken in the inter-
pretation of the capillary diffusivity.

4.1.3 Heat Transport

For GDM, the thermal balance turns mainly into heat conduction due to the high
thermal conductivity compared to convective fluxes. Although no electrochemical
reactions are occurring within the GDM, there are still phase-change reactions that
can consume/generate a considerable amount of heat. Thus, those source terms
must be included in the overall heat balance (Eq. 44), and it should be noted that
effective properties are again required to be used in the governing equation. Finally,
the contact resistance at the boundary can be appreciable for both thermal and
electrical contact. This boundary condition is similar to an interfacial resistance

0= h(Tin - Tout) (91)

where the out is typically the flow field. One should note that the heat and electrical
conduction typically travels through the same solid fraction and out of the cell
sandwich through the ribs. Thus, they have similar property dependences including
a significant anisotropy with the in-plane direction being almost an order of mag-
nitude higher than the through-plane direction due to fiber alignment in typical
GDLs [139-141].
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Fig. 9 Schematic of phase-change-induced flow where water and heat are transported along the
cathode PEFC temperature gradient

4.1.4 Liquid/Vapor/Heat Interactions

Equations 84, 87, and 88 clearly show that there is an impact of the liquid- and
gas-phase volume fractions on the transport of each other through the various
effective transport properties. From a continuum perspective, these are related
through the capillary pressure [30, 31, 142, 143],

2ycos 6
pC:pL_PG:_}); (92)

-
where y is the surface tension of water, r is the pore radius, and 60 is the internal
contact angle that a drop of water forms with a solid. The functional form of the
saturation dependence on capillary pressure can be measured [144, 145] or derived
using various simplistic models [146] or more complicated pore-network and other
models [147-150]. However, macroscopic models typically utilize microscopic-
model or experimental results that are taken from analysis of the entire GDL and
apply them locally; validation of this assumption still remains an open question,
especially since it is known that GDM structures are not spatially homogeneous.
It should also be noted that the often used Leverett J-function [136, 143] for
the capillary pressure—saturation relationship was derived from hydrophilic soil
systems and is not really valid for GDLs.

Although the liquid and gas phases are related through transport properties, they
also have an effect on each other’s fluxes through heat transport and phase-
change-induced (PCI) flow [151-153]. In this fashion, the liquid water is near
equilibrated with water vapor and the temperature distribution induces a water
vapor pressure gradient. The water is transported along that gradient and condenses
and gives off heat at the gas channel or cooler flow field rib as shown in Fig. 9. Such
an effect can be shown to be able to move all the produced water when operating
above temperatures of 60 °C or so with typical component properties [152]. In this
fashion, the produced water is removed in the vapor phase and flooding concerns
are minimal. Such a mechanism results in substantial heat removal from the hotter
catalyst layer as well. Finally, liquid water can also impact other properties such as
thermal conductivity [139, 140, 154, 155].
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4.2 Microporous Layers and Pore-Network Modeling

Microporous layers can be modeled in the same fashion as the GDLs discussed
above. However, due to the morphology (see Fig. 7), their properties are more
isotropic. In addition, these materials are typically more hydrophobic, and due to
their relative thinness, interfacial phenomena are more important. Due to this effect
and because they contain smaller pores, more microscopic modeling methodologies
are required. This is especially true as it is believed that liquid water transports across
this layer mainly through cracks and larger imperfections. The end result is that the
microporous layer selectively allows water to enter the GDL, thereby necessitating a
more microscopic treatment of the GDL governing phenomena since a macroho-
mogeneous approach is poor when such spatially significant phenomena occur. To
account for such effects, pore-network modeling and other methods are required.

A pore-network model utilizes a simplified description of the pore space within the
porous medium. Thus, one idealizes the geometry in terms of pores and interconnec-
tions (nodes) [147, 148]. The generated network is validated by comparison of cal-
culated and measured parameters including the pore- and throat-size distribution data
as well as measurements such as the capillary pressure—saturation relationship. Water
flow and distribution within the generated network is solved by a stepwise fashion from
one pointto another, and thus is independent of the real-space discretization grid (i.e., it
only depends on the network). For modeling transport, the same governing equations
and phenomena described above hold. For example, for liquid-water imbibition, the
model examines at each intersection or node where the water travels based on the local
pressure and pore properties. The volumetric flowrate of water in a cylindrical pore of
radius r; between nodes i and j is governed by Poiseuille flow

nr

qw.pore = Apore * Vi pore = ngfl (Apt/ - pC,;,v) (93)
ij

where Ap;; is the pressure acting across the pore, [ is the pore length, and p; is the
capillary pressure in the pore when multiple phases are present. The volumetric
flowrate exists only when Ap;; > pc,. The effective viscosity within a pore, u;}ff isa
function of the fluid position inside the pore, x;, the non-wetting (injected) fluid
viscosity, W,,, and the wetting (displaced) fluid viscosity, p,,. The capillary pressure
is calculated similar to Eq. 92 but where either the average radius of the intersecting
pores at each node or the radius of a given pore is used depending on where the

water meniscus exists,

oo ) 1 —cos (2nzxﬁ) N 1+ cczs (5 N 1 — cos(52)
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where 7; and 7; are the average pore radius around node i and j, respectively, The
capillary pressure is zero when the pore is filled with only one fluid.

Conservation of mass requires that the flowrate balance at each node for every
simulation step, thus from Eq. 93 one gets

2
ZMT%(APU —pc;) =0 (95)

J )

where the summation is over all of the pores connecting to the node (normally 4). The
unknown pressure gradient, Apj;, is solved through the equation above. In addition to
the pore sizes and lengths, one also needs the pore contact angle and fluid properties.
Recent advancements to the pore-network modeling include considering simultane-
ous heat and electron conduction through the network as well as phase change.

While pore-network models utilize a statistical representation of the actual porous
medium, the most robust simulation is to use information of the pore structure and
enact a direct numerical simulation of the transport equations through it [156]. In this
fashion, one uses Navier—Stokes applied to the pore domain and not the more
macroscopic equations like Darcy’s law. Needless to say, these simulations are very
computationally expensive. Similar simulations use Lattice-Boltzmann methods
(LBM), which are advantageous over conventional macrohomogeneous models
because of their ability to handle complex boundaries at a microscopic level
[157-161]. Though LBM requires extensive computation, detailed knowledge of the
various forces, and can have issues with phase-change effects and discrete phases,
there is some promise in terms of determining effective properties. A competent
approach then, to investigate the phenomena in their full intricacy, would be to
understand and capture the physics at the microscale by combining advanced
imaging (e.g., high-resolution synchrotron X-ray tomography) and levelset LBM of
the water and gas transport, and then upscale it to macroscale with a continuum
model validated with neutron radiography.

4.3 Transport in the Gas Channel

Similar to the GDM, the flow-field structure provides mechanical support, removal
of heat and product water, efficient ingress of reactant gases, and provides a
pathway for electrons. To model these effects, one can use the governing equations
discussed in Sect. 2, as the transport phenomena are essentially the same as tra-
ditional fluid flow. The major issue with the channel design is to remove effectively
the liquid water, especially at lower temperatures. Convection in the flow channel
dominates the diffusion mode of transport, so the pressure difference drives fluid
flow in the channel. The pressure drop is caused by the friction between the fluid
and channel walls and laminar (i.e., Poiseuille) flow (Eq. 93) is typically assumed.
In the case of stacks where gas is delivered to multiple cells at fixed pressure drop,
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accumulation of water droplets may lead to disparity in fuel and oxygen distribution
between individual cells. For stacks operating at fixed current, this may lead to
parasitic reactions that may eventually result in cell and stack failure.

While many of the 1-D and 2-D models incorporate the along-the-channel
dimensional effects, such models focus only on the distribution of oxygen, fuel,
etc., which essentially become boundary conditions for the more detailed 1- and
2-D simulations. For this reason, 3-D models are formulated, which try to under-
stand the dynamics of liquid water along the flow channel. However, while this is a
step in developing a durable fuel-cell stack, it does typically necessitate a reduced
granularity for the individual cell layers. We believe that the optimal design in
terms of computational expense and resolution need is 1 + 2-D where the
rib/channel and cell dimensions are modeled rigorously, and the along-the-channel
dimension is considered only at the boundaries. On the larger scale, design of
suitable gas distributors and manifolds and gas channels for efficient removal of
water is improved by proper modeling approaches.

The most important question that the channel model tries to address is the
accumulation and transport of water droplets. This finds particular significance if
one of the cells in a stack is blocked by droplets that could lead to oxygen defi-
ciency and failure of the stack. Liquid water can exist within the gas channel as
droplets or mist being carried along with the gas phase, (annular) films that flow in
the corners and along the flow field, and slugs which block the channel and must be
forced out. These water mechanisms can be seen as a progression, where the
blockage and slug flow occur as the film and droplets agglomerate due to
liquid-water buildup. To model the water flow, the multiphase approaches descri-
bed above can be used where the descriptions hold most for mist flows. For film and
corner flows, one can model that as flow along a parallel plate [29]. For slug flow,
the system becomes inherently dynamic where the pressure builds up and moves a
slug, and then water accumulation or a surface (e.g., bend in a serpentine flow-field
channel) stops the slug until the pressure can increase again.

Fig. 10 Schematic of droplet
force balance Shear \ Channel
Flow
Pressyire — 5
Droplet

/DL '

Adhesion
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4.3.1 Droplet Movement

The above discussion centers on water that is in or condenses in the gas channel,
but a major concern is removing liquid water from the surface of the GDL and into
the channel. Essentially, this is a critical interfacial effect in that if droplet
detachment is hindered, this creates a pressurization of the liquid in the PEFC
porous layers that can lead to flooding. Determination of the correct boundary
condition then is a remaining challenge for PEFC modeling. Such a condition
should provide the liquid pressure and surface coverage of the droplets at a
minimum.

To understand the process of detachment, a force—balance approach can be used
as shown schematically in Fig. 10,

FytFy+Fs+F, =0 (96)

where F, is the adhesion or surface tension force, F), is the pressure force, Fj is the
shear force acting on the droplet, and F is the gravitational force, which is negligible
for typical droplet sizes although can be appreciable for large slugs. The adhesion
force is best determined experimentally using a sliding-angle technique with water
penetration through the bottom of the GDL as this is more accurate than the use of a
contact-angle-hysteresis type of measurement on the GDL surface [162].

The shear force can be calculated based on Stokes flow past a sphere and the
shape of the droplet,

F - [M] & (97)
H— 1)

where d is the droplet diameter at its maximum, H is the channel height, (v) is the
average flow velocity in the channel under laminar flow [29], p is the fluid vis-
cosity, and £ is the droplet height. Similarly, for the pressure force one can derive
and expression of the form

| and(v)
F= h)zl H 99
where
a=12 [l —%tanh(%)} (99)

where W is the channel width, and the above is fit from CFD simulations. The
pressure force can also be used in a force balance on a water slug to determine when
it will move. While the above equations can be used, rigorously, they are valid only
for a single droplet in the center of a channel. For multiple droplets, interactions
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between them can occur and more research is required. Similarly, the impact of the
underlying water-network topology on the droplets and adhesion force is not fully
known; it is an area where multiscaling techniques would prove beneficial.

5 Catalyst Layer

The catalyst layer is befittingly referred to as the pacemaker of a PEFC [163]. The
catalyst layers determine the rate of current generation by the electrochemical
reaction. While the anode catalyst layer garnered some of the attention during the
earlier part of PEFC research, due to focus on carbon monoxide poisoning of the
anode, especially with reformate feeds, much of the focus is on the cathode catalyst
layer due to high kinetic loss experienced by the oxygen reduction reaction. The
high kinetic loss requires the use of high precious-metal (e.g., Pt) loading at the
cathode. The major focus of research in this area is to increase the active area for
reaction without any significant effect on the mass transport of reactant and product
species. Understanding how structure, composition, and operating conditions
control rates of electrocatalytic processes and their complex spatial distributions
constitutes the basic task of catalyst-layer modeling. Modeling is well suited since
experimental interrogations into catalyst layers are quite difficult due to the complex
morphology and multiple components and phases in the layer (e.g., micro- and
nanometer pores, nanoparticles of catalyst supported on slightly larger particles of
carbon, thin films of ionomer, liquid films, etc.) and its overall thinness (order
of 10 um or less). The subsisting challenges and recent advances in the major areas
of theoretical catalyst-layer research include: (i) structure and reactivity of catalyst
nanoparticles, (ii) self-organization phenomena in catalyst layers at the mesoscopic
scale, (iii) effectiveness of current conversion in agglomerates of carbon/Pt, and
(iv) interplay of porous structure, liquid—water formation, and performance at the
macroscopic scale. The success of any catalyst rests on the practicality of fabri-
cating it as an electrode for PEFC operation.

Construction of catalyst layers is still an art form in which modeling always plays
the catchup role (i.e., it is not predictive). For example, the cost of catalyst is reduced
by minimizing the parasitic losses, increasing the power density, and decreasing the
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Fig. 11 Simple equivalent-circuit representation of a porous electrode. The total current density, i,
flows through the separator or membrane to the electrolyte phase (2) and then into the solid or
electronic phase (1) including a contact resistance. In between, the current is apportioned based on
the resistances in each phase and the charge-transfer resistances, which also contain a capacitance
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Pt loading. However, decreasing the catalyst loading can result in unexpected
mass-transfer losses [164], as well as a sort of capacity fade due to loss of active sites
to gradual processes like catalyst agglomeration (Ostwald ripening), sintering and Pt
dissolution [113, 165, 166]. It is known that in the PEFC catalyst layer, “opti-
mization has often proven to be an empirical process rather than an engineering
design process largely because it is difficult to envision the ideal catalyst layer when
the structure of the state-of-the-art is so poorly understood” [167]. However recent
advances in molecular dynamics, mesoscale modeling, and multiscale, multicom-
ponent coupling are showing or providing theoretical frameworks on why some
catalyst layers exhibit better water and thermal management, as well as the impact of
degradation [168—171]. Understanding catalyst layers is one of the most critical
areas for multiscale simulations, especially as transport and related phenomena occur
on disparate length scales throughout the layer and the components within the layer.
Such models are described in detail in other chapters of this book; here we restrict
ourselves to the more macroscopic, continuum modeling approaches. Again, the
lower scales can typically provide the effective transport properties of the catalyst
layer (which is even more critical than in GDM where diagnostic experiments are
easier to conduct), as well as correlate those properties to structures.

From the continuum approach, one is trying to derive and use expressions for the
transport of the relevant species in the various phases. One can think of something
similar to Fig. 11, where the ionic current is carried by the ionomer thin films or even
water layers, the electronic current is essentially shorted due to the high conductivity
of the percolated carbon particles, and the charge-transfer resistance is given by the
kinetic expressions. Obviously, such a picture is simplified greatly, but it does
provide a means for understanding how current is distributed in porous electrodes
and provides an underlying conceptual framework [27]. It should be noted that
oxygen transport can also impact the current distribution, which will change the
charge-transfer resistance. In addition to the more traditional macroscopic modeling
of catalyst layers, some continuum models examine transport through single pores
using complex reaction expressions and accounting for Poisson’s equation (Eq. 21)
and the space-charge region. Such models are also good at being able to analyze
interesting phenomena such as ultra-thin catalyst layers that do not contain ionomer
[172, 173]. Although they use a continuum Poisson—Nernst-Planck formulation
(Egs. 10, 21, and 25), they are more mesoscopic in origin and beyond the scope of
this chapter.

5.1 Kinetics

To model the charge-transfer reactions within the porous electrode, kinetic
expressions are used. A typical electrochemical reaction can be expressed as
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where s is the stoichiometric coefficient of species i residing in phase k and
participating in electron-transfer reaction £, n;, is the number of electrons transferred
in reaction i, and M} represents the chemical formula of i having valence z;.

The ion-transfer rate is equal to the electrochemical reaction rate at the electrodes
(which is the source term, or transfer current density in Eq. 2). According to
Faraday’s law, the flux or species i in phase k and rate of reaction 4 is related to the
current as

1}
Nij = Z Thik = Zsi,k,h# (101)

where i), refers to the transfer current density, i.e. current (i) per unit geometric area
of the electrode. The rate of a chemical reaction is related to its concentration and
temperature through an Arrhenius relationship,

—Ea a; i
i —kexp(RT> 1T (af) (102)

where k is the rate constant, m; is the order of reaction for species i, and a; is the
activity of reactant i, which as discussed above requires that an appropriate refer-
ence ion is chosen as the activity of a single ion is undefined [27]. For modeling
purposes, especially with the multi-electron transport of species, it is often easiest to
use a semi-empirical equation to describe the reaction rate, namely, the
Butler-Volmer equation [27, 174],
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(103)

where i, is the transfer current between phases k and p due to electron-transfer
reaction h, the products are over the anodic and cathodic reaction species,
respectively, o, and o, are the anodic and cathodic transfer coefficients, respec-
tively, and iy, and U,rff are the exchange current density per unit catalyst area and
the potential of reaction / evaluated at the reference conditions and the operating
temperature, respectively.

In the above expression, the composition-dependent part of the exchange current
density is explicitly written, with the multiplication over those species in partici-
pating in the anodic or cathodic direction. The reference potential is determined by



134 S. Balasubramanian and A.Z. Weber

thermodynamics as described elsewhere [27], and can commonly be determined
using a Nernst equation,

v=u -, (Ha) (104)

where s; is the stoichiometry of species i; and the activity of the species is often
approximated by its local concentration of the species. If the reference conditions
are the same as the standard conditions, then U™ has the same numerical value as
Ul

The term in parentheses in Eq. 103 can be written in terms of an electrode
overpotential

ny = B — B, — U (105)

If the reference electrode is exposed to the conditions at the reaction site, then a
surface or kinetic overpotential can be defined

ns;, = (Dk — (Dp — Uh (106)

where U, is the reversible potential of reaction /. The surface overpotential is the
overpotential that directly influences the reaction rate across the interface.
Comparing Egs. 29 and 30, one can see that the electrode overpotential contains
both a concentration and a surface overpotential for the reaction.

For the hydrogen oxidation reaction (HOR) occurring at the porous anode cat-
alyst layer, Eq. 103 can be written as

2
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where 1 and 2 denote the electron- and proton-conducting phases, respectively, and
the reaction is almost always taken to be first order in hydrogen. Typically, the
dependence on the activity of the proton(H)-membrane(M) complex is not shown
since the electrolyte is a polymer of defined acid concentration (i.e., ayy = afSi,).
However, if one deals with contaminant ions, then Eq. 107 should be used as written.
Also, it has recently been shown that the HOR may proceed with a different mech-
anism at low hydrogen concentrations; in this case, the kinetic equation is altered
through the use of a surface adsorption term [175]. Due to the choice of reference
electrode, the reference potential and reversible potential are both equal to zero.

If the system is at equilibrium then the rate of the forward reaction is equal to the
rate of reverse reaction, i.e. the net current is zero and the Nernst Eq. (104) is
obtained for an elementary reaction. The reaction rates at this equilibrium are
written as a current density which is called the exchange current density and is
defined as
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where i{)fOR refers to the exchange current density at the reference conditions and is

based on the catalyst surface area (e.g., platinum). To change this from per unit
catalyst area to geometric area, a roughness factor, AL, is used (i.e., cméeolcml%t).
The exchange current density of a reaction is an indicator of the ease of the reaction.
The exchange current density for the HOR reaction depends on catalyst being used
and is very high (~ 1 mA/cm?) for platinum, which is the typical catalyst of choice
[176]. Also, it can depend on the particle size and crystal facet [163], both of which
complicate continuum modeling, which typically assumes a uniform distribution
and particle size. In theory, one can integrate over such distributions, but due to the
complex interactions, it is often more advisable to do true multiscale simulations,
where particle-size effects and distributions at the mesoscale can be handled more
rigorously.

Unlike the facile HOR, the oxygen reduction reaction (ORR) is slow. Due to its
sluggishness, usually for describing a cell in operation, the anodic part of the ORR is
considered negligible and is dropped, resulting in the so-called Tafel approximation

my 2
. . Do, agm —a.F
i = — 2 exp| —— 109
o = <p8f> (&) o (o) 1)

with a dependence on oxygen partial pressure, m, of between 0.8 and 1 [177-180]
and the same Arrhenius temperature dependence as seen in Eq. 108. For both the
HOR and ORR, a is typically taken to be equal to 1 [176-178, 181, 182], however
newer models use a value much closer to 0.5 for the ORR due to Pt-oxide formation
[183].

The four electron ORR involves oxide formation, which form at the potential
range of the ORR (0.6-1.0 V) by water or gas-phase oxygen. These oxides can
inhibit the ORR by blocking active Pt sites with chemisorbed surface oxygen.
Typically, a constant Tafel slope for the ORR kinetics around 60-70 mV/decade is
assumed over the cathode potential range relevant to PEFC operation. However, it
has been suggested by experiments that this approach has to be modified to account
for the potential-dependent oxide coverage [183—186]. To implement this coverage,
a term is added to the ORR kinetic Eq. (109) [187],

mo 4
) . Po apgm —oF
IORR = —l0oge (1 — OPr0) (1%;) (a;%fw ) exp (W (’10RR)> (110)

where Op is the coverage of Pt oxide; it should be noted that several oxides can
exist and here PtO is taken as an example. There are various methods to calculate
PtO using kinetic equations. For example, Yoon and Weber adopt [188]
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exp [“:'Fn }
=7 NP0
Opo = —— 2 (111)
o F —o F
exp [ﬁ nPtO] + exp {W nPtO}
where
Npo = P1 — @2 — Upio (112)

and mMpo and Upo are the Pt-oxide overpotential and equilibrium potential,
respectively.

In addition to the above reactions, additional reactions may occur in the catalyst
layers including carbon oxidation, Pt dissolution, etc., which are durability concerns
and beyond the scope of this chapter [104, 113, 189]. Similarly, one may encounter
poisoning of the catalyst sites due to contaminants or even just the ionomer itself
[190]. Finally, one should note that the above expressions are for proton-exchange-
membrane fuel cells, and for alkaline-exchange-membrane fuel cells the expres-
sions will be different as water is now a reactant and hydroxide species are the
mobile charge carriers [191].

Gas channel (GC)

4 LILLLL]
= Carbon

- Paper |

LGDL

|

DM

Gas-phase diffusion
+ Molecular diffusion
#1% * Knudsen diffusion

Tonomer
film

hCL

Agglomerate

Catalyst layer (CL)

~~~~~~~~~ : Dissolution and
-------- diffusion in ionomer
film

Diffusion and reaction

Membrane in agglomerate

Fig. 12 Schematic of oxygen transport phenomena into and through the cathode catalyst layer
(image courtesy of Nobuaki Nonoyama)
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5.2 Transport Phenomena

In the catalyst layers, all of the species and phases discussed in previous sections
exist in addition to source terms for heat, reactant consumption, product generation,
etc. Thus, the conservation and transport equations described in Sects. 3 and 4 for
the membrane and porous media, respectively, are used for modeling. Similarly,
phenomena such as multiphase flow (discussed in Sect. 4.1) occur, although with
the additional inclusion of the reaction source terms. Figure 12 shows the schematic
representation of oxygen transport into and through the catalyst layer. Here one can
see that multiple diffusion mechanisms occur as well as transport into the reactive
agglomerate that may be covered with a film of ionomer or water.

The kinetic expressions, Egs. 107 and 110 for the HOR and ORR, respectively,
result in a transfer current between the electronic-conducting (1) and ionic-
conducting (2) phases (see Eq. 10), which is related to the current density in the two
phases through Eq. 20 (neglecting double-layer charging)

V- i2 =-V- i1 = al,zl’hylfz (113)

Assuming the ORR is the only reaction that is occurring in the cathode (i.e.,
crossover and degradation reactions are ignored), the conservation Eq. (10) for
oxygen in the cathode can be is written as

mg

1 ‘ 70 o F 1 .
V. NOz.G = - EalsleORR(l - GP‘O) pTezf eXp <_ RT (nORR)> - EV o
O,

(114)

The interfacial area of the catalyst with respect to electrolyte and gaseous reactants,
ay », is often determined by

mpApy
L

Cllvg = (115)

where L is the thickness of the catalyst layer and mp, and Ap, are the catalyst loading
and surface area (which is typically derived from experiment).

The pore structure of catalyst can be classified into intra agglomerate and inter
agglomerate pores where the agglomerate is essentially the mesoscale structures
that contain the reaction sites (see Fig. 12). The intra-agglomerate pores determine
the utilization of Pt catalyst and inter agglomerate pores facilitate the transport of
gases and liquid. The distribution of these pores determines the balance between the
electrochemical activity with mass-transport phenomena. Describing the structure is
the most complex effort to be undertaken in multiscale modeling and is a key future
area of integration for different models and modeling scales. Even in the continuum,
macroscopic models there are essentially two major length scales that are consid-
ered depending on the inter and intra particle/agglomerate interactions. The former
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or layer length scale is treated using the approaches described in the preceding
sections, with the correct effective transport and material properties, including
perhaps from mesoscale simulations [170, 171]. Thus, to model the catalyst layer
does not require new equations per se. However, for macroscopic simulations, one
would like to use the microscopic phenomena but applied at the macroscopic scale.
Such an effort can be achieved by using scaling expressions determined through
mesoscale and other modeling approaches as mentioned, or by modifying the
transfer-current source term to account for diffusional losses at the agglomerate or
reaction scale.

5.2.1 Agglomerate Length Scale and Ionomer Films

In this structure, the reactant or product diffuses through possible external films
(e.g., ionomer or water) surrounding the agglomerate particle and into the
agglomerate itself where it simultaneously reacts and diffuses (see Fig. 12).

To understand the impact of the agglomerate, an effectiveness factor can be used,
which is defined as the ratio of the actual reaction rate to the rate if the entire interior
surface is exposed to the conditions outside of the particle [18, 192]

2 [ pyefrdco,
4nragg( D02 -

"’“gg) (116)

E =
4.3 (_ Mo
3 nragg ( ksanlo CO2 ,s)

where k ,,, is the reaction rate of the ORR at the surface conditions,

ay i o F
Ksmy = Froif)f,:;(l — Op) exp (_ﬁ(nORR,l—2)> (117)
Thus, one can write the transfer current as
V'iz :aljzl'hA’]_zE (118)

For a first-order reaction (mg = 1), the simultaneous diffusion and reaction into a
spherical agglomerate (Eqs. 10 and 14) can be solved analytically to yield an
effectiveness factor expression of

E(;z((bcoth(d)) ~1) (119)

where ¢ is the dimensionless Thiele modulus
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G = Fage (120)

which is a measure of the reaction rate to the diffusion rate. Similar expressions
hold for other reaction orders with variable error [188, 192].

The above does not account for the existence and influence of external films
covering the agglomerate. It is known that the ionomer in the catalyst layer forms a
thin film that surrounds the active particles [193—-196], which is thought to limit
performance at low loadings [125, 188]. When accounting for diffusion through the
film, one can use the permeation expression (Eq. 73) from the outside gas phase to
the surface of the agglomerate

DgmH

No, = =DfimVeo, = — RT

Vpo, = _\L’Og,filmvpoz (121)

where H is Henry’s constant and the film can be ionomer, liquid water, or perhaps
both. Due to the thinness of the films, one can assume a linear flux, thus Eq. 121 can
be written as

_ PO, .ext — PO, surf

N, = 122
0 Ro, film (122)
where Ro, fiim is the transport resistance of oxygen through ionomer film,
B
Ro, film = —— (123)

Vo,

and is used since the film thickness and its transport properties are both unknown.
At steady state, the flux given by Eq. 121 is equal to the flux due to reaction and
diffusion in the agglomerate; therefore, the unknown concentrations can be
replaced. Using the resultant expression in the conservation Eq. (20) yields

V . i1 = 4Fpgzﬁext T 1

Ro, fiim Ksmg E

(124)

and a similar one can be derived for the HOR.

The above expression is the governing equation for the transfer current density
and includes both the film and agglomerate resistances. Upon inspection, one can
see that as the current density increases (i.e., ks, increases), the film resistance
becomes more significant and limiting. It should be noted that the transport resis-
tance through the thin film is expected to be higher than the respective resistance of
transport through the bulk polymer. The reason is that confinement effects and
polymer morphology will change as the thickness of the film decreases down to the
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tens of nanometers or below [58, 197-200]. While such confinement effects have
been observed, the fundamentals of such interactions including their nature,
propagation, and impact on various gas and conduction properties are not well
understood and are a focus for future study.

Finally, if there is liquid water in the catalyst layer, this is expected to block the
reaction sites. While the multiphase equations discussed above account for this
effect in terms of transport parameters, they do not in terms of reaction-site
blockage. This latter effect can be addressed by having a growing film of water over
the agglomerate and using the approach above (i.e. Eq. 124).

5.3 Electrochemical Impedance Spectroscopy

Electrochemical impedance spectroscopy (EIS) is used to understand complex
phenomena occurring in a PEFC cell. This technique is closely associated with
catalyst layer phenomena since it allows exploration of dominant resistances that
occur typically in the catalyst layer and requires electrodes to get a response. While
all the previous sections in this chapter discuss about modeling different regions and
phenomena, it is worthwhile to have a section on modeling this specific experi-
mental technique. While other techniques are readily modeled with the various
modeling equations or derivatives thereof, EIS falls into a special category due to its
pervasiveness, ease, and mystery in understanding and interpreting its resulting
data, which are compounded by the complexity of the overlapping phenomena.
Before looking at how to employ continuum modeling of different phenomena to
understand EIS data, let us briefly look at the technique in particular.

Impedance spectroscopy is a perturbation technique used effectively in under-
standing overlapping phenomena that affect the electrical properties of a system.
The idea is that by applying only a small perturbation during operation, the system
response can be studied in situ and in a noninvasive way. It can decouple over-
lapping processes with different rate coefficients. A sinusoidal perturbation is
applied to a system operating under steady state and its response is monitored.
Depending on the rate of the processes involved in the system the perturbed
variable is transmitted across the system. The time lag between the impulse and the
response in time domain at different frequencies is proportional to the conductivity
of the limiting process within the system. In terms of operation, EIS works by
perturbing the current or voltage and watching the response in the other. So, for a
voltage oscillation of

E, = Epsin(o?) (125)

the current response is phase shifted by ¢ to be
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and the frequency-dependent EIS is given in terms of real and imaginary parts

Z(o) = ? — Zo(cos & +jsin ) (127)
As expected, much of the EIS modeling focuses on the cathode catalyst. When
the cathode is studied, usually the whole cell impedance is monitored assuming
negligible anodic resistance due to fast HOR kinetics and fixed membrane resis-
tance under fully humidified conditions [201, 202]. Application of EIS to a PEFC is
quite important because the overlap of multitudes of phenomena results in a quite
difficult decoupling, especially if just relying on only time domain information.
Frequency domain information helps in resolving the competing phenomena in a
better fashion. However, in PEFCs, there are very few publications that use realistic
physical models to describe experimental EIS data, while a majority of EIS works
take the easier and relatively less useful route of mapping the data to an equivalent
circuit. EIS methods have been employed from characterizing individual compo-
nents of PEFCs like membrane [21, 203] or catalyst layer [204], to diagnosing the
whole stack for operational anomalies. While characterizing the components is
relatively easy using simpler physical models, when it comes to understanding the
full operation or a stack, it is near impossible to deconvolute the contribution of
individual subprocesses due to the overlapping physico-chemical processes with
similar time constants.
In general, an EIS spectrum is presented as Nyquist plots as shown in Fig. 13.
A Nyquist plot has one or more capacitive loops, and in certain special cases a
low-frequency inductive loop is also observed. In the frequency range of
1 ~ 10 kHz, the EIS spectrum intersects with the real axis called the
high-frequency resistance, which indicates the resistance of the cell that includes the
ionic membrane resistance, electrical resistances (both bulk and contact), and often
the anodic hydrogen oxidation kinetic resistance. From 1 ~ 1000 Hz range, one or
more capacitive loops are observed. The general explanation is that these loops are
attributed to oxygen reduction reaction at the cathode. At low overpotentials and
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fully humidified operating conditions the spectrum typically contains a single loop
that is attributed to the oxygen reduction reaction. This loop typically has 45° linear
segment at higher frequencies that is attributed to proton transport resistance
[3, 205] and oxygen diffusion resistance [206, 207] at the cathode. At higher
overpotentials multiple loops are formed. Under certain cases, low-frequency
inductance loops were also observed at frequency range below 1 Hz and are
attributed to oxygen kinetics involving intermediates, Pt dissolution, and slow water
transport across the membrane under low-humidity conditions [201, 208]. Wagner
et al. [209] attributed the low-frequency induction loop to surface relaxation process
occurring due to CO poisoning at the anode under constant-current conditions.

The simplest method of modeling the EIS spectra by a PEFC is to fit the EIS
spectra by an equivalent circuit of electrical elements like resistors, capacitors,
constant phase elements, and inductors (for example, see Fig. 11 or 12) [210]. The
simplicity offered by equivalent-circuit modeling is also the limitation when it
comes to understanding the underlying phenomena in an electrochemical cell. The
equivalent circuit does not account for geometry variations, frequency-dependent
parameters and variables, physics-based phenomena, etc. To account for these
effects rigorously requires a true physics-based continuum model.

To model the impedance, each dependent variable can be written as the sum of
its steady-state component (—) and time-varying component ( ~) that is frequency
dependent. For example, the current is written as

I=1+1], (128)

The time-dependent component for a sinusoidal perturbation with fixed ampli-
tude is

I, = I sin(ot) (129)
Hence the net current is,
I =T+Re{le™} (130)

Similarly, for any variable in the governing equations described in the previous
sections, we write

x; = X+ Re{%e'} (131)
To determine the frequency-dependent part of each of the variable, each of the

variables is expanded in a Taylor series. Assuming the perturbation is small enough
that the system responds linearly, the higher order terms are neglected,

F(x) = f(x + Re[ie"]) = £() +% Refre (132)

X
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Rewriting the above equations in matrix form to evaluate the unknown
frequency-dependent terms,

J, real —J; Im
J, Im J, real

Greal
GIm

xreal
XIm

(133)

Thus, there is only the need to evaluate the time derivative and one can make use
of the existing Jacobians to speed up the solution process. From the resulting
values, the frequency-dependent EIS is written as the ratio of the frequency-
dependent potential and current,

Z:

~a <

(134)

By using the governing equations and expressions, one can understand how each
variable or property affects the EIS, or one can actually design an algorithm to fit
the EIS by changing physical properties and parameters. In terms of computation,
the transformations can be done numerically or analytically if possible, and
essentially the number of unknowns doubles since each variable now has both a real
and an imaginary component. Overall, EIS is a very powerful experimental tool,
especially for characterization and trends, but its results are only as meaningful as
the model used for its analysis.

6 Summary and Future Outlook

Modeling of polymer-electrolyte fuel cells has come a long way over the last couple
of decades, where the simultaneous advent of increased computational power and
diagnostic techniques have allowed much greater predictability, complexity, and
usefulness of the models. Today, design and optimization strategies can be com-
putationally explored with high fidelity and confidence. A proper understanding also
helps in technology development to improve the system in terms of effectiveness and
efficiency. Hence, modeling played and will play an important role in the devel-
opment of PEFCs to be efficient and economic. The above sections in this chapter are
meant to provide the background of the underlying physics and their mathematical
description such that one can understand the macroscopic phenomena.

However, as discussed throughout, there is still a need to link the macroscopic
observables and equations with those at smaller lengthscales in order to provide a
truly representative simulation. While such linkages are typically accomplished by
transfer of properties, adaptive mechanisms and bidirectional coupling and multi-
scaling provide still new opportunities and challenges for modeling PEFCs.
Currently continuum models use a number of fitting parameters to correlate prop-
erties dependence on certain experimental measurable values. For example, for the
membrane, the interaction parameter between polymer and water is extracted from
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fitting a curve that links the water activity and uptake. Atomistic models can provide
a theoretical basis on why the value of the fitted interaction parameter is what it is,
and also how to calculate it for new materials. Similarly, the continuum mathe-
matical models need parameters from experimental works for determining transport
of charge, energy, and species. Some of these parameters are generally assumed and
are not measured because of limitations of suitable methods. The parameter
uncertainties coupled with complex PEFC models require validation.

In addition to the scale-coupling opportunities, other macroscopic modeling
challenges remain. For example, one needs to understand the sensitivity of the
various input parameters (e.g., transport properties) whether they come from
experiment or lower-scale models. By knowing the sensitivity, we can see how that
matches with experimental results and also provide direction to future activities and
research areas. Similarly, this can help to link the modeling results with real-world
results in which the systems are much more dynamic and variables with nonuniform
properties and stressors. Once this is accomplished, full optimization can be
undergone with the model that accounts for full consideration of the cooperative
phenomena and material- and operating-design specifications.

In the fashion, acceleration of components development requires correlation of
the measurable properties to the performance effect on fuel cells over its lifetime.
This is a place where modeling has a huge role to play, since experiments require
substantial times to enact. Also, the use of accelerated stress tests and their appli-
cability to real-world and in-operando conditions can be correlated through vali-
dated cell models. The issue of lifetime predictions dovetails into that of durability
modeling, where there is substantial room for improvement and understanding.
While there are some degradation-specific models for phenomena such as catalyst
dissolution, a majority of models just alter their transport or related properties (e.g.,
water-uptake isotherm or capillary pressure—saturation relationship) as a function
of time. This method is similar to the use of a fitting parameter with time, and more
in-depth modeling and knowledge of degradation phenomena are required to
increase the usefulness of macroscopic modeling for durability as it is already for
performance.
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Mathematical Modeling of Aging of Li-Ion
Batteries

Charles Delacourt and Mohammadhosein Safari

Abstract The recent interest in full and hybrid electric vehicles powered with
Li-ion batteries has prompted for in-depth battery aging characterization and pre-
diction. This topic has become popular both in academia and industry battery
research communities. Because it is an interdisciplinary topic, different methods for
aging studies are being pursued, ranging from black box types of approaches from
the electrical engineering community all the way to physics-based methods mainly
brought about by the chemical engineering community. This chapter describes an
overall methodology for aging characterization and prediction in Li-ion batteries
based on physics-based modeling. In a first section, the typical aging phenomena in
LIBs are reviewed along with their effects on the cell internal balancing and per-
formance loss. In a second section, the physics-based models used for aging studies
are presented, which includes both the performance models (i.e., aging-free) and
aging models. In a third section, the typical aging experiments and characterization
methods are introduced, along with their analysis with the physics-based models.
Finally, the last section presents an outlook of physics-based aging modeling.

1 Introduction

During the last few decades, increased concern over the environmental impact of the
petroleum-based transportation infrastructure has led to a renewed interest in an
electric transportation infrastructure. Electric vehicles (EVs) powered by recharge-
able Li-ion batteries (LiBs) substitute for the conventional internal combustion
engine automobiles in this environmentally friendly infrastructure. A lithium-ion
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battery provides the portability of stored chemical energy with the ability to deliver
this energy as electricity with high conversion efficiency and no gaseous exhaust.
The Li-ion secondary battery was first commercialized by Sony in 1991 [1]. This
so-called rocking chair secondary battery is based on the reversible exchange of
lithium between two insertion materials that operate at different potentials. The
active materials are embedded into porous composite electrodes. An electron-
conductive additive (e.g., carbon black) ensures a sufficient electronic conductivity
of the electrode and a polymer binder (e.g., vinylidene polyfluoride) is necessary for
the electrode components to hold together. The composite mixture is coated onto a
current collector which consists of a copper foil at the anode and of an aluminum
foil at the cathode. A porous polymer membrane (e.g., polypropylene) is inserted in
between the two electrodes. The pores of the electrodes and of the separator are
filled with a liquid electrolyte generally made up of a mixture of linear and cyclic
carbonates (e.g., diethyl carbonate and ethylene carbonate) and a lithium salt (e.g.,
lithium hexafluorophosphate). A schematic of the elementary sandwich of the cell is
represented in Fig. 1. During discharge, the active material at the anode deinserts
lithium, whereas that at the cathode inserts Li. The opposite occurs on charge.
Unlike the majority of other secondary batteries, several LIB chemistries (i.e.,
based on different electrode active materials) are commercially available. The
selection of a battery chemistry is mainly guided by the end-user application, in
terms of performance, cost, lifetime, etc. There are essentially two chemistries at the
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Fig. 1 Schematics of the cell sandwich during discharge
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anode, namely graphite and lithium titanate Li4TisO,,; Graphite is by far the most
popular, while lithium titanate usage is mostly restricted to high-power applications.
At the cathode, three classes of materials are used, namely the layered oxides of
general formulae Li[M]O,, the spinel oxides of general formulae Li[M],0,, and the
lithium iron phosphate LiFePO,. In the above formula, M denotes a transition metal
element such as Co, Mn, and Ni, as well as some inactive elements like Al, Mg, etc.
LiCoO, (LCO) is the most famous layered material and was used in the first
ever commercialized LIB in 1991 [1]. LiNiggCoq15Alg050, (NCA) and
LiNig 33Mng 33C00 330, (NMC) are other layered materials that have been devel-
oped more recently and are also being used in commercial batteries. LiMn,Oy
(LMO) is the most common spinel oxide material and is frequently substituted in
order for its stability to be improved [2]. In commercial LIBs, it is common to use
mixtures of cathode materials. In particular, LMO is often mixed with a layered
material such as NMC or NCA [3, 4]. In addition to a fine tuning of the electrode
performance in terms of power and energy density [5], it allows for an improved
stability of the LMO, as briefly discussed later on in the chapter. Just like for the
negative electrode, the selection of a cathode material depends on the end-user
application. The reader is invited to refer to Ref. [6] for a detailed comparison of the
active materials and their most common applications in the electric transportation
sector.

Long lifespan is a necessary requirement for LIBs that are targeted for trans-
portation and stationary applications. Service life of 10 and 15 years are expected
for EVs and hybrid electric vehicles (HEVs), respectively. In terms of cycling, a
lifetime up to 3000 deep cycles at room temperature can be requested for
high-energy applications (typical for EVs) [7]. Unfortunately, the performance of
LIBs declines over time as a consequence of a variety of aging processes. The main
objective of modeling battery aging is to predict the fade of the battery performance
(i.e., state of health) over a time frame typical of that targeted for the application,
which exceeds that of aging experiments done in the lab. The general methodology
consists of an in-depth analysis of the aging data that are collected over a limited
time frame (typically one to three years), the results of which allow for the
derivation of an aging model (Fig. 2). The aging model is then used to extrapolate
the cell performance fade to a time frame of interest for the application.

As one expects, accurate battery life prediction is critical to the automotive and
stationary sectors, and constitute a necessary input parameter in economic models
of an EV/HEV or a stationary storage unit [8]. In its simplest form, the aging model
would merely consist of an empirical correlation of the battery capacity and internal
resistance as a function of time and a number of aging factors such as current,
temperature, state of charge, etc. The state-of-health prediction results from an
empirical extrapolation of the correlation over time. A deeper analysis involves a
performance model of the battery, in which input parameters are updated to match
the battery performance loss over the course of the aging experiments. In this case,
the aging model may consist of empirical correlations on each model parameter, in
a similar fashion as it is done for cell capacity or internal resistance, just like for the
simplest model, as discussed above. The performance model can range from fully
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Aging experiment Modeling

Checkups
(capacity measurements, pulse
tests, EIS, rate-capability tests,
etc.)

Data analysis with
a performance
model

Time, cycle #, Ah throughput

Model parameter

Fig. 2 General methodology for battery aging studies based on experiments and modeling

empirical models (e.g., artificial neural networks) to semi-empirical models (e.g.,
equivalent electrical circuits) and all the way to physics-based models. The latter
category of models relies on the underlying phenomena inside the battery such as
mass transport and electrochemical kinetics. A peculiarity of using a physics-based
model for aging analysis is the possibility of implementing aging phenomena
directly as governing equations into the performance model thus turning it into a
physics-based aging model [9-13]. This is the most sophisticated approach for
aging prediction, because no empirical extrapolation is needed. Besides, it is the
most tedious because a comprehensive knowledge of the aging phenomena is
required, which calls for in-depth analysis of the cell components. In addition,
proper mathematical description of aging phenomena is needed once aging phe-
nomena are unfolded. In this chapter, we restrict ourselves to LIB aging charac-
terization and prediction using physics-based models.

In the first section, the typical aging phenomena in LIBs are detailed along with
their effects on the cell internal balancing and performance loss. In the second
section, the physics-based models used for aging studies are presented, which
includes both the performance models (i.e., aging-free) and aging models. In the
third section, the typical aging experiments and characterization methods are
introduced, along with their analysis with the physics-based models. Finally, the
last section presents an outlook of physics-based aging modeling.
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2 Brief Overview of the Degradation Phenomena in Li-Ion
Batteries

As any other electrochemical system, a LIB undergoes a progressive decrease of its
storage capacity, along with an increase of its impedance, which directly translates
into a decrease of its energy and power over time, respectively. There are numerous
degradation phenomena, and hence it is hard to evaluate the precise contribution of
each of them to the performance fade. Furthermore, it is frequent that some phe-
nomena are coupled with each other, would it be within a single electrode or
between the two electrodes (i.e., shuttle-type mechanism), which makes the overall
analysis intricate. The objective of this section is not to go through a comprehensive
description of all aging phenomena, but instead to present the different types of
aging phenomena and how they impact the battery performance. Comprehensive
reviews of aging phenomena can be found in Refs. [14-16].

2.1 Aging at the Anode

As mentioned in the introduction, the vast majority of commercially available LIBs
contain graphite as anode active material. The potential of Li insertion into graphite
is lower than that of the reductive decomposition of the carbonate mixtures typi-
cally used as electrolytes. However, a passive film, named the solid electrolyte
interphase (SEI) [17], forms at the electrode particle surface, thanks to the accu-
mulation of the decomposition products from electrolyte reduction during the first
charge or so of the battery. This SEI is ideally impermeable to both electrons and
solvent molecules and therefore nearly suppresses further solvent decomposition. It
is, however, permeable to lithium ions, thus allowing for the insertion/deinsertion
reaction to proceed. Because of the electrons consumed in the SEI formation, the
internal cell balancing is modified, as illustrated in Fig. 3.

Initially, just after cell assembly, the cathode is fully lithiated and the graphitic
anode is fully delithiated (red bullet in Fig. 3a). During the first charge of the cell,
some electrons are involved in the electrolyte decomposition reaction(s) (i.e., side
reaction) rather than for Li insertion into the graphite (i.e., main reaction). It yields a
shift of the graphite curve toward the left in Fig. 3b, with that shift being pro-
portional to the charge consumed in the side reaction(s). As indicated in Fig. 3c, the
cathode does not get back to a fully lithiated composition at the end of the first
discharge, which is the result of the change in cell balancing arising from the side
reaction at the graphitic anode.

Although LIBs existence is tied to that of the SEI, it also turns out that the SEI is
the primary cause of LIB aging. Side reactions are never totally suppressed, and
consequently, the SEI keeps on growing over the battery life, and the associated
loss of cyclable lithium leads to capacity fade through a progressive debalancing of
the cell, as illustrated in Fig. 4b.
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The SEI growth is promoted under certain operating conditions, as summarized
below:

e Atelevated storage or cycling temperature, partial dissolution or delamination of
the SEI may occur, thus favoring electrolyte decomposition [18]. Elevated
temperature also promotes cathode material dissolution, as is especially true for
LMO, which releases metallic ions in the electrolyte. lons diffuse away from the
cathode toward the anode and modify the SEI, which then becomes electron
conducting and electrochemically active, thereby impairing its passive function
toward electrolyte decomposition [19, 20].

e Charging the battery at low temperature and/or overcharging, it can lead to
lithium plating at the surface of the graphite particles [21]. Plated lithium either
reinserts into the graphite, which is then neutral with regard to aging, or reacts
with the electrolyte, in which case it yields to SEI growth and contributes to the
cell debalancing. Other conditions, related to the initial cell design, can also lead
to lithium plating, such as an excess of cathode material and/or a cathode
laminate that extends past the size of the anode laminate [22].

e The repeated cycling of the battery in a large range of SOC can result in crack
formation and fractures within the SEI, as a consequence of the volume change
of the active material with the lithium content (e.g., about 10 % for graphite
between Cg and LiCg). Fractures in the SEI account for newly exposed surface
of the graphite particles to the electrolyte and therefore promote electrolyte
decomposition [23].

In addition to the loss of cyclable lithium, the SEI growth accounts for an
increase of the anode impedance, which contributes to an additional capacity loss of
the cell when measured under nominal current conditions. This effect is illustrated
in Fig. 4d. The SEI impedance might increase at elevated temperature, because SEI
is prone to composition changes with the partial conversion of organic components
into less Li-ion conductive inorganic components [24]. The main degradation
phenomena associated with the SEI and discussed above are summarized in Fig. 5.

Aside of the cyclable lithium loss, the cell may experience a capacity loss as a
result of active material particles in either cathode or anode turning inactive (as
illustrated for the graphite anode in Fig. 4c). Reasons behind active material loss
depend upon the material itself; for instance, solvent co-intercalation in graphite
leads to exfoliation of the graphene sheets, hence, damaging the host structure [25].
Graphite particles may also retain their structure while turning inactive because of
their ionic or electronic disconnection from the rest of the porous electrode. This is
usually referred to as contact loss. Electronic contact losses generally arise from
repeated charge/discharge cycling because of the contraction/expansion of the
graphite particles that lowers the mechanical integrity of the electrode, up to a point
where the electrode delaminates from the current collector.

Lithium titanate, compared with graphite, suffers much less degradation phe-
nomena. First of all, because it operates at a potential of ca. 1.5 V versus Li, solvent
reductive decomposition is nearly suppressed, and hence there is almost no cyclable
lithium loss. Additionally, the two-phase Li insertion/deinsertion mechanism
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Fig. 5 Dependence of the SEI properties at the graphite surface on various conditions/phenomena

between LiyTisO,, and Li;TisO,, is nearly strain free, meaning that there is no
significant mechanical problem showing up upon cycling [26, 27].

2.2 Aging at the Cathode

Just like for anodes, cathode aging may either originate from the active material
itself (e.g., dissolution, phase transitions, structural amorphization), from electrolyte
decomposition reactions at the solid/liquid interface (possibly leading to SEI for-
mation), or from degradation at the porous electrode scale (e.g., degradation of the
binder and the conductive filler, current collector corrosion, loss of the mechanical
integrity) [28]. Degradation phenomena that are the most commonly observed at
cathode are summarized in Fig. 6.

Electrolyte oxidative side reactions at the surface of the active material/carbon
additive/current collector are frequently observed, in particular at high potential
(high state of charge) and/or at elevated temperature. Just like for reductive side
reactions at the anode, side reactions at cathode modify the cell balancing, i.e., the
cathode curve, represented in blue in Fig. 4, shifts toward the left. Overall, side
reactions at cathode have been much less characterized than those at anode.
Reaction products may be solid, thus forming an SEI at the surface of the active
particles and conductive filler [29]. Gaseous and soluble products have also been
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reported. Protons are among this latter category and are detrimental to the battery
operation because they react with PF¢  to form HF, which is an impurity known to
react with the anode SEI components [30].

The relative rates of side reactions at cathode and anode account for the amounts
of reversible and irreversible capacity losses occurring during open-circuit storage
of a cell at full charge (Fig. 7), also known as self-discharge. In general, the amount
of charge consumed in side reactions at the anode exceeds that at cathode, and as a
consequence the reversible capacity fade corresponds to the charge consumed in
side reactions at the positive electrode, whereas the irreversible capacity fade is the
difference between side reaction charges at anode and at cathode, as illustrated in
Fig. 7.

Degradation of cathode materials may result from different processes, most of
them being material-dependent. Atomic substitution within the crystal structure,
e.g., between lithium and transition metal atoms, is common in some layered
oxides, particularly the Ni-rich ones. These defects may impede solid-state Li
transport thus increasing the electrode impedance. Some cathode materials undergo
irreversible phase transition when driven in a composition range where the initial
structure is no longer stable. This is the case of LCO, which exhibits an irreversible
transition from the hexagonal toward a monoclinic phase at a composition of about
Lip5sCo0O, [31]. In some cases, the phase transition or material decomposition is
restricted to the very near surface of the material. NCA undergoes such a surface
instability, with the original layered structure transforming to a rocksalt-type Li,Ni;
—xO phase, which impedes the insertion/deinsertion reaction.

Dissolution of active material turns out to be a major aging mode at cathode,
especially for the spinel-type materials. In LMO, it occurs because of a



160 C. Delacourt and M. Safari

(G
8 =0
& K Liy<H>
Fully charged cell,
) before storage
x=0
Ximax L‘XCG
(b) =
S
& \ 3 = Li<H> )
: Cell just after
\ storage at
/ charged state
e iCo
(©) s
E, Liy<H>
& ¢ \
Cell at the end of
the first discharge
Li,Ce following storage
Quen 1° AQirr+ AQey
(d) #/
E & Liy<H>
g N\
i Cell at the end of
J/ the first recharge
LiyCe following storage
Q%h,1 AQir+ AQey
(e),
< Li,<H
§ & y<H> .
\ Second discharge
following storage
Li,Ce
o Q% A AQes
AQrey

Fig. 7 Schematic representation of self-discharge effects in a Li-ion cell. In the example, the
charge involved in reductive side reactions at anode exceeds that involved in oxidative side
reactions at cathode

disproportionation reaction of Mn>* into Mn** (insoluble) and Mn** (soluble). This
reaction is catalyzed by acidic impurities (such as HF) that come from the oxidative
side reactions of the electrolyte at high potential [32], as mentioned above. In some
cases, dissolved Mn reprecipitates as insulating compounds at the positive electrode
(e.g., MnF,, MnCO3, Mn,O,), which yields an increase of the electrode impedance
[33]. Dissolved Mn also diffuses to the anode and destabilizes the SEI [19, 20]. The
anode contamination with traces of Fe was also reported whenever LFP is used at
cathode, but unlike for LMO, it seems that iron dissolution is due to synthesis
impurities rather than from LFP particles themselves [34].
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3 Mathematical Models

3.1 Performance (Aging-Free) Models

As mentioned in the introduction, building a mathematical model of the cell relying
on the underlying physics is the most sophisticated approach for aging analysis and
life prediction; unlike with their empirical counterparts, degradation phenomena can
be identified and their effects can be quantified. The downside is that an in-depth
knowledge of the cell is necessary, both initially and at the different states of health,
in order for model parameters to be determined. In most cases, physics-based
models are coupled with intrusive characterization techniques that require taking
cells apart. Unfortunately, it is commonplace for cell manufacturers to protect their
products with a nondisclosure agreement, particularly for cells which are still at a
development stage, which prevents the implementation of physics-based models.

3.1.1 Model of the Elementary Sandwich (“Dualfoil”)

Dualfoil is the physics-based model that serves as a basis in the battery engineering
community [35]. It was developed in the 1990s by the Newman group at University
of California Berkeley, USA. It is a mathematical model of the anode/separator/
cathode elementary sandwich. The model equations and various model features are
described in detail in Ref. [36]. In the present work, only the basic model features
are described, for the sake of conciseness. Dualfoil is a 1D + 1D (or pseudo 2D)
model, i.e., there is a dimension x perpendicular to the elementary sandwich
(“macro” domain), and a radial dimension r along the active particles that are
assumed spherical and isotropic (“micro” domain). The model is based on the
porous electrode theory, meaning that each layer of the sandwich is treated as the
superposition of two continua, one representing the electrolyte and another repre-
senting the solid matrix. Each continuum is characterized by its volume fraction in
the layer and its specific contact area with other continua. Other properties of the
continua such as the conductivity are averaged over a volume element which is
small compared to the dimension of the layer but large compared to the dimension
of the pores [37].

There is an electronic current density i flowing across the porous electrodes in

the solid phase along the x dimension, and an ionic current density i, flows simi-
larly in the liquid phase. The sum of these two current densities is uniform across

the electrode, which means that any increase in i, is compensated by a decrease in

i1. These two current densities are linked through the so-called pore wall flux j, at
the solid/electrolyte interface, according to
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V -, = aFj, (1)

with

a Area of the solid/liquid interface per unit volume of the electrode (m*/m?),
F Faraday’s constant (96,487 C/mol), and

jn Pore wall flux of lithium [mol/(m2 s)].

The ionic current density T» is zero at the current collectors of both electrodes,
whereas the electronic current density 11 is zero at the electrode/separator interface

(All current is carried by ions across the separator). The electronic current density [
in the solid matrix of the electrodes is expressed by Ohm’s law:

—

| =~V (2)

with
o<t Effective electronic conductivity of the solid phase of the electrode (S/m) and
@, Electric potential of the solid phase (V),

whereas the ionic current density i is expressed using an extended Ohm’s law that
derives from the concentrated solution theory and takes into account the effect of
salt concentration gradient across the liquid phase:

i = -1V, +2K6ff¥ (1-2) (1 + Zlﬁif)v Inc (3)
with
ket Effective ionic conductivity of the electrolyte (S/m),
®, Electric potential of the liquid phase (V),
R Ideal gas constant (J/(mol K)),
T  Absolute temperature (K),
{9 Transference number of lithium ions in the electrolyte, with respect to the
solvent velocity,
f+  Mean molar activity coefficient of the electrolyte, and
c Salt concentration in the electrolyte (mol/m?).

A mass balance on the anion of the salt (e.g., PFg ) is used in order to solve for
the salt concentration:

d(ec)
ot

=-V-N_ (4)

with
t Time (s) and
& Volume fraction of the liquid phase.
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In Eq. 4), N_ denotes the flux density of the anion and is replaced by its
definition

(5)

&l

N_~ -Dve — (1 — t(ir)

with
Deff Effective diffusion coefficient of the salt (m*/s).

The two boundary conditions of Eq. (4) are obtained by setting N_ to zero at
both current collectors

Effective parameters in the above equations relate to the volume fraction & and
tortuosity 7 of the phase they refer to. For instance, the ionic conductivity of the
electrolyte reads

et = (6)

It is frequent that the tortuosity is approximated using a function of the volume
fraction. Bruggeman equation is the most commonly used relationship and reads
=1/

The above equations constitute the “macro” model, which is at the sandwich
scale. The macromodel connects with the micromodel (at the particle scale) through
the pore wall flux j,, which relates to the rate of the electrochemical reaction (i.e.,
charge-transfer reaction) according to

oo (U0 0,0 0) o000 0))) )

with

S Charge-transfer coefficient and

U Equilibrium potential of the electrode, measured versus a Li metal electrode
V).

In Eq. (7), © denotes the exchange current density, which is expressed by

_ 1-8
12 = FK%! ﬁ(Cs,max - cs) cf (8)
with
k0 Rate constant of the electrochemical reaction (mol/[m? s (mol/m>)'~]) and
¢y Li concentration in the active material (mol/m3), ranging between 0 and ¢, ,x.
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The solid-phase lithium concentration at the particle surface is obtained by
solving for the Li mass balance in the particle, i.e.,

dJc;, 10 , 0cs
o Por (Dsr —ar) ©)
with

D, Solid-state Li diffusion coefficient (m2/s).

Two boundary conditions are required when solving for Eq. (9): The lithium flux
density is set equal to the pore wall flux j, at the particle surface and is set to zero at
the particle center, by symmetry.

In the Dualfoil model, six independent variables, namely c, c, j,, i>, @1, and ©,,
are simultaneously solved for. To this end, the system of ordinary and differential
equations summarized in Fig. 8 is used, after differential equations are discretized
using the finite-difference method or the control-volume formulation.

3.1.2 Single-Particle Model

The single-particle model is a simplified version of the Dualfoil sandwich model.
Under low-current operating conditions, limitations across the porous electrodes

S

=0 Oecx <l 1] s=l |L<a<l+l ‘}x=1._+L,,ir,.:. caclel +L s=L +L_+L
=0 A=) __g 5 =0
[ |
a‘,=-x"v®2+2r‘fz(mf}[u‘il"—éjvmc @,=0
F dlne L Macro
V-iy=afj, ] 1= [ Vi, =alf, model
=0 | ofver | as0 [ arwmer | =0
.i{ﬂ-ﬂJF____E__} -0 .k“{('-W____E__}
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Fig. 8 Elementary sandwich used as the basis for Dualfoil model, which was developed by the
Newman research group in the 1990s [35]. Model equations and boundary conditions are provided
in the table. Note that boundary conditions for the bottom equation (spherical diffusion in the
active particles) are not indicated, for conciseness
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Fig. 9 Schematics of the single-particle approximation, which is well suited to model electrodes
operating at low current density (typically <1 C)

(i.e., the electronic conduction in the solid phase and ionic conduction in the liquid
phase) become negligible compared with microscale limitations such as charge
transfer and solid-state lithium transport. In these conditions, the rate of the elec-
trochemical reaction is identical for all particles that make up the electrodes (pro-
viding they have the same properties), and as a consequence, the entire porous
electrode can be modeled by a single particle and the set of equations of the “micro”
model only (Fig. 9). The single-particle model was originally introduced by Atlung
et al. [38]. A review article compares different types of models, bearing different
levels of simplification, and including both the sandwich model and the
single-particle model [39]. It is demonstrated that the single-particle model is a
good approximation of a porous electrode up to rates of about 1 C, with this
threshold value depending upon the type of active material making up the electrode.
The single-particle model is particularly well suited for aging studies, thanks to its
simplicity and its short associated computation time.

3.2 Modeling of Aging Phenomena

In this subsection, we will show how a cell (performance) model can be turned into
an aging model by including additional mathematical equations that stand for
degradation phenomena. Even though deriving such an aging model seems
appealing, it remains a challenge because degradation phenomena are manifold and
intricate, and therefore it is difficult to fully characterize them despite the numerous
physical and electrochemical techniques available nowadays. Additionally, even
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once a degradation mechanism is properly unraveled, it is still necessary to turn it
into a meaningful mathematical form, which itself is also challenging.

The SEI growth is the degradation phenomenon that has been the most studied
and modeled in the battery literature to date. Typically, one or more side reactions
of electrolyte reductive decomposition lead to the formation of a layer at the active
particle surface. This layer quickly passivates the side reactions by shutting down
electronic and electrolyte transport between the particles and the liquid phase. Let
us make the assumption that the SEI formation reaction occurs in two steps; the
rate-determining step corresponds to the reduction of ethylene carbonate molecules
to yield an anion radical.

0 0] .
[ V=0 4+ . [ Y=o
0 (graph) 0

The anion radical further reacts according to either

0] ) o ) O% o 0
[ >:0 + [ >:0 — O/_/ \/\O/[( 4+ HC=CH
(6] (0] (6]

or

o ) 0 Oy 0 2
0 o S S S
o 0

(graph)

to yield the ethylene dicarbonate anion, which constitutes the main SEI component,
once associated with two lithium ions [13].

Tafel equation is generally used to describe the kinetics of the rate-determining
step:

. F .

g = _ka‘SCEC expl — ﬁs— ((D] — RSEIlt) (10)
’ RT

with

Is Current density of the side reaction step (A/m?),

kes  Rate constant of the side reaction step (m/s),

cgc  Ethylene carbonate (EC) concentration at the particle/SEI layer interface
(mol/m?),

f,  Charge-transfer coefficient of the side reaction step,
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Rsgr Ionic SEI resistance (Q m?), equal to 0/ksgr, with ¢ the SEI thickness, and
Ksgr the ionic conductivity, and

i Total current density (sum of main and side reaction current densities)
(A/m?).

The EC concentration across the SEI film is obtained by solving the following
mass balance equation:

dcpe *cre Jcec
o gz Vo (1

with
Dgc  EC diffusion coefficient in the SEI (m?/s) and
v SEI film velocity (m/s).

The SEI velocity directly relates to the current density of the side reaction
according to

V=—= — _—
dr neF pgpy

(12)

with

n, Moles of electrons per mole of SEI component formed,
Msg; Molecular weight of the SEI component (kg/mol), and
pser Density of the SEI component (kg/m”).

Two boundary conditions are required for Eq. (11) to be solved. The flux density
of EC is set equal to the side reaction rate at the particle/SEI interface and the EC
concentration is set at the SEl/electrolyte interface assuming that cgc = SSEIC%C,
with cgc the EC concentration in the bulk of the electrolyte and &sg; the volume
fraction of electrolyte in the SEI. The SEI growth mechanism that is considered
herein is summarized in Fig. 10.

Figure 11 shows a good agreement between the simulated SEI thickness and that
derived from experimental data by considering that electrons consumed in the SEI
formation and growth correspond to the sum of irreversible and reversible capacity
losses (i.e., AQj + AQyey in Fig. 7). The parameter sensitivity study shows that the
SEI growth is under mixed control, i.e., EC diffusion across the SEI and side
reaction kinetics both limit its growth over time.

Many other models for SEI growth have been published in the literature. In some
of them, the SEI growth is assumed to be under diffusion control only (i.e., solvent
diffusion across the SEI) [41], whereas in others, it is assumed to be kinetically
controlled [12], meaning that no transport limitations are included. Other models
rely on a totally different physical representation, wherein the SEI is “leaky” as a
result of a non-zero electronic conductivity [11, 42] instead of being sparingly
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permeable to solvent molecules, like in the above example. Details about these
different SEI modeling papers are discussed in the introduction of Ref. [43].

Other degradation phenomena have been turned into mathematical equations and
included into physics-based models. For instance, the solvent oxidation at the
cathode was treated using Tafel equation, in a similar fashion as it was done for
solvent reduction at the anode [9, 43]. In other studies, the lithium metal plating at
the anode in overcharge condition or at low temperature was modeled [10, 44].
Because the reaction kinetics is fast for Li plating/stripping, Butler—Volmer equa-
tion was used in this case.

Active material loss was the subject of many less modeling studies, in com-
parison with those focusing on cyclable lithium losses arising from side reactions,
as detailed above. The origin of active material losses is generally hard to deter-
mine, which makes it more difficult to cast into a mathematical form. For instance,
it is well known that the repeated cycling of an active material undergoing volume
changes during Li insertion/deinsertion leads to a deterioration of the mechanical
properties of the electrode, and to a progressive disconnection of active particles
from the conductive matrix, which then become inactive. To some extent, cracks
may even form because of diffusion-induced stress in materials undergoing large
volume changes during Li insertion/deinsertion. Accordingly, physics-based mod-
els of diffusion-induced stress have been developed in an attempt to study the
fracture in the intercalation materials [45]. These complex models are helpful to
provide design guidelines in order to minimize the mechanical degradation but are
not yet comprehensive enough to be put in a direct correlation with the capacity and
power loss [46]. To account for the overall active material loss in an aging model,
one may start with a simple empirical correlation of the form [43]

O¢ R
E:f(JmTacs)a (13)

with
& Volume fraction of the active material and
¢s Average lithium concentration in active material (mol/m3).

The input parameters of this correlation are empirical in nature and can be
determined from design of experiments in which the influence of different stress
factors (e.g., current, temperature, active particle composition) is probed.

A simple phenomenological treatment of both cyclable lithium and active
material loss is possible upon application of evolutionary models of active surface
area [47]. The active area increases due to the fracture of particles and decreases
because of the particle isolation:

a = a; + ar — diso (14)
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with

a; Initial active surface area per unit volume of the electrode (m2/m3),

ar  Surface area formed upon particle fracture per unit volume of the electrode
(m2/m3), and

a;so Isolated area due to the fracture per unit volume of the electrode (m*/m?).

In analogy to mechanical fatigue of metallic materials, the following equation
was used to express the surface area arising from fracture:

L)y, (15)

with
N Cycle number and
k¢ Evolution parameter for fracture.

k¢ is a material parameter and depends on the strain energy, SOC, ASOC, tem-
perature, current, and particle size. The rate of change in surface of isolated area is
assumed to be proportional to the total available area

dais,
dN

= kisoa (16)

with
kiso Evolution parameter for isolation.

The following equation results upon combination of Egs. (15) and (16) for a case
where the evolution parameters (i.e., k¢ and k;y,) are taken to be constant:

Aiso — af kf kN
fio Z At _ (1~ T (1 — oo 17
( k) (1 — ety (a7)

In the framework of the above-mentioned evolutionary model, the mechanical
degradation (i.e., fracture and isolation) and the electrochemical side reactions (e.g.,
SEI formation) are linked together. In this case, the side reactions occur on both
initial (a;) and fresh surface exposed through fracture (ay).

Other phenomena responsible for active material loss, such as dissolution, are
more straightforward to model. Let us consider the spinel cathode and assume that
dissolution occurs according to the Hunter’s reaction:

4H"' 4 2LiMn,04 < 2Li " +Mn?* + 3/2Mn,0, + 2H,0.
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The rate of active material loss directly relates to the rate of the above reaction
according to [48]

O¢ _

E = —aVryis (18)

with

vV Molar volume of LMO (m*/mol) and

raiss Rate of the dissolution reaction [mol/(m? s)], expressed with a Kkinetic
expression.

In case some reaction products are soluble in the electrolyte (e.g., Mn>* ions in
the above reaction), an additional mass balance is required in the sandwich model
for each soluble species. This is of special interest when some soluble species are
involved in reactions at both electrodes. Because these species are generally dilute,
their flux density is approximated to

ﬁi ~ fo‘ffVci (19)

with
D?ff Effective diffusion coefficient of species i in the electrolyte (m*/s) and
c; Concentration of species i in the electrolyte (mol/m3).

The migration term is neglected because the electrolyte contains the highly
concentrated lithium salt that acts as a supporting salt. More information about the
consideration of soluble species either from side reactions and genuinely present as
contaminants in the battery model are available in Refs. [14, 36, 49].

Significant passivation and/or loss of the active material might curtail the
effective transport of charge/mass in the electrode. In such instances, empirical
equations can be used to update the transport properties over the course of aging.
The following equation is an example where the solid-state lithium diffusion
coefficient changes as a result of inactive film formation on the surface of the active

particles [50]:
0 _ \"
ool (5]
with

D, Instantaneous solid-state Li diffusion coefficient (mz/s),
DY Initial solid-state Li diffusion coefficient (m2/s),

¢ Instantaneous volume fraction of the active material,
&0 Initial volume fraction of the active material, and

n  Empirical factor.
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4 Model-Aided Analysis of Battery Aging

4.1 Typical Aging Experiments and Characterization

4.1.1 Aging protocols

Typically, aging protocols used in the lab are based on either cycling or storage of
the Li-ion cells. Some protocols combine both cycling and storage within a same
aging test. Storage tests are popular because in many applications, the battery is left
at rest during substantial amounts of time. For instance, it is estimated that an EV
spends about 95 % of the time in parking mode. Overall, storage tests are simpler
than those of cycling because there are many less operating parameters that can be
varied and much less maintenance needed. SOC and temperature are the only two
parameters which are generally controlled. There are two types of storage tests;
either the cell is set to a state of charge and left at open circuit or it is maintained at a
certain potential using a potentiostat (i.e., floating). With the first method, the cell
undergoes progressive self-discharge during storage, and as a consequence aging
tends to slow down over time. Hence, the cell is brought back to its original state of
charge at some time interval (i.e., reSOCing). The number of cell reSOCings during
the aging test may influence the results of the test. ReSOCing is generally combined
with the cell performance characterizations aimed to evaluate the cell state of health
(SOH). With the floating method, there is no reSOCing needed.

Cycling tests are way more diversified and essentially depend upon the appli-
cation the battery is targeted for. The main operating parameters that are varied
when designing cycling tests are the current or power of the cycles/microcycles, the
cycling temperature, and the SOC window. The type of cycling profiles ranges from
regular constant-current charge/discharge cycles all the way to complex cycles that
are specific of the battery usage. Constant-current cycling allows comparing the
aging data with others typically reported in the literature for similar or different
types of cells/chemistries. Battery manufacturers generally rely on capacity reten-
tion during constant-current cycling as a metrics for battery life span.

Complex cycling for EV batteries, such as illustrated in Fig. 12, generally consists
of the succession of current or power microcycles that are made up of discharging
and charging events. Discharging events surrogate vehicle acceleration whereas
charging ones feature regenerative breaking. The cell is generally discharged by
repeating the (overall discharging) microcycles and it is recharged under constant
current/power, just like a charger would do. Similar types of complex profiles are
used for a PHEV or HEV driving profiles, except that corresponding current or
power densities lie in a different range, which increases from EV to PHEV and to
HEV. Another difference lies in that the operating SOC window decreases from EV
to PHEV to HEV. Sometimes, HEV profiles are simply made up of the succession of
discharging and charging microcycles swinging the SOC in a narrow range. To the
extreme, it is simply made up of the repetition of charge-neutral microcycles around
a constant average SOC. Setting the cell temperature during cycling experiments is
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Fig. 12 Dynamic stress test cycle of the USABC manual [51]

trickier than for storage experiments; because of Joule heating, the cell temperature
may differ substantially from that of the temperature chamber in which it is located.
This is especially true for high-power/current profiles such as HEV-type ones. Aging
tests can be designed in such a way that the chamber temperature is controlled, while
the battery casing temperature is monitored. Another possibility is to adjust the
chamber temperature in real time so that the battery casing temperature is set to a
constant. The first method is the most common but makes the aging analysis more
complicated since the cell temperature tends to increase as it ages (as the result of a
cell impedance increase); the second option is definitely more advanced, but requires
more sophisticated equipment.

4.1.2 Nonintrusive Cell Characterization Techniques

The storage and cycling protocols discussed in the above subsection are interrupted
at some time interval to characterize the cell, so as to evaluate its SOH. Just like for
the aging tests themselves, a variety of different tests can be performed, the selection
of which is guided by the type of aging analysis that is sought. Characterization tests
should be designed so that they produce little or no cell degradation compared with
the aging test itself. There are two ways to address that. First, the cell is usually
characterized in temperature conditions that are virtually not damaging for the cell.
25 °C is the most common temperature for characterization and also constitutes a
reference temperature for all tests. Second, the characterization test duration is
usually taken to a minimum in order to maximize the aging test time.
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There are two types of characterization tests: those aimed to assess the remaining
energy or capacity of the cell, and the others aimed to determine its remaining power
capability. Capacity measurements are usually done by charging/discharging the cell
at low rate. In order to save time, a constant current/constant voltage (CCCV)
procedure may be used instead of the low-current cycling. In such a measurement,
the cell is charged (discharged) galvanostatically up (down) to a cutoff voltage, after
which that voltage is held constant until the current decays to a minimum value. The
total capacity approaches that measured by charging/discharging the cell at that
minimum current value. Another alternative is to use a charge/discharge made up of
the succession of decreasing current events [52]. Basically, each time the cutoff
potential is reached at a specified current value, a smaller current is used after a quick
relaxation period, until the potential reaches the cutoff value again. By cumulating
capacities, it is possible to determine the capacity of the cell at each rate, which
provides the so-called rate capability of the cell. Charge/discharge curves at different
C-rates are much useful to adjust input parameters of physics-based models such as
the rate constant k° and the solid diffusion coefficient D,.

The low-rate capacity depends upon the internal balancing of the cell (Fig. 3),
and therefore it is impacted by cyclable lithium loss and active material loss(es). An
analysis of the differential capacity (dQ/dV vs. V) and differential voltage (dV/
dQ vs. Q) curves at low current is helpful to decipher the amount of capacity loss
due to cyclable lithium and that due to active material loss [53-57].

Cyclable lithium loss results from side reactions at both electrodes. As it is
illustrated in Fig. 7, if the charge consumed in reductive side reactions at anode
exactly matches that involved in oxidative side reactions at cathode, no cyclable
lithium loss is experienced. Interestingly, this is what happens if a side reaction
product at one electrode reacts with another side reaction at the opposite electrode
(i.e., shuttle mechanism). However, it is commonplace that the charge consumed in
anode side reactions exceeds that consumed at cathode, because of the SEI for-
mation and growth. For modeling battery aging, it is of interest to experimentally
determine amounts of charge involved in side reactions at both electrodes. For the
case of constant-current aging tests, they can be experimentally accessed from
accurate measurement of the end-of-charge (EOC) and end-of-discharge
(EOD) capacity slippages [43, 58] (Fig. 13).

In the absence of active material loss, the cumulative EOC slippage is a direct
reading of the charge involved in oxidative side reactions at cathode, whereas the
cumulative EOD slippage corresponds to the charge involved in reductive side
reactions at anode. The limitation of the method is that a precise coulometer is
needed to measure these slippages; otherwise, errors cumulate and results are not
meaningful [59]. Performing aging tests of long duration with this type of
sophisticated equipment has necessarily some cost implications.

In the case of storage experiments under open circuit, it is also possible to
measure charges involved in anode and cathode side reactions. As illustrated in
Fig. 7, the irreversible, reversible, and total capacity losses at characterization
#i (i.e., AQiri; AQrev,i, and AQyq;, Tespectively) are calculated according to
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Fig. 13 Schematics depicting AQ,
the end-of-discharge (AQ,) s
and end-of-charge (AQ,)
capacity slippages of a Li-ion
cell (Adapted from [58])
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AQuyi = [02-1 — (1 — SOC)Qo| — Q1
AQini = 021 — O (21)
AQrev,i = AQtoLi - AQirr,i

with

Q1; Residual capacity (First discharge after the storage period) at characterization
#i (Ah),

0»; Capacity measured at the second discharge at characterization #i (Ah),

Qo  Reference capacity used to reSOC the cell at the end of characterization
#i — 1 (Either the initial battery capacity at beginning of life or Q,;_; are
used depending upon the aging test protocols.) (Ah), and

SOC Storage SOC.

Because the charge involved in side reactions at anode generally exceeds that
involved at cathode, as mentioned above, the cumulated total capacity loss
(Zi AQmi) is a reading of the charge involved in side reactions at anode, whereas
> AQrey, is a reading of the charge involved in side reaction at cathode [56, 57, 60].

Let us now move on to methods for assessing the cell power capability.
Electrochemical impedance spectroscopy (EIS) is a technique commonly included
in the characterization protocols to analyze the cell dynamics. Because battery
operation is transient, EIS is generally performed at open circuit (i.e., there is no
direct current component) and at different SOCs of the battery. EIS allows for an
in-depth analysis of the various impedance contributions by sorting them out
according to their time constants. The evolution of impedance spectra over aging
usually provides insight on the origin of the impedance increase in the cell (e.g.,
interfacial phenomena vs. bulk transport phenomena). Note that although equiva-
lent circuit models are popular to analyze EIS data, it is possible to simulate
impedance spectra directly from a physics-based model such as Dualfoil, without
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resorting to an equivalent circuit analog [61]. Data analysis with a physics-based
model allows in principle for adjusting input parameters such as solid diffusion
coefficient D in a more accurate way than with methods like in Ref. [62] that are
subject to a number of approximations [61].

Although EIS is a powerful technique, standard pulse tests also prove attractive
to evaluate the power capability of the cell. They are indeed popular within
the electrical engineering community. The peak power test profile reported in the
USABC consortium manual of the US DOE is such a typical test [51]. The
resistance at 30 s in Fig. 14 is calculated as

AV V=V,
Rype = o — L~ 72 22
TN T L — 1L (22)

with Vi, V, I, and I, as defined in the figure.

Other techniques are sometime included in nonintrusive characterizations, such
as the potentiostatic and galvanostatic intermittent titration techniques (PITT and
GITT), which bring complementary information to the other above-mentioned
techniques. GITT is selected whenever an accurate measurement of the open-circuit
potential of the cell is req