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Abstract: This paper describes a novel multi-modal multi-user audio-visual interface -
the Magic Music Desk (MMD) which employs the principles of embodied 
interaction, and emphasizes social interaction between users. We have 
developed a novel combination of multiple modalities for the interfaces using 
speech recognition, hand gesture recognition, sound and visual mixed reality 
technologies. A new mode of interaction which is called as "What You Say is 
What You See" (WYSWYS) is demonstrated in our system. This interaction 
enables all users to visualize each other's spoken words as 3D objects which 
could be seen by multi-users (this also allows multi-cultural social interaction). 

Key words: Embodied Interaction, Speech, Gesture Recognition, Mixed Reality, 3D
Sound, Multi-Modal Interface 

1. Introduction 

With the development of new devices for human-computer 
communication, it has become easier for researchers to design multi-modal 
(speech, visual, sound, gesture) user interfaces. There has been a large body 
of research carried on multi-modal interfaces [1] and some prototypes have 
been already developed [2]. As defined by Coutaz [3], modality refers to the 
type of communication channel used to conveyor acquire information. It 
also covers the wayan idea is expressed or perceived, or the manner an 
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have different modalities. One of the important points is that the user 
interface is moved out of the screen and into the physical environment of the 
user, or as Ishii described: "to change the world itself into an interface"[6]. 

Research works that can be regarded as multi-modal interfaces have been 
reported in mixed reality (MR) category. The Enhanced Desk [7] provides 
the smooth integration of paper and digital information on a desk and direct 
manipulation of the digital information with the hands and fingers of users. 
Rekimoto [8] reported a computer-augmented environment that allows users 
to smoothly interchange digital information among their portable computers, 
table and wall displays, and other physical objects. Kato [9] reported an 
accurate vision-based tracking method for table-top AR environments and 
tangible user interface (TVI) techniques based on this method. However, few 
of these research works have examined multi-modal speech, sound, and 
music interaction in the mixed reality environment. 

Embodied computing [10] is a next generation computing paradigm that 
involves the elements of ubiquitous computing, tangible interfaces and 
interaction and social computing. In this way, it moves the computer 
interface away from the traditional keyboard and mouse and into the 
environment, supporting the more interactive behavior. The three important 
research paradigms on which embodied computing is founded, are Weiser's 
ubiquitous computing [11], Ishii's tangible bits or "things that think" [6], and 
Suchman's sociological reasoning to problems of interaction [12]. 

Our aim in this research is to develop new interaction modalities which 
will incorporate these paradigms. We present research that provides 
ubiquitous computing in a physical environment, tangible interaction 
(including tangible mixed reality), and emphasizes real-time social 
computing. Concretely, in this paper we further the field by providing multi
modal interaction system with a new "What You Say is What You See" 
(WYSWYS) modality in addition to novel speech, music, visual, and sound 
interactions with an emphasis on social interaction amongst users. The 
WYSWYS modality is used to visualize speech as a 3D word flowing down 
to the desk from the speaker's mouth. This allows a new type of social 
interaction between multi-users, even those who speak different languages. 
Thus, a multi-cultural social interaction, where words are understood as 3D 
visual objects can be realised. Additionally, instead of using a "magic 
paddle" [9] to interact with the augmented virtual objects, we use both 
speech and the real hands to interact with the objects. By these two 
modalities, users can move the virtual object around the desk or pick up and 
rotate it as if it is put on your hand. Furthermore, in order to make the MR 
system more immersive, and to enhance feelings of presence, 3D sound and 
music is applied according to the movement of augmented virtual objects. 
We will show that not only is the human-computer interaction multi-modal, 
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but the interaction between humans also is multi-modal and multi-cultural 
with this system. 

The structure of the remaining part of the paper is as follows: the 
following section describes the implementation of the Magic Music Desk 
system and related technologies. In section 3, we describe our real-time 
application of the Magic Music Desk system, and provide a conclusion in 
section 4. 

2. Implementation of Magic Music Desk and Related 
Technologies 

Figure 1 shows the system architecture of the Magic Music Desk. The 
top camera is used to capture images for palm and gesture recognition and to 
give the position of palm relative to the marker. The user's camera is used to 
follow the user's head movement and to capture the markers on the desk. A 
microphone is used for recording speech for speech recognition block and 
earphones playback the 3D sound. The head mounted display (HMD) is used 
to display the mixed scene which is obtained by augmenting virtual objects 
on to the real scene. 

Figure 1. System architecture of the Magic music desk 

In our system, speech commands are used to import 3D virtual objects on 
to the desk and to control objects to move and perform some specific 
operation such as zooming. The recognized results are sent to the control 
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block to decide the exact position where the objects should be displayed 
relative to the markers. 

New objects can be imported by simply saying the name of the object 
like "drum". For more complex commands, we constructed a grammar rule 
and a model database. From each sentence or command, the speech 
recognition block will try to extract the object and action. For example, the 
command "drum rotate left" is separated to "drum", "rotate" and "left", then 
the recognized results are sent to control block to render appropriate action 
of the corresponding object. 

Stable detection of the palms can be achieved by extracting two kinds of 
features: statistical-based feature and contour-based feature. Our system 
recognizes hand gestures with just one camera, and thus avoids the problem 
of matching image features between different views. Our approach is based 
on the methods described in [13] and [14] for gesture recognition. 

The input images for palm and gesture recognition are captured by the 
camera on the top of the desk. After the system recognizes the palm, the 
relative position of palm to the desk (with markers) is able to be calculated 
(as will be discussed below). This information is sent to the control block to 
ensure the precise overlay of virtual object on to the palm. 

Two simple gestures (Figure 2) are used in our system for the tangible 
interaction with the virtual objects. When gesture in the top-left figure is 
recognized and its position is near enough to the virtual object's position, a 
pick up event occurs. When gesture in the top-right figure is recognized, the 
object will be "dropped". During the period between picking up and 
dropping, the virtual object will move with the hand (as long as it is 
recognized) as if the user is handling the object around. Note that we assume 
that the hand is near the desk vector plane in all cases of moving the virtual 
object. 

Figure 2. Two gestures used to pick up and drop the virtual object 

We employ the marker tracking method [15] to retrieve 3D position and 
orientation of the marker relative to the camera (given by the transformation 
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matrix between the marker coordinate and camera coordinate). Figure 3 
shows the coordinate systems of the users' cameras and the marker, where 
TCIM and TC2M denote the transformation matrix between the marker 
coordinate and camera 1 (user 1) and camera 2 (user 2) coordinates 
respectively. By the same method we can know the relationship between the 
marker and the camera on top of desk. Thus, we can combine the 3 cameras 
in the same coordinate system (marker coordinate) which ensures a precise 
registration of 3D virtual object. 

Thus with these calculations we obtain the three cameras' position in 
terms of the marker coordinate (i.e. the desk coordinate). As explained above, 
we obtain the results of palm recognition, moreover, since the camera is 
fixed on the top of the desk and the markers is also fixed relative to the desk, 
now we can know the hand's position relative to the markers. This enables 
our system to know where the palm is and hence to augment the virtual 
object onto the palm precisely. 

Now instead of using a "magic paddle" [9] with an attached tracking 
symbol to interact with the virtual object, we can use the real hand. As 
shown in Figure 2, the virtual drum is displayed properly on the user's palm 
(bottom-left figure) and on the desk (bottom-right figure) while the user 
drops it. 

The marker tracking explained above allow us to calculate the 
transformation matrix between the camera coordinate and marker coordinate. 
Thus by individual calculation, we can obtain the transformation matrixes of 
the two users' cameras relative to the same marker put on the desk. 

By shifting the coordinate system from the users' camera and user's 
mouth (this shifting distance is fixed since the camera is mounted on the 
HMD), we render a VRML object in a suitable 3D position and thus provide 
the users an illusion that the words and objects are coming from the mouth. 
This allows us to produce the novel visualization function of speech, "What 
You Say is What You See". 

In the final function, we provide a novel demonstration of augmented 
reality by the auditory modality. We employ visual virtual objects to control 
the simulated direction of the three dimensional (3D) sound. This results in 
an increased realism of the augmented objects. Here we use sound as another 
form of tangible interaction with digital objects. The virtual 3D sound 
becomes another example of tangible interaction. 

3. System Results 

Here we observe the implementation our system in the form of a Magic 
Music Desk. Our system enables the user to import and control the virtual 
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instruments or players simply by using speech commands. In this Magic 
Music Desk, some instruments and band players are available for user to 
import and each of them has a related sound. When different combination of 
the objects is imported on the desk, different music will be heard as if you 
can "compose" the music by arranging the instruments and players. Note 
that the sound emanating from each virtual player is fully specialized in the 
3D environment. Then the user can use a speech command to move the 
objects on the table or even use her hand to pick up the object and drop it at 
the suitable position as she likes. Figure 4 shows that two users are enjoying 
the Magic Music Desk. 

The speech command can be visualized by showing virtual words 
flowing from the user's mouth. This allows a new mode of human to 
computer and human to human interaction (WYSWYS). Furthermore even 
for multi-cultural interaction, the human to human communication can be 
natural. In Figure 5 we see the example of a user speaking in Mandarin. The 
word is converted to a 3D virtual character which floats from the user's 
mouth. Then the object will float down to the table, and "splash down" 
causing the object that was uttered to appear. Humans can experience an 
enjoyable cross-cultural and highly visual interaction. 

When the instrument is introduced onto the desk, it generates the 3D 
sound as if the sound is coming from the instrument at that point. Even when 
you "pick up" the instrument and "move" it, you can feel that the sound 
source is also moving with your hand. During the whole procedure, speech 
commands are still available for the user to interact with the objects such as 
to move it, rotate it, or zoom it. 

4. Conclusion 

In this paper, we propose a novel multi-modal multi-user audio-visual 
interface - the Magic Music Desk (MMD) which employs the principles of 
embodied interaction, and emphasizes social interaction between users. 
Unlike previous mixed reality interfaces, we implement not only visual 
mixed reality but also audio mixed reality with more modalities such as 
speech and 3D sound in a single system. Table 1 summarises the modalities 
we used in our system. 

By speech recognition, our system provides a new method to interact 
with the augmented virtual objects and provides a novel idea to visualize 
speech. A novel interaction which is called as "What You Say is What You 
See" (WYSWYS) is demonstrated in our system. Our system represents a 
good combination of mUltiple modalities and enables the user to have a 
fully-immersive mixed reality environment. 
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Table 1. Functionalities and interaction with modalities used in Magic Music Desk 
Functionalities and interaction Modalities used 
Speech Recognition Speech, audio 
Palm and Gesture Recognition Visual, touch 
WYSWYS Speech, Visual 
3D sound Audio 
Tangible Interaction Visual, Audio, touch 
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Figure 3. Coordinate systems of users' 
cameras and marker 

Figure 4. Two users are picking up the 
virtual musicians and together with the 
drums, it forms a small band 

Figure 5. Visualizing your speech (WYSWYS) 
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