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#### Abstract

We study a $k$-dimensional generalization of the birthday problem: given $k$ lists of $n$-bit values, find some way to choose one element from each list so that the resulting $k$ values xor to zero. For $k=2$, this is just the extremely well-known birthday problem, which has a square-root time algorithm with many applications in cryptography. In this paper, we show new algorithms for the case $k>2$ : we show a cube-root time algorithm for the case of $k=4$ lists, and we give an algorithm with subexponential running time when $k$ is unrestricted. We also give several applications to cryptanalysis, describing new subexponential algorithms for constructing one-more forgeries for certain blind signature schemes, for breaking certain incremental hash functions, and for finding low-weight parity check equations for fast correlation attacks on stream ciphers. In these applications, our algorithm runs in $O\left(2^{2 \sqrt{n}}\right)$ time for an $n$-bit modulus, demonstrating that moduli may need to be at least 1600 bits long for security against these new attacks. As an example, we describe the first-known attack with subexponential complexity on Schnorr and Okamoto-Schnorr blind signatures over elliptic curve groups.


## 1 Introduction

One of the best-known combinatorial tools in cryptology is the birthday problem:

Problem 1. Given two lists $L_{1}, L_{2}$ of elements drawn uniformly and independently at random from $\{0,1\}^{n}$, find $x_{1} \in L_{1}$ and $x_{2} \in L_{2}$ such that $x_{1} \oplus x_{2}=0$. (Here the $\oplus$ symbol represents the bitwise exclusive-or operation.) The birthday problem is well understood: A solution $x_{1}, x_{2}$ exists with good probability once $\left|L_{1}\right| \times\left|L_{2}\right| \gg 2^{n}$ holds, and if the list sizes are favorably chosen, the complexity of the optimal algorithm is $\Theta\left(2^{n / 2}\right)$. The birthday problem has numerous applications throughout cryptography and cryptanalysis.

In this paper, we explore a generalization of the birthday problem. The above presentation suggests studying a variant of the birthday problem with an arbitrary number of lists. In this way, we obtain the following $k$-dimensional analogue, which we call the $k$-sum problem:
Problem 2. Given $k$ lists $L_{1}, \ldots, L_{k}$ of elements drawn uniformly and independently at random from $\{0,1\}^{n}$, find $x_{1} \in L_{1}, \ldots, x_{k} \in L_{k}$ such that $x_{1} \oplus x_{2} \oplus$ $\cdots \oplus x_{k}=0$.

We allow the lists to be extended to any desired length, and so it may aid the intuition to think of each element of each list as being generated by a random (or pseudorandom) oracle $R_{i}$, so that the $j$-th element of $L_{i}$ is $R_{i}(j)$. It is easy to see that a solution to the $k$-sum problem exists with good probability so long as $\left|L_{1}\right| \times \cdots \times\left|L_{k}\right| \gg 2^{n}$. However, the challenge is to find a solution $x_{1}, \ldots, x_{k}$ explicitly and efficiently.

This first half of this paper is devoted to a theoretical study of this problem. First, Section 2 describes a new algorithm, called the $k$-tree algorithm, that allows us to solve the $k$-sum problem with lower complexity than previously known to be possible. Our algorithm works only when one can extend the size of the lists freely, i.e., in the special case where there are sufficiently many solutions to the $k$-sum problem. For example, we show that, for $k=4$, the $k$-sum problem can be solved in $O\left(2^{n / 3}\right)$ time using lists of size $O\left(2^{n / 3}\right)$. We also discuss a number of generalizations of the problem, e.g., to operations other than Xor. Next, in Section 3, we study the complexity of the $k$-sum problem and give several lower bounds. This theoretical study provides a tool for cryptanalysis which we will put to use in the second half of the paper.

The $k$-sum problem may not appear very natural at first sight, and so it may come as no surprise that, to our knowledge, this problem has not previously been stated or studied in full generality. Nonetheless, we show in the second half of this paper a number of cases where the $k$-sum problem has applications to cryptanalysis of various systems: in Section 4 we show how to break various blind signature schemes, how to attack several incremental hash functions, and how to find low-weight parity checks. Other examples may be found in the full version of this paper [36]. We do not claim that this is an exhaustive list of possible applications; rather, it is intended to motivate the relevance of this problem to cryptography.

Finally, we conclude in Sections 5 and 6 with several open problems and final remarks.

## 2 Algorithms

The classic birthday problem. We recall the standard technique for finding solutions to the birthday problem (with 2 lists). We define a join operation $\bowtie$ on lists so that $S \bowtie T$ represents the list of elements common to both $S$ and $T$. Note that $x_{1} \oplus x_{2}=0$ if and only if $x_{1}=x_{2}$. Consequently, a solution to the classic (2-list) birthday problem may be found by simply computing the join $L_{1} \bowtie L_{2}$ of the two input lists $L_{1}, L_{2}$. We represent this algorithm schematically in Figure 1

The join operation has been well-studied in the literature on database query evaluation, and several efficient methods for computing joins are known. A merge-join sorts the two lists, $L_{1}, L_{2}$, and scans the two sorted lists, returning any matching pairs detected. A hash-join stores one list, say $L_{1}$, in a hash table, and then scans through each element of $L_{2}$ and checks whether it is present in the hash table. If memory is plentiful, the hash-join is very efficient:


Fig. 1. An abstract representation of the standard algorithm for the (2-list) birthday problem: given two lists $L_{1}, L_{2}$, we use a join operation to find all pairs $\left(x_{1}, x_{2}\right)$ such that $x_{1}=x_{2}$ and $x_{1} \in L_{1}$ and $x_{2} \in L_{2}$. The thin vertical boxes represent lists, the arrows represent flow of values, and the $\bowtie$ symbol represents a join operator.
it requires $\left|L_{1}\right|+\left|L_{2}\right|$ simple steps of computation and $\min \left(\left|L_{1}\right|,\left|L_{2}\right|\right)$ units of storage. A merge-join is slower in principle, running in $O(n \log n)$ time where $n=\max \left(\left|L_{1}\right|,\left|L_{2}\right|\right)$, but external sorting methods allow computation of mergejoins even when memory is scarce.

The consequence of these observations is that the birthday problem may be solved with square-root complexity. In particular, if we operate on $n$-bit values, then the above algorithms will require $O\left(2^{n / 2}\right)$ time and space, if we are free to choose the size of the lists however we like. Techniques for reducing the space complexity of this algorithm are known for some important special cases [25].

The birthday problem has many applications. For example, if we want to find a collision for a hash function $h:\{0,1\}^{*} \rightarrow\{0,1\}^{n}$, we may define the $j$-th element of list $L_{i}$ as $h(i, j)$. Assuming that $h$ behaves like a random function, the lists will contain an inexhaustible supply of values distributed uniformly and independently at random, so the premises of the problem statement will be met. Consequently, we can expect to find a solution to the corresponding birthday problem with $O\left(2^{n / 2}\right)$ work, and any such solution immediately yields a collision for the hash function [38].

The 4-list birthday problem. To extend the above well-known observations, consider next the 4 -sum problem. We are given lists $L_{1}, \ldots, L_{4}$, and our task is to find values $x_{1}, \ldots, x_{4}$ that Xor to zero. (Hereafter $x_{i} \in L_{i}$ holds implicitly.) It is easy to see that a solution should exist with good probability if each list is of length at least $2^{n / 4}$. Nonetheless, no good algorithm for explicitly finding such a solution was previously known: The most obvious approaches all seem to require $2^{n / 2}$ steps of computation.

We develop here a more efficient algorithm for the 4 -sum problem. Let low $_{\ell}(x)$ denote the least significant $\ell$ bits of $x$, and define the generalized join operator


Fig. 2. A pictorial representation of our algorithm for the 4 -sum problem.
$\bowtie_{\ell}$ so that $L_{1} \bowtie_{\ell} L_{2}$ contains all pairs from $L_{1} \times L_{2}$ that agree in their $\ell$ least significant bits. We will use the following basic properties of the problem:

Observation 1 We have $\operatorname{low}_{\ell}\left(x_{i} \oplus x_{j}\right)=0$ if and only if $\operatorname{low}_{\ell}\left(x_{i}\right)=\operatorname{low}_{\ell}\left(x_{j}\right)$.

Observation 2 Given lists $L_{i}, L_{j}$, we can easily generate all pairs $\left\langle x_{i}, x_{j}\right\rangle$ satisfying $x_{i} \in L_{i}, x_{j} \in L_{j}$, and low $\left(x_{i} \oplus x_{j}\right)=0$ by using the join operator $\bowtie_{\ell}$.

Observation 3 If $x_{1} \oplus x_{2}=x_{3} \oplus x_{4}$, then $x_{1} \oplus x_{2} \oplus x_{3} \oplus x_{4}=0$.

Observation 4 If low $\left(x_{1} \oplus x_{2}\right)=0$ and low $w_{\ell}\left(x_{3} \oplus x_{4}\right)=0$, then we necessarily have low $w_{\ell}\left(x_{1} \oplus x_{2} \oplus x_{3} \oplus x_{4}\right)=0$, and in this case $\operatorname{Pr}\left[x_{1} \oplus x_{2} \oplus x_{3} \oplus x_{4}=0\right]=2^{\ell} / 2^{n}$.

These properties suggest a new algorithm for the 4 -sum problem. First, we extend the lists $L_{1}, \ldots, L_{4}$ until they each contain about $2^{\ell}$ elements, where $\ell$ is a parameter to be determined below. Then, we apply Observation 2 to generate a large list $L_{12}$ of values $x_{1} \oplus x_{2}$ such that $\operatorname{low}_{\ell}\left(x_{1} \oplus x_{2}\right)=0$. Similarly, we generate a large list $L_{34}$ of values $x_{3} \oplus x_{4}$ where $\operatorname{low}_{\ell}\left(x_{3} \oplus x_{4}\right)=0$. Finally, we search for matches between $L_{12}$ and $L_{34}$. By Observation 3 any such match
will satisfy $x_{1} \oplus x_{2} \oplus x_{3} \oplus x_{4}=0$ and hence will yield a solution to the 4 -sum problem. See Figure 2 for a visual depiction of this algorithm.

The complexity of this algorithm may be analyzed as follows. We have $\operatorname{Pr}\left[\operatorname{low}_{\ell}\left(x_{1} \oplus x_{2}\right)=0\right]=1 / 2^{\ell}$ when $x_{1}, x_{2}$ are chosen uniformly at random. Thus, by the birthday paradox (or by linearity of expectation),

$$
\mathbb{E}\left[\left|L_{12}\right|\right]=\left|L_{1}\right| \times\left|L_{2}\right| / 2^{\ell}=2^{2 \ell} / 2^{\ell}=2^{\ell} .
$$

Similarly, $L_{34}$ has expected size $2^{\ell}$. Moreover, Observation 4 ensures that any pair of elements from $L_{12} \times L_{34}$ yields a match with probability $2^{\ell} / 2^{n}$. Therefore, a second invocation of the birthday paradox shows that the expected number of elements in common between $L_{12}$ and $L_{34}$ is about $\left|L_{12}\right| \times\left|L_{34}\right| / 2^{n-\ell}$. The latter is at least 1 when $\ell \geq n / 3$. Consequently, if we set $\ell \stackrel{\text { def }}{=} n / 3$ as the beginning of the above procedure, we expect to find a solution to the 4 -sum problem with non-trivial probability. Since the size of all lists is around $2^{n / 3}$, the resulting algorithm can be implemented with $O\left(2^{n / 3}\right)$ time and space.

Extensions. The above algorithm finds only solutions with a special property, namely, $x_{1} \oplus x_{2}$ and $x_{3} \oplus x_{4}$ are zero in their low $\ell$ bits. However, this restriction was made merely for ease of presentation, and it can be eliminated. To sample randomly from the set of all solutions, pick a random $\ell$-bit value $\alpha$, and look for pairs $\left(x_{1}, x_{2}\right)$ and $\left(x_{3}, x_{4}\right)$ whose low $\ell$ bits XOR to $\alpha$. In other words, compute $\left(L_{1} \bowtie_{\ell}\left(L_{2} \oplus \alpha\right)\right) \bowtie\left(L_{3} \bowtie_{\ell}\left(L_{4} \oplus \alpha\right)\right)$.

Also, the value 0 in $x_{1} \oplus \cdots \oplus x_{k}=0$ is not essential, and can be replaced by any other constant $c$ without increasing the complexity of the problem. This may be easily seen as follows: if we replace $L_{k}$ with $L_{k}^{\prime}=L_{k} \oplus c \stackrel{\text { def }}{=}\left\{x_{k} \oplus c: x_{k} \in L_{k}\right\}$, then any solution to $x_{1} \oplus \cdots \oplus x_{k-1} \oplus x_{k}^{\prime}=0$ will be a solution to $x_{1} \oplus \cdots \oplus x_{k}=c$ and vice versa. Consequently, we may assume (without loss of generality) that $c=0$.

As a corollary, when $k>k^{\prime}$ the complexity of the $k$-sum problem can be no larger than the complexity of the $k^{\prime}$-sum problem. This can be proven using a trivial list-elimination trick. We pick arbitrary values $x_{k^{\prime}+1}, \ldots, x_{k}$ from $L_{k^{\prime}+1}, \ldots, L_{k}$ and fix this choice. Then, we set $c \stackrel{\text { def }}{=} x_{k^{\prime}+1} \oplus \cdots \oplus x_{k}$ and use a $k^{\prime}$-sum algorithm to find a solution to the equation $x_{1} \oplus \cdots \oplus x_{k^{\prime}}=c$. For instance, this shows that we can solve the $k$-sum problem with complexity at most $O\left(2^{n / 3}\right)$ for all $k \geq 4$.

More interestingly, we can use the above ideas to solve the $k$-sum problem even faster than cube-root time for larger values of $k$. We extend the 4 -list tree algorithm above as follows. When $k$ is a power of two, we replace the complete binary tree of depth 2 in Figure 2 with a complete binary tree of depth $\lg k$. At internal nodes of height $h$, we use the join operator $\bowtie_{\ell_{h}}$ (where $\ell_{h}=h n /(1+$ $\lg k)$ ), except that at the root we use the full join operator $\bowtie$. Each element $x$ of an internal list $L_{i \ldots j}$ contains back-pointers to elements $x^{\prime}$ and $x^{\prime \prime}$ of the two child lists used to form $L_{i \ldots j}$, such that $x=x^{\prime} \oplus x^{\prime \prime}$. In this way we will obtain an algorithm for the $k$-sum problem that requires $O\left(k \cdot 2^{n /(1+\lg k)}\right)$ time and space and uses lists of size $O\left(2^{n /(1+\lg k)}\right)$. The complexity of this algorithm
improves only slowly as $k$ increases, though, so this does not seem to yield large improvements unless $k$ becomes quite large.

We can also obtain an algorithm for the general $k$-sum problem when $k$ is not a power of two. We take $k^{\prime} \stackrel{\text { def }}{=} 2^{\lfloor\lg k\rfloor}$ to be the largest power of two less than $k$, and we use the list-elimination trick above. However, the results are less satisfying: The algorithm obtained in this way runs essentially no faster for $k=2^{i}+j$ than for $k=2^{i}$.

Operations other than xor. The $k$-sum problem has so far been described over the group $\left(G F(2)^{n}, \oplus\right)$, but it is natural to wonder whether these techniques will apply over other groups as well.

We note first that the tree algorithm above transfers immediately to the additive group $\left(\mathbb{Z} / 2^{n} \mathbb{Z},+\right.$ ). In particular, we compute $L_{12} \stackrel{\text { def }}{=} L_{1} \bowtie_{\ell}-L_{2}, L_{34} \stackrel{\text { def }}{=}$ $L_{3} \bowtie_{\ell}-L_{4}$, and finally $L_{12} \bowtie-L_{34}$, where $-L \stackrel{\text { def }}{=}\left\{-x \bmod 2^{n}: x \in L\right\}$. The result will be a set of solutions to the equation $x_{1}+\cdots+x_{k} \equiv 0\left(\bmod 2^{n}\right)$. The reason this works is that $a \equiv b\left(\bmod 2^{\ell}\right)$ implies $\left(a+c \bmod 2^{n}\right) \equiv\left(b+c \bmod 2^{n}\right)$ $\left(\bmod 2^{\ell}\right)$ : the carry bit propagates in only one direction.

We can also apply the tree algorithm to the group $(\mathbb{Z} / m \mathbb{Z},+)$ where $m$ is arbitrary. Let $[a, b] \stackrel{\text { def }}{=}\{x \in \mathbb{Z} / m \mathbb{Z}: a \leq x \leq b\}$ denote the interval of elements between $a$ and $b$ (wrapping modulo $m$ ), and define the join operation $L_{1} \bowtie_{[a, b]} L_{2}$ to represent the solutions to $x_{1}+x_{2} \in[a, b]$ with $x_{i} \in L_{i}$. Then we may solve a 4 -sum problem over $\mathbb{Z} / m \mathbb{Z}$ by computing $\left(L_{1} \bowtie_{[a, b]} L_{2}\right) \bowtie\left(L_{3} \bowtie_{[a, b]} L_{4}\right)$ where $[a, b]=\left[-m / 2^{\ell+1}, m / 2^{\ell+1}-1\right]$ and $\ell=\frac{1}{3} \lg m$. In general, one can adapt the $k$-tree algorithm to work in $(\mathbb{Z} / m \mathbb{Z},+)$ by replacing each $\bowtie_{\ell}$ operator with $\bowtie_{\left[-m / 2^{\ell+1}, m / 2^{\ell+1}-1\right]}$, and this will let us solve $k$-sum problems modulo $m$ about as quickly as we can for XOR.

Finding many solutions. In some applications, it may be useful to find many solutions to the $k$-sum problem. It is not too hard to sed that we can find $\alpha^{3}$ solutions to the 4 -sum problem with about $\alpha$ times the work of finding a single solution, so long as $\alpha \leq 2^{n / 6}$. Similarly, we can find $\alpha^{1+\lfloor\lg k\rfloor}$ solutions to the $k$-sum problem with $\alpha$ times as much work as finding a single solution, as long as $\alpha \leq 2^{n /(\lfloor\lg k\rfloor \cdot(1+\lfloor\lg k\rfloor))}$.

Reducing the space complexity. As we have described it so far, these algorithms require a lot of memory. Since memory is often more expensive than computing time, this may be a barrier in practice. While we have not extensively studied the memory complexity of the $k$-sum problem, we note that in some cases a trivial technique can greatly reduce the space complexity of our $k$-tree algorithm. In particular, when $k \gg 2$, we can evaluate the tree in postfix order, discarding lists when they are no longer needed. In this way, we will need storage for only about $\lg k$ lists. For example, if we take $k=2^{\sqrt{n}-1}$, then the $k$-tree algorithm

[^0]will run in approximately $2^{2 \sqrt{n}}$ time and $\sqrt{n} 2^{\sqrt{n}}$ space using this optimization, a significant improvement over naive implementations.

Related work. The idea of using a priority queue to generate pairwise sums $x_{1}+x_{2}$ in sorted order (for $x_{1} \in L_{1}, x_{2} \in L_{2}$ with lists $L_{1}, L_{2}$ given as input) first appeared in Knuth, exercise 5.2.3-29, and was credited to W.S. Brown 20, p.158].

Later, Schroeppel and Shamir showed how to generate 4 -wise sums $x_{1}+\cdots+$ $x_{4}$ in sorted order using a tree of priority queues [30[31]. In particular, given 4 lists of integers and a $n$-bit integer $c$, they considered how to find all solutions to $x_{1}+\cdots+x_{4}=c$, and they gave an algorithm running in $\Theta\left(2^{n / 2}\right)$ time and $\Theta\left(2^{n / 4}\right)$ space when the lists are of size $\Theta\left(2^{n / 4}\right)$. In contrast, the problem we consider differs in four ways: we relax the problem to ask only for a single solution rather than all solutions; we allow an arbitrary number of lists; we consider other group operations; and, most importantly, our main goal in this paper is to break the $\Theta\left(2^{n / 2}\right)$ running time barrier. When looking for only a single solution, it is possible to beat Schroeppel and Shamir's algorithm—using Floyd's cycle-finding algorithm, distinguished points cycling algorithms [24], or parallel collision search [25], one can often achieve $\Theta\left(2^{n / 2}\right)$ time and $\Theta(1)$ space but there was previously no known algorithm with running time substantially better than $2^{n / 2}$. Consequently, Schroeppel and Shamir's result is not directly applicable to our problem, but their idea of using tree-based algorithms can be seen as a direct precursor of our $k$-tree algorithm.

Bernstein has used similar techniques in the context of enumerating solutions in the integers to equations such as $a^{3}+2 b^{3}+3 c^{3}-4 d^{3}=0[3]$.

Boneh, Joux and Nguyen have used Schroeppel and Shamir's algorithm for solving integer knapsacks to reduce the space complexity of their birthday attacks on plain RSA and El Gamal [6]. They also used (a version of) our Theorem 3 to transform a 4 -sum problem over $\left((\mathbb{Z} / p \mathbb{Z})^{*}, \times\right)$ to a knapsack (i.e., 4 -sum) problem over $(\mathbb{Z} / q \mathbb{Z},+)$, which allowed them to apply Schroeppel and Shamir's techniques.

Bleichenbacher used similar techniques in his attack on DSA [4].
Chose, Joux, and Mitton have independently discovered a space-efficient algorithm for finding all solutions to $x_{1} \oplus \cdots \oplus x_{k}=0$ and shown how to use it to speed up search for parity checks for stream cipher cryptanalysis 11. For $k=4$, their approach runs in $O\left(2^{n / 2}\right)$ time and $O\left(2^{n / 4}\right)$ space if $\left|L_{1}\right|=\cdots=\left|L_{4}\right|=2^{n / 4}$ and all values are $n$ bits long, and so their scheme is in a similar class as Schroeppel and Shamir's result. Interestingly, the algorithm of Chose, et al., is essentially equivalent to repeatedly running our 4-list tree algorithm once for each possible predicted value of $\alpha=\operatorname{low}_{l}\left(x_{1} \oplus x_{2}\right)$, taking $\ell=n / 4$. Thus, their work is complementary to ours: their algorithm does not beat the square-root barrier, but it takes a different point in the tradeoff space, thereby reinforcing the importance of the $k$-sum problem to cryptography.

Joux and Lercier have used related ideas to reduce the space complexity of a birthday step in point-counting algorithms for elliptic curves [19].

Blum, Kalai, and Wasserman previously have independently discovered something closely related to the $k$-tree algorithm for XOR in the context of their work on learning theory [5]. In particular, they use the existence of a subexponential algorithm for the $k$-sum problem when $k$ is unrestricted to find the first known subexponential algorithm for the "learning parity with noise" problem. We note that any improvement in the $k$-tree algorithm would immediately lead to improved algorithms for learning parity with noise, a problem that has resisted algorithmic progress for many years. Others in learning theory have since used similar ideas [37, and the hardness of this problem has even been proposed as the basis for a human-computer authentication scheme [17].

Ajtai, Kumar, and Sivakumar have used Blum, Kalai, and Wasserman's algorithm as a subroutine to speed up the shortest lattice vector problem from $2^{O(n \log n)}$ to $2^{O(n)}$ time [1].

Bellare, et al., showed that the $k$-sum problem over $\left(G F(2)^{n}, \oplus\right)$ can be solved in $O\left(n^{3}+k n\right)$ time using Gaussian elimination when $k \geq n$ [2, Appendix A].

Wagner and Goldberg have shown how to efficiently find solutions to $x_{1}=$ $x_{2}=\cdots=x_{k}$ (where $x_{i} \in L_{i}$ ) using parallel collision search [35]. This is an alternative way to generalize the birthday problem to higher dimensions, but the techniques do not seem to carry over to the $k$-sum problem.

There is also a natural connection between the $k$-sum problem over $(\mathbb{Z} / m \mathbb{Z},+)$ and the subset sum problem over $\mathbb{Z} / m \mathbb{Z}$. This suggests that techniques known for the subset sum problem, such as LLL lattice reduction, may be relevant to the $k$-sum problem. We have not explored this direction, and we leave it to future work.

Summary. We have shown how to solve the $k$-sum problem (for the XOR operation) in $O\left(k \cdot 2^{n /(1+\lfloor\lg k\rfloor)}\right)$ time and space, using lists of size $O\left(2^{n /(1+\lfloor\lg k\rfloor)}\right)$. In particular, for $k=4$, we can solve the 4 -sum problem with complexity $O\left(2^{n / 3}\right)$. If $k$ is unrestricted, we obtain a subexponential algorithm running in $O\left(2^{2 \sqrt{n}}\right)$ time by setting $k=2^{\sqrt{n}-1}$.

## 3 Lower Bounds

In this section we study how close to optimal the $k$-tree algorithm is. This section may be safely skipped on first reading.

Information-theoretic bounds. We can easily use information-theoretic arguments to bound the complexity of the $k$-sum problem as follows.

Theorem 1. The computational complexity of the $k$-sum problem is $\Omega\left(2^{n / k}\right)$.
Proof. For the $k$-sum problem to have a solution with constant probability, we need $\left|L_{1}\right| \times \cdots \times\left|L_{k}\right|=\Omega\left(2^{n}\right)$, i.e., $\max _{i}\left|L_{i}\right|=\Omega\left(2^{n / k}\right)$. The bound follows easily.

This bound applies to the $k$-sum problem over all groups.

However, this gives a rather weak bound. There is a considerable gap between the information-theoretic lower bound $\Omega\left(2^{n / k}\right)$ and the constructive upper bound $O\left(k \cdot 2^{n /(1+\lfloor\lg k\rfloor)}\right)$ established in the previous section. Therefore, it is natural to wonder whether this gap can be narrowed. In the general case, this seems to be a difficult question, but we show next that the lower bound can be improved in some special cases.

Relation to discrete logs. There are close connections to the discrete log problem, as shown by the following observation from Wei Dai [12].

Theorem 2 (W. Dai). If the $k$-sum problem over a cyclic group $G=\langle g\rangle$ can be solved in time $t$, then the discrete logarithm with respect to $g$ can be found in $O(t)$ time as well.

Proof. We describe an algorithm for finding the discrete $\operatorname{logarithm} \log _{g} y$ of a group element $y \in G$ using any algorithm for the $k$-sum problem in $G$. Each list will contain elements of the form $g^{w}$ for $w$ chosen uniformly at random. Then any solution to $x_{1} \times \cdots \times x_{k}=y$ with $x_{i} \in L_{i}$ will yield a relation of the form $g^{w}=y$, where $w=w_{1}+\cdots+w_{k}$, and this reveals the discrete $\log$ of $y$ with respect to $g$, as claimed.

This immediately allows us to rule out the possibility of an efficient generic algorithm for the $k$-sum problem over any group $G$ with order divisible by any large prime. Recall that a generic algorithm is one that uses only the basic group operations (multiplication, inversion, testing for equality) and ignores the representation of elements of $G$.

Corollary 1. Every generic algorithm for the $k$-sum problem in a group $G$ has running time $\Omega(\sqrt{p})$, where $p$ denotes the largest prime factor of the order of $G$.

Proof. Any generic algorithm for the discrete log problem in a group of prime order $p$ has complexity $\Omega(\sqrt{p})$ [23]33]. Now see Theorem 2.

Moreover, Theorem 2 shows that we cannot hope to find a polynomial-time algorithm for the $k$-sum problem over any group where the discrete log problem is hard. For example, finding a solution to $x_{1} \times \cdots \times x_{k} \equiv 1(\bmod p)$ is as hard as taking discrete logarithms in $(\mathbb{Z} / p \mathbb{Z})^{*}$, and thus we cannot expect any especially good algorithm for this problem.

The relationship to the discrete log problem goes both ways:
Theorem 3. Suppose the discrete log problem in a multiplicative group $G=\langle g\rangle$ of order $m$ can be solved in time $t$. Suppose moreover that the $k$-sum problem over $(\mathbb{Z} / m \mathbb{Z},+)$ with lists of size $\ell$ can be solved in time $t^{\prime}$. Then the $k$-sum problem over $G$ with lists of size $\ell$ can be solved in time $t^{\prime}+k \ell t$.

Proof. Let $L_{i}^{\prime}=\left\{\log _{g} x: x \in L_{i}\right\}$; then any solution to the $k$-sum problem over $(\mathbb{Z} / m \mathbb{Z},+)$ with lists $L_{1}^{\prime}, \ldots, L_{k}^{\prime}$ yields a solution to the $k$-sum problem over $G$ with lists $L_{1}, \ldots, L_{k}$.

As we have seen earlier, there exists an algorithm for solving the $k$-sum problem over $(\mathbb{Z} / m \mathbb{Z},+)$ in time $t^{\prime}=O\left(k \cdot m^{1 /(1+\lfloor\lg k\rfloor)}\right)$ so long as each list has size at least $\ell \geq t^{\prime} / k$. As a consequence, there are non-trivial algorithms for solving the $k$-sum problem in any group where the discrete $\log$ problem is easy.

## 4 Attacks and Applications

Blind signatures. Schnorr has recently observed that the security of several discrete-log-based blind signature schemes depends not only on the hardness of the discrete log but also on the hardness of a novel algorithmic problem, called the ROS problem [28]. This observation applies to Schnorr blind signatures and Okamoto-Schnorr blind signatures, particular when working over elliptic curve groups and other groups with no known subexponential algorithm for the discrete log.

We recall the ROS problem. Suppose we are working in a group of prime order $q$. Let $F:\{0,1\}^{*} \rightarrow G F(q)$ represent a cryptographic hash function, e.g., a random oracle. The goal is to find a singular $k \times k$ matrix $M$ over $G F(q)$ satisfying two special conditions. First, the entries of the matrix should satisfy

$$
M_{i, k}=F\left(M_{i, 1}, M_{i, 2}, \ldots, M_{i, k-1}\right) \quad \text { for } i=1, \ldots, k .
$$

Second, there should be a vector in the kernel of $M$ whose last component is non-zero: in other words, there should exist $v=\left(v_{1}, \ldots, v_{k}\right)^{T} \in G F(q)^{k}$ with $M v=0$ and $v_{k}=-1$.

Any algorithm to solve the ROS problem immediately leads to a one-more forgery attack using $k-1$ parallel interactions with the signer. Previously, the best algorithm known for the ROS problem required $\Theta\left(q^{1 / 2}\right)$ time.

We show that the ROS problem can be solved in subexponential time using our $k$-tree algorithm. To illustrate the idea, we first show how to solve the ROS problem in cube-root time for the case $k=4$. Consider matrices of the following form:

$$
M=\left[\begin{array}{cccr}
w_{1} & 0 & 0 & F\left(w_{1}, 0,0\right) \\
0 & w_{2} & 0 & F\left(0, w_{2}, 0\right) \\
0 & 0 & w_{3} & F\left(0,0, w_{3}\right) \\
w_{4} & w_{4} & w_{4} & F\left(w_{4}, w_{4}, w_{4}\right)
\end{array}\right],
$$

where $w_{1}, \ldots, w_{4}$ vary over $G F(q)^{*}$. We note that $M$ is of the desired form if the unknowns $w_{1}, \ldots, w_{4}$ satisfy the equation

$$
\begin{gathered}
F\left(w_{1}, 0,0\right) / w_{1}+F\left(0, w_{2}, 0\right) / w_{2}+ \\
+F\left(0,0, w_{3}\right) / w_{3}-F\left(w_{4}, w_{4}, w_{4}\right) / w_{4} \equiv 0 \quad(\bmod q) .
\end{gathered}
$$

Thus, this can be viewed as an instance of a 4 -sum problem over $G F(q)$ : we fill list $L_{1}$ with candidates for the first term of the equation above, i.e., with values of the form $F\left(w_{1}, 0,0\right) / w_{1}$, and similarly for $L_{2}, L_{3}, L_{4}$; then we search for a solution to $x_{1}+\cdots+x_{4} \equiv 0(\bmod q)$ with $x_{i} \in L_{i}$. Applying our 4-list
tree algorithm lets us break Schnorr and Okamoto-Schnorr blind signatures over a group of prime order $q$ in $\Theta\left(q^{1 / 3}\right)$ time and using 3 parallel interactions with the signer.

Of course, the above attack can be generalized to any number $k>4$ of lists. As a concrete example, if we consider an elliptic curve group of order $q \approx 2^{160}$, then there is a one-more forgery attack using $k-1=2^{9}-1$ parallel interactions, $2^{25}$ work, and $2^{12}$ space. Compare this to the conjectured $2^{80}$ security level that seems to be usually expected if one assumes that the best attack is to compute the discrete log using a generic algorithm. We see that the $k$-tree algorithm yields unexpectedly devastating attacks on these blind signature schemes.

In the general case, we obtain a signature forgery attack with subexponential complexity. If we take $k=2^{\sqrt{\lg q}-1}$, the $k$-tree algorithm runs in roughly $2^{2 \sqrt{\lg q}}$ time, requires $2^{\sqrt{\operatorname{lgq}}-1} \sqrt{\lg q}$ space, and uses $2^{\sqrt{\lg q}-1}-1$ parallel interactions with the signer. Consequently, it seems that we need a group of order $q \gg 2^{1600}$ if we wish to enjoy 80-bit security. In other words, the size of the group order in bits must be an order of magnitude larger than one might otherwise expect from the best currently-known algorithms for discrete logs in elliptic curve groups.

NASD incremental hashing. One proposal for network-attached secure disks (NASD) uses the following hash function for integrity purposes 1314:

$$
H(x) \stackrel{\text { def }}{=} \sum_{i=1}^{k} h\left(i, x_{i}\right) \bmod 2^{256}
$$

Here $x$ denotes a padded $k$-block message, $x=\left\langle x_{1}, \ldots, x_{k}\right\rangle$. We reduce inverting this hash to a $k$-sum problem over the additive group $\left(\mathbb{Z} / 2^{256} \mathbb{Z},+\right)$.

The inversion attack proceeds as follows. Generate $k$ lists $L_{1}, \ldots, L_{k}$, where $L_{i}$ consists of $y_{i}=h\left(i, x_{i}\right)$ with $x_{i}$ ranging over many values chosen at random. Then any solution to $y_{1}+\cdots+y_{k} \equiv c\left(\bmod 2^{256}\right)$ with $y_{i} \in L_{i}$ reveals a preimage of the digest $c$. If we take $k=128$, for example, we can find a 128 -block message that hashes to a desired digest using the $k$-tree algorithm and about $2^{40}$ work.

The attack can be further improved by exploiting the structure of $h$, which divides its one-block input $x_{i}$ into two halves $y_{i}, z_{i}$ and then computes

$$
h\left(i,\left\langle y_{i}, z_{i}\right\rangle\right) \stackrel{\text { def }}{=}\left(\mathrm{SHA}\left(2 i, y_{i}\right) \ll 96\right) \oplus \operatorname{SHA}\left(2 i+1, z_{i}\right)
$$

Our improved attack proceeds as follows. First, we find values $z_{1}, \ldots, z_{k}$ satisfying $\operatorname{SHA}\left(3, z_{1}\right)+\operatorname{SHA}\left(5, z_{2}\right)+\cdots+\operatorname{SHA}\left(2 k+1, z_{k}\right) \equiv 0\left(\bmod 2^{96}\right)$. If we set $k=128$, this can be done with about $2^{20}$ work using the $k$-tree algorithm. We fix the values $z_{1}, \ldots, z_{k}$ obtained this way, and then we search for values $y_{1}, \ldots, y_{k}$ such that $h\left(1,\left\langle y_{1}, z_{1}\right\rangle\right)+\cdots+h\left(k,\left\langle y_{k}, z_{k}\right\rangle\right) \equiv 0\left(\bmod 2^{256}\right)$. Due to the structure of $h$, the left-hand side is guaranteed to be zero modulo $2^{96}$, so 96 bits come for free and we have a $k$-sum problem over only 160 bits. The latter problem can be solved with about $2^{28}$ work using a second invocation of the $k$-tree algorithm.

This allows an adversary to find a pre-image with $2^{28}$ work. Similar techniques can be used to find collisions in about the same complexity. We conclude, therefore, that the NASD hash should be considered thoroughly broken.

AdHash. The NASD hash may be viewed as a special case of a general incremental hashing construction proposed by Bellare, et al., and named AdHash [2]:

$$
H(x) \stackrel{\text { def }}{=} \sum_{i=1}^{k} h\left(i, x_{i}\right) \bmod m
$$

where the modulus $m$ is public and chosen randomly. However, Bellare, et al., give no concrete suggestions for the size of $m$, and so it is no surprise that some implementors have used inadequate parameters: for instance, NASD used a 256bit modulus 1314, and several implementations have used a 128-bit modulus [8|9|32]. Our first attack on the NASD hash applies to AdHash as well, so we find that AdHash's modulus $m$ must be very large indeed: the asymptotic complexity of the $k$-sum problem is as low as $O\left(2^{2 \sqrt{1 \mathrm{lg} m}}\right)$ if we take $k=2^{\sqrt{\lg m}-1}$, so we obtain an attack on AdHash with complexity $O\left(2^{2 \sqrt{\lg m}}\right)$.

To our knowledge, this appears to be the first subexponential attack on AdHash. As a consequence of this attack, we will need to ensure that $m \gg 2^{1600}$ if we want 80 -bit security. The need for such a large modulus may reduce or negate the performance advantages of AdHash.

The PCIHF hash. We next cryptanalyze the PCIHF hash construction, proposed recently for incremental hashing [15]. PCIHF hashes a padded $n$-block message $x$ as follows:

$$
H(x) \stackrel{\text { def }}{=} \sum_{i=1}^{n-1} \mathrm{SHA}\left(x_{i}, x_{i+1}\right) \bmod 2^{160}+1
$$

Our attack on AdHash does not apply directly to this scheme, because the blocks cannot be varied independently: changing $x_{i}$ affects two terms in the above sum. However, it is not too difficult to extend our attack on AdHash to apply to PCIHF as well.

We first show how to compute pre-images. Let us fix every other block of $x$, say $x_{2}=x_{4}=x_{6}=\cdots=0$, and vary the remaining blocks of $x$. Then the hash computation takes the form
$H(x)=\sum_{j=1}^{\lfloor(n+1) / 2\rfloor} h\left(x_{2 j-1}\right) \bmod 2^{160}+1 \quad$ where $h(w) \stackrel{\text { def }}{=} \operatorname{SHA}(0, w)+\operatorname{SHA}(w, 0)$.
Now we may apply the AdHash attack to this equation, and if we take $n=255$ and apply the 128 -list tree algorithm, we can find a 255 -block preimage of $H$ with about $2^{28}$ work.

Similarly, it is straightforward to adapt the attack to find collisions for PCIHF. The above ideas can be used to find a pair of 127 -block messages that hash to the same digest, after about $2^{28}$ work. These results demonstrate that

PCIHF is highly insecure as proposed. Though the basic idea underlying PCIHF may be sound, it seems that one must choose a much larger modulus, or some other combining operation with better resistance to subset sum attacks.

Low-weight parity checks. Let $p(x)$ be an irreducible polynomial of degree $n$ over $G F(2)$. A number of attacks on stream cipher begin by solving an instance of the following problem:

The parity-check problem. Given an irreducible polynomial $p(x)$, find a multiple $m(x)$ of $p(x)$ so that $m(x)$ has very low weight (say, 3 or 4 or $5)$ and so that the degree of $m(x)$ is not too large (say, $2^{32}$ or so).

Here, the weight of a polynomial is defined as the number of non-zero coefficients it has. Recently, there has been increased interest in finding parity-check equations of weight 4 or 5 [718|10|22], and the cost of the precomputation for finding parity checks has been identified as a significant barrier in some cases [10]. Efficient solutions for finding low-weight multiples of $p(x)$ provide low-weight parity checks and thereby enable fast correlation attacks on stream ciphers, so stream cipher designers are understandably interested in the complexity of this problem.

We show a new algorithm for the parity-check problem that is faster on some problem instances than any previously known technique. Let $\mathbb{F} \xlongequal{\text { def }} G F(2)[t] /(p(t))$ be the finite field of size $2^{n}$ induced by $p(t)$, and let $\oplus$ denote addition in $\mathbb{F}$. We generate $k$ lists $L_{1}, \ldots, L_{k}$, each containing values from $\mathbb{F}$ of the form $t^{a} \bmod p(t) \in \mathbb{F}$ where $a$ ranges over many small integer values. Then any solution of the form $u_{1} \oplus \cdots \oplus u_{k}=1$ with $u_{i} \in L_{i}$, i.e., $u_{i}=t^{a_{i}} \bmod p(t) \in \mathbb{F}$, yields a non-trivial low-weight multiple $m(x) \stackrel{\text { def }}{=} x^{a_{1}}+\cdots+x^{a_{k}}+1$ of $p(x)$ : it is a multiple of $p(x)$ since $m(t)=t^{a_{1}} \oplus \cdots \oplus t^{a_{k}} \oplus 1=0$ in $\mathbb{F}$ and hence $m(x) \equiv 0$ $(\bmod p(x))$, it is non-trivial since it is very unlikely to find fully repeated $u_{i}$ 's, and it has weight at most $k+1$. If we ensure that $a \in\{1,2, \ldots, A\}$ for every $a$ used in any list $L_{i}$, then $m(x)$ will also be guaranteed to have degree at most $A$, so we have a parity check with our desired properties. With our $k$-tree algorithm, we will typically need to take $A \approx 2^{n /(1+\lg k)}$ to find the first parity check.

Consequently, we obtain an algorithm to find a parity check of weight $k+1$ and degree about $2^{n /(1+\lfloor\lg k\rfloor)}$ after about $k \cdot 2^{n /(1+\lfloor\lg k\rfloor)}$ work. If we wish to obtain many parity checks, about $d^{1 /(1+\lfloor\lg k\rfloor)}$ times as much work will suffice to find $d$ parity checks, as long as $d \leq 2^{n /\lfloor\lg k\rfloor}$. This algorithm is an extension of previous techniques which used the (2-list) birthday problem [16 21,27]18].

As a concrete example, if $p(x)$ represents a polynomial of degree 120 , we can find a multiple $m(x)$ with degree $2^{40}$ and weight 5 after about $2^{42}$ work by using the 4 -tree algorithm. Compare this to previous birthday-based techniques, which can find a multiple with degree $2^{30}$ and weight 5 , or a multiple with degree $2^{60}$ and weight 3 , in both cases using $2^{61}$ work. Thus, our $k$-tree algorithm runs faster than previous algorithms, but the multiples it finds have higher degrees or larger weights, so where previous techniques for finding parity-checks are computationally feasible, they are likely to be preferable. However, our algorithm may make it feasible to find non-trivial parity checks in some cases that are intractible for the previously known birthday-based methods.

Interestingly, Penzhorn and Kühn also gave a totally different cubic-time algorithm [26], using discrete logarithms in $G F\left(2^{n}\right)$. Their method finds a parity check with weight 4 and degree $2^{n / 3}$ in $O\left((1+\alpha) \cdot 2^{n / 3}\right)$ time, where $\alpha$ represents the time to compute a discrete $\log$ in $G F\left(2^{n}\right)$. Using batching, they predict $\alpha$ will be a small constant. Also, they can obtain $d$ times as many parity checks with about $d^{1 / 2}$ times as much work. Hence, when finding only a single parity check, their method improves on our algorithm: it reduces the weight from 5 to 4 , while all other parameters remain comparable. However, when finding multiple parity checks, our method may be competitive. Further implementation work may be required to determine which of these algorithms performs better in practice.

## 5 Open Problems

Other values of $k$. We have shown improved algorithms only for the case where $k$ is a power of two. An open question is whether this restriction can be removed. A case of particular interest might be where $k=3$ : is there any group operation + where we can find solutions to $x_{1}+x_{2}+x_{3}=0$ more efficiently than a naive square-root birthday search? It would also be nice to have more efficient algorithms for the case where $k$ is large: our techniques provide only very modest improvements as $k$ increases, yet the existence of other approaches (such as the Gaussian elimination trick of Bellare, et al. [2]) inspires hope for improvements.

Other combining operations. We can ask for other operations + where the $k$-sum problem $x_{1}+x_{2}+\cdots+x_{k}=c$ has efficient solutions. For example, for modular addition modulo $n$, can we find better algorithms using lattice reduction or other methods?

Golden solutions. Suppose there is a single "golden" solution to $x_{1}+\cdots+$ $x_{k}=0$ that we wish to find, hidden amongst many other useless solutions. How efficiently can we find the golden solution for various group operations? Similarly, how efficiently can we find all solutions to $x_{1}+\cdots+x_{k}=0$ ? Better answers would have implications for some attacks 618].

Memory and communication complexity. We have not put much thought into optimizing the memory consumption of our algorithms. However, in practice, $N$ bytes of memory often cost much more than $N$ steps of computation, and so it would be nice to know whether the memory requirements of our $k$-tree algorithm can be reduced. Another natural question to ask is whether the algorithm can be parallelized effectively without enormous communication complexity. Over the past two decades, researchers have found clever ways (e.g., Pollard's rho, distinguished points [24], van Oorschot \& Wiener's parallel collision search [25]) to dramatically reduce the memory and parallel complexity of standard (2-list) birthday algorithms, so improvements are not out of the question. In the meantime, we believe it would be prudent for cryptosystem designers to assume that such algorithmic improvements may be forthcoming: for example, in the absence of other evidence, it appears unwise to rely on the large memory consumption of our algorithms as the primary defense against $k$-list birthday attacks.

Lower bounds. Finally, since the security of a number of cryptosystems seems to rest on the hardness of the $k$-sum problem, it would be very helpful to have better lower bounds on the complexity of this problem. As it stands, the existing lower bounds are very weak when $k \gg 2$. Lacking provable lower bounds, we hope the importance of this problem will motivate researchers to search for credible conjectures regarding the true complexity of this problem.

## 6 Conclusions

We have introduced the $k$-sum problem, shown new algorithms to solve it more efficiently than previously known to be possible, and discussed several applications to cryptanalysis of various cryptosystems. We hope this will motivate further work on this topic.
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[^0]:    ${ }^{1}$ Simply use lists $L_{1}, \ldots, L_{4}$ of size $\alpha \cdot 2^{n / 3}$, and filter on $\ell^{\prime}=n / 3+\lg \alpha$ bits at the lower level of the tree.

