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#### Abstract

An efficient precise integration method for solving the matrix Riccati differential equation is described in this paper. The method is based on repeated combination of extremely small time intervals, which leads to solutions with an accuracy within the machine precision.


## 1 Introduction

The general matrix Riccati differential equation can be written as

$$
\begin{equation*}
\stackrel{\dot{\mathbf{S}}}{=-}{ }_{+}^{\mathbf{B}}{ }^{\text {SA }}-\mathbf{C S}+\mathbf{S D S} \tag{1}
\end{equation*}
$$

where $\mathbf{S}(t)$ is an $m \times n$ matrix to be solved, $\dot{\mathbf{S}}$ is the derivative of $\mathbf{S}(t)$ with respect to $t$, and $\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}$ are all given matrices with dimensions $n \times n, m \times n$, $m \times m, n \times m$, respectively. The solution of the matrix Riccati differential equation is very important in various applications, such as in optimal control theory, wave propagation, structural mechanics, and game theory [1-4]. The integration domain is $0 \leq t \leq t_{\mathrm{f}}$, where $t_{\mathrm{f}}$ is given, and the boundary condition is given by

$$
\begin{equation*}
\mathbf{S}\left(t_{\mathrm{f}}\right)=\mathbf{S}_{\mathrm{f}}, \quad \text { for } t=t_{\mathrm{f}} \tag{2}
\end{equation*}
$$

where $\mathbf{S}_{\mathrm{f}}$ is given. Note that the integration of (2) goes backward from $t_{\mathrm{f}}$ to 0 .
The respective dual Riccati differential equation can be written as

$$
\begin{equation*}
\dot{\mathbf{T}}=-\mathbf{D}-\mathbf{T C}+\mathbf{A T}+\mathbf{T B T}, \tag{3}
\end{equation*}
$$

where $\mathbf{T}(t)$ is an $n \times m$ matrix to be solved with the initial condition

$$
\begin{equation*}
\mathbf{T}(0)=\mathbf{G}_{0} . \tag{4}
\end{equation*}
$$

Since both equations (1) and (3) are nonlinear, it is very difficult, if not impossible, to find analytical solutions for application problems. The most commonly used solution methods are numerical integration schemes based on finite difference [1,5]. The application of these schemes can be difficult when very high accuracy is desirable, or V.N. Alexandrov et al. (Eds.): ICCS 2001, LNCS 2073, pp. 947-956, 2001.
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when the solution changes dramatically (caused by large matrix $\mathbf{S}_{\mathrm{f}}$ at the boundary, for example), or else when the problems being solved are stiff. In this paper, an efficient and accurate scheme for solving Riccati differential equations will be presented. The new scheme is based on the precise time integration method for systems of linear differential equations [6-8]. It can provide accurate numerical solutions to equation (1) with errors in the order of computer round-off errors.

## 2 Linear Equations and Boundary Conditions

The $n$-dimensional linear transport process can be described $[1,2]$ by

$$
\begin{equation*}
\dot{\mathbf{q}}=\mathbf{A q}+\mathbf{D} \mathbf{p}, \quad \dot{\mathbf{p}}=\mathbf{B q}+\mathbf{C} \mathbf{p} \tag{5}
\end{equation*}
$$

where $\mathbf{q}, \mathbf{p}$ are vectors of dimension $n$ and $m$, respectively. When $n=m$, $\mathbf{C}=-\mathbf{A}^{\mathrm{T}}$, and $\mathbf{B}, \mathbf{D}$ are non-negative symmetric matrices, equation (5) becomes the dual equation of continuous time optimal control problem. In general, most problems require $m+n$ boundary conditions corresponding to (5) in the form of

$$
\begin{equation*}
\mathbf{q}(0)=\mathbf{q}_{0}, \quad \text { when } \quad t=0 ; \quad \mathbf{p}\left(t_{\mathrm{f}}\right)=\mathbf{p}_{\mathrm{f}} \quad \text { when } t=t_{\mathrm{f}}, \tag{6}
\end{equation*}
$$

where $\mathbf{q}_{0}, \mathbf{p}_{f}$ are given vectors of dimensions $n$ and $m$, respectively. The precise time integration method in [6] was for initial value problems, and those in $[7,8]$ were for conservative systems with $m=n$. The present paper will discuss the precise time integration method for two point boundary value problems in the form of (5).
For numerical solution of most boundary value problems, the finite difference method is the most commonly used algorithm, which could be difficult to use for some cases due to the loss of accuracy or important properties of the original equation, for example, the conservation property.
To derive the precise time integration method for the Riccati equation, we first need to establish the equations that connect the state vectors $\mathbf{q}_{\mathrm{a}}, \mathbf{p}_{\mathrm{a}}$ at $t=t_{\mathrm{a}}$, with $\mathbf{q}_{\mathrm{b}}, \mathbf{p}_{\mathrm{b}}$ at $t=t_{\mathrm{b}}$. If the interval $\left(t_{\mathrm{a}}, t_{\mathrm{b}}\right)$ is considered as an interval of the entire integration domain $\left[0, t_{\mathrm{f}}\right]$, the equations can be expressed as

$$
\begin{align*}
& \mathbf{q}_{\mathrm{b}}=\mathbf{F} \mathbf{q}_{\mathrm{a}}-\mathbf{G} \mathbf{p}_{\mathrm{b}}  \tag{7a}\\
& \mathbf{p}_{\mathrm{a}}=\mathbf{Q} \mathbf{q}_{\mathrm{a}}+\mathbf{E} \mathbf{p}_{\mathrm{b}} \tag{7b}
\end{align*}
$$

where $\mathbf{F}, \mathbf{G}, \mathbf{Q}, \mathbf{E}$ are $n \times n, n \times m, m \times n, m \times m$ matrices, respectively, to be determined. For time independent system, the matrices $\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}$ are independent of $t$. Hence, the $\mathbf{F}, \mathbf{G}, \mathbf{Q}$ and $\mathbf{E}$ will only depend on the length of the interval

$$
\begin{equation*}
\Delta t=t_{\mathrm{b}}-t_{\mathrm{a}} \tag{8}
\end{equation*}
$$

Treating $\mathbf{q}_{\mathrm{a}}, \mathbf{p}_{\mathrm{a}}$ as the given initial vectors at $t_{\mathrm{a}}$, and taking the partial derivative of equation (7a) with respect to $t_{\mathrm{b}}$, we have

$$
\begin{equation*}
\frac{\partial \mathbf{q}_{\mathrm{b}}}{\partial t_{\mathrm{b}}}=\frac{\partial \mathbf{F}}{\partial t_{\mathrm{b}}}-\frac{\partial \mathbf{G}}{\partial t_{\mathrm{b}}}-\mathbf{G} \frac{\partial \mathbf{p}_{\mathrm{b}}}{\partial t_{\mathrm{b}}}, \quad \mathbf{0}=\frac{\partial \mathbf{Q}}{\partial t_{\mathrm{b}}}+\frac{\partial \mathbf{E}}{\partial t_{\mathrm{b}}}+\mathbf{E} \frac{\partial \mathbf{p}_{\mathrm{b}}}{\partial t_{\mathrm{b}}}, \tag{9a}
\end{equation*}
$$

Since equation (5) can be written as

$$
\begin{equation*}
\frac{\partial \mathbf{q}_{\mathrm{b}}}{\partial t_{\mathrm{b}}}=\mathbf{A} \mathbf{q}_{\mathrm{a}}+\mathbf{D} \mathbf{p}_{\mathrm{b}}, \quad \frac{\partial \mathbf{p}_{\mathrm{b}}}{\partial t_{\mathrm{b}}}=\mathbf{B} \mathbf{q}_{\mathrm{a}}+\mathbf{C} \mathbf{p}_{\mathrm{b}} \tag{10a}
\end{equation*}
$$

Equations (10) can be substituted into (9) to get

$$
\begin{align*}
& \frac{\partial \mathbf{F}}{\partial t_{\mathrm{b}}}-(\mathbf{G B}+\mathbf{A}) \mathbf{q}_{\mathrm{b}}-\left(\mathbf{D}+\mathbf{G C}+\frac{\partial \mathbf{G}}{\partial t_{\mathrm{b}}}\right) \mathbf{p}_{\mathrm{b}}=\mathbf{0}  \tag{11a}\\
& \frac{\partial \mathbf{Q}}{\partial t_{\mathrm{b}}} \mathbf{q}_{\mathrm{a}}+\mathbf{E} \mathbf{B} \mathbf{q}_{\mathrm{b}}+\left(\mathbf{E C}+\frac{\partial \mathbf{E}}{\partial t_{\mathrm{b}}}\right) \mathbf{p}_{\mathrm{b}}=\mathbf{0} \tag{11b}
\end{align*}
$$

Note further that the vectors $\mathbf{q}_{\mathrm{a}}, \mathbf{q}_{\mathrm{b}}$ and $\mathbf{p}_{\mathrm{b}}$ in equation (11) are not linearly independent. Substituting equation (7a) into (11), we obtain

$$
\begin{gather*}
{\left[\frac{\partial \mathbf{F}}{\partial t_{\mathrm{b}}}-(\mathbf{G B}+\mathbf{A}) \mathbf{F}\right] \mathbf{q}_{\mathrm{a}}+\left[\mathbf{A} \mathbf{G}+\mathbf{G B G}-\mathbf{D}-\mathbf{G} \mathbf{C}-\frac{\partial \mathbf{G}}{\partial t_{\mathrm{b}}}\right] \mathbf{p}_{\mathrm{b}}=\mathbf{0}}  \tag{12a}\\
{\left[\frac{\partial \mathbf{Q}}{\partial t_{\mathrm{b}}}+\mathbf{E B F}\right] \mathbf{q}_{\mathrm{a}}+\left[\frac{\partial \mathbf{E}}{\partial t_{\mathrm{b}}}+\mathbf{E}(\mathbf{C}-\mathbf{B} \mathbf{G})\right] \mathbf{p}_{\mathrm{b}}=\mathbf{0}} \tag{12b}
\end{gather*}
$$

Since $\mathbf{q}_{\mathrm{a}}$ and $\mathbf{p}_{\mathrm{b}}$ are linearly independent, equation (12) leads to the following

$$
\begin{align*}
& \frac{\partial \mathbf{G}}{\partial t_{\mathrm{b}}}=\mathbf{A G}+\mathbf{G B G}-\mathbf{D}-\mathbf{G C}, \frac{\partial \mathbf{F}}{\partial t_{\mathrm{b}}}=(\mathbf{G B}+\mathbf{A}) \mathbf{F},  \tag{13a}\\
& \frac{\partial \mathbf{E}}{\partial t_{\mathrm{b}}}=\mathbf{E}(\mathbf{B G}-\mathbf{C}), \frac{\partial \mathbf{Q}}{\partial t_{\mathrm{b}}}=-\mathbf{E B F} \tag{13b}
\end{align*}
$$

The initial conditions at $t_{\mathrm{b}}=t_{\mathrm{a}}$ are

$$
\begin{equation*}
\mathbf{G}=\mathbf{0}, \quad \mathbf{Q}=\mathbf{0}, \quad \mathbf{E}=\mathbf{I}_{m}, \quad \mathbf{F}=\mathbf{I}_{n} \tag{14}
\end{equation*}
$$

where $\mathbf{I}_{m}$ and $\mathbf{I}_{n}$ are identity matrices with dimensions $m$ and $n$, respectively.
Similarly, we can treat $t_{\mathrm{a}}$ as a variable while fixing $t_{\mathrm{b}}$, which leads to

$$
\begin{align*}
& \frac{\partial \mathbf{G}}{\partial t_{\mathrm{a}}}=\mathbf{F D E}, \quad \frac{\partial \mathbf{F}}{\partial t_{\mathrm{a}}}=-\mathbf{F}(\mathbf{A}+\mathbf{D Q}),  \tag{15a}\\
& \frac{\partial \mathbf{E}}{\partial t_{\mathrm{a}}}=(\mathbf{C}-\mathbf{Q D}) \mathbf{E}, \quad \frac{\partial \mathbf{Q}}{\partial t_{\mathrm{a}}}=\mathbf{B}-\mathbf{Q A}+\mathbf{C} \mathbf{Q}-\mathbf{Q D Q} . \tag{15b}
\end{align*}
$$

The initial conditions are similar to (14) at $t_{\mathrm{a}}=t_{\mathrm{b}}$. For time independent system with matrices $\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}$ independent of time, the matrices $\mathbf{F}, \mathbf{G}, \mathbf{Q}$ and $\mathbf{E}$ depend only on the length of the interval $\Delta t=t_{\mathrm{b}}-t_{\mathrm{a}}$. Therefore the relations

$$
\begin{equation*}
\mathbf{Q}\left(t_{\mathrm{a}}, t_{\mathrm{b}}\right)=\mathbf{Q}(\Delta t), \quad \frac{\partial \mathbf{Q}}{\partial t_{\mathrm{b}}}=\frac{\partial \mathbf{Q}}{\partial(\Delta t)}, \quad \frac{\partial \mathbf{Q}}{\partial t_{\mathrm{a}}}=-\frac{\partial \mathbf{Q}}{\partial(\Delta t)} \tag{16}
\end{equation*}
$$

hold for matrix $\mathbf{Q}$, and similarly also hold for matrices $\mathbf{F}, \mathbf{G}, \mathbf{E}$. With these relations, equations (13) can be written as

$$
\begin{align*}
& \dot{\mathbf{G}}=\mathbf{A G}+\mathbf{G B G}-\mathbf{D}-\mathbf{G C},  \tag{17a}\\
& \dot{\mathbf{F}}=(\mathbf{G B}+\mathbf{A}) \mathbf{F},  \tag{17b}\\
& \dot{\mathbf{E}}=\mathbf{E}(\mathbf{B G}-\mathbf{C}),  \tag{17c}\\
& \dot{\mathbf{Q}}=-\mathbf{E B F} . \tag{17d}
\end{align*}
$$

The dot above $\mathbf{F}, \mathbf{G}, \mathbf{Q}$ and $\mathbf{E}$ now represents derivatives with respect to $\Delta t$. Similarly, equation (15) can be written as

$$
\begin{align*}
& \dot{\mathbf{G}}=-\mathbf{F D E},  \tag{18a}\\
& \dot{\mathbf{F}}=\mathbf{F}(\mathbf{A}+\mathbf{D Q}),  \tag{18b}\\
& \dot{\mathbf{E}}=-(\mathbf{C}-\mathbf{Q D}) \mathbf{E},  \tag{18c}\\
& \dot{\mathbf{Q}}=-\mathbf{B}+\mathbf{Q A}-\mathbf{C Q}+\mathbf{Q D Q} . \tag{18d}
\end{align*}
$$

Although equations (17) appear to be quite different from (18), it can be proved that they are consistent with each other. Note that equation (18d) is the same as equation in (1). If an algorithm can be developed to calculate the matrix $\mathbf{Q}$ in (18d), such that $\mathbf{Q}$ also satisfies the boundary condition (2), then $\mathbf{Q}$ is the solution matrix $\mathbf{S}$ of (1).

## 3 Interval Combination

Given two contiguous intervals $\left(t_{\mathrm{a}}, t_{b}\right)$ and $\left(t_{\mathrm{b}}, t_{\mathrm{c}}\right)$, we can eliminate the interior state vectors $\mathbf{q}_{\mathrm{b}}, \mathbf{p}_{\mathrm{b}}$ at $t_{\mathrm{b}}$ to form a larger combined interval $\left(t_{\mathrm{a}}, t_{\mathrm{c}}\right)$, and obtain equations similar to those in (7) that connect state vectors defined at the two ends $t_{\mathrm{a}}$ and $t_{\mathrm{c}}$, respectively. Mathematically, the equations for the interval $\left(t_{\mathrm{a}}, t_{\mathrm{b}}\right)$ are

$$
\begin{align*}
& \mathbf{q}_{\mathrm{b}}=\mathbf{F}_{1} \mathbf{q}_{\mathrm{a}}-\mathbf{G}_{1} \mathbf{p}_{\mathrm{b}}  \tag{1}\\
& \mathbf{p}_{\mathrm{a}}=\mathbf{Q}_{1} \mathbf{q}_{\mathrm{a}}+\mathbf{E}_{1} \mathbf{p}_{\mathrm{b}}, \tag{19b}
\end{align*}
$$

and those for the interval $\left(t_{\mathrm{b}}, t_{\mathrm{c}}\right)$ are

$$
\begin{align*}
& \mathbf{q}_{\mathrm{c}}=\mathbf{F}_{2} \mathbf{q}_{\mathrm{b}}-\mathbf{G}_{2} \mathbf{p}_{\mathrm{c}}  \tag{20a}\\
& \mathbf{p}_{\mathrm{b}}=\mathbf{Q}_{2} \mathbf{q}_{\mathrm{b}}+\mathbf{E}_{2} \mathbf{p}_{\mathrm{c}} \tag{20b}
\end{align*}
$$

To eliminate the interior vectors $\mathbf{q}_{\mathrm{b}}, \mathbf{p}_{\mathrm{b}}$, we solve from (19a) and (20b)

$$
\begin{align*}
& \mathbf{q}_{\mathrm{b}}=\left(\mathbf{I}_{n}+\mathbf{G}_{1} \mathbf{Q}_{2}\right)^{-1} \mathbf{F}_{1} \mathbf{q}_{\mathrm{a}}-\left(\mathbf{I}_{n}+\mathbf{G}_{1} \mathbf{Q}_{2}\right)^{-1} \mathbf{G}_{1} \mathbf{E}_{2} \mathbf{p}_{\mathrm{c}},  \tag{21a}\\
& \mathbf{p}_{\mathrm{b}}=\left(\mathbf{I}_{m}+\mathbf{Q}_{2} \mathbf{G}_{1}\right)^{-1} \mathbf{Q}_{2} \mathbf{F}_{1} \mathbf{q}_{\mathrm{a}}+\left(\mathbf{I}_{m}+\mathbf{Q}_{2} \mathbf{G}_{1}\right)^{-1} \mathbf{E}_{2} \mathbf{p}_{\mathrm{c}}, \tag{21b}
\end{align*}
$$

and substituting (21) into (20a) and (19b), respectively. This leads to, after eliminating $\mathbf{q}_{\mathrm{b}}, \mathbf{p}_{\mathrm{b}}$ and combining the intervals $\left(t_{\mathrm{a}}, t_{\mathrm{b}}\right)$ and $\left(t_{\mathrm{b}}, t_{\mathrm{c}}\right)$, the equations

$$
\begin{equation*}
\mathbf{q}_{\mathrm{c}}=\mathbf{F}_{\mathrm{c}} \mathbf{q}_{\mathrm{a}}-\mathbf{G}_{\mathrm{c}} \mathbf{p}_{\mathrm{c}}, \quad \mathbf{p}_{\mathrm{a}}=\mathbf{Q}_{\mathrm{c}} \mathbf{q}_{\mathrm{a}}+\mathbf{E}_{\mathrm{c}} \mathbf{p}_{\mathrm{c}} \tag{22}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{G}_{\mathrm{c}}=\mathbf{G}_{2}+\mathbf{F}_{2}\left(\mathbf{I}_{n}+\mathbf{G}_{1} \mathbf{Q}_{2}\right)^{-1} \mathbf{G}_{1} \mathbf{E}_{2},  \tag{23a}\\
& \mathbf{Q}_{\mathrm{c}}=\mathbf{Q}_{1}+\mathbf{E}_{1}\left(\mathbf{I}_{m}+\mathbf{Q}_{2} \mathbf{G}_{1}\right)^{-1} \mathbf{Q}_{2} \mathbf{F}_{1},  \tag{23b}\\
& \mathbf{F}_{\mathrm{c}}=\mathbf{F}_{2}\left(\mathbf{I}_{n}+\mathbf{G}_{1} \mathbf{Q}_{2}\right)^{-1} \mathbf{F}_{1}, \quad \mathbf{E}_{\mathrm{c}}=\mathbf{E}_{1}\left(\mathbf{I}_{m}+\mathbf{Q}_{2} \mathbf{G}_{1}\right)^{-1} \mathbf{E}_{2} . \tag{23c}
\end{align*}
$$

## 4 The $2^{N}$ Type Algorithm

In structural mechanics, the substructuring technique has been widely used to improve computational efficiency. If there are multiple identical substructures, only one of them needs to be analyzed and the result can be used for all other identical substructures. This technique has been used successfully for the computation of some optimal control problems [9]. In the present paper, we extend this technique to the solution of matrix Riccati differential equations. Note that the equations in (7) describe state vectors at a small interval from $t_{\mathrm{a}}$ to $t_{\mathrm{b}}$, which corresponds to a single substructure, while those in (22) connect state vectors defined at $t_{\mathrm{a}}$ and $t_{\mathrm{c}}$, which correspond to the combination of two contiguous substructures after elimination of the state vectors at $t_{\mathrm{b}}$. The $2^{N}$ type algorithm described in [10] is very efficient for this kind of combination involving a large number of similar substructures.
Let $\eta$ be a typical time step length of an interval $\left[t_{\mathrm{a}}, t_{\mathrm{b}}\right]$ for the integration of the equations. We can further divide it uniformly into $2^{N}$ subintervals of length $\tau$. For example, with $N=20$, the length of a subinterval is

$$
\begin{equation*}
\tau=\eta / 2^{N}=\eta / 1048576 \tag{24}
\end{equation*}
$$

For time independent systems, all equations corresponding to different subintervals are the same. After $N=20$ combination steps, all 1048576 subintervals would have been combined to generate a equation system like (7). Note that the entire domain of integration runs from 0 to $t_{\mathrm{f}}$, in which the integration can also be done using the $2^{N}$ type algorithm to combining all intervals of length $\eta$.

The main part of the computation of this $2^{N}$ type algorithm is the repeated execution of

$$
\begin{align*}
& \mathbf{G}_{\mathrm{c}}=\mathbf{G}+\mathbf{F}\left(\mathbf{I}_{n}+\mathbf{G Q}\right)^{-1} \mathbf{G E}, \quad \mathbf{Q}_{\mathrm{c}}=\mathbf{Q}+\mathbf{E}\left(\mathbf{I}_{m}+\mathbf{Q} \mathbf{G}\right)^{-1} \mathbf{Q F},  \tag{25a}\\
& \mathbf{F}_{\mathrm{c}}=\mathbf{F}\left(\mathbf{I}_{n}+\mathbf{G} \mathbf{Q}\right)^{-1} \mathbf{F}, \quad \mathbf{E}_{\mathrm{c}}=\mathbf{E}\left(\mathbf{I}_{m}+\mathbf{Q} \mathbf{G}\right)^{-1} \mathbf{E}, \tag{25b}
\end{align*}
$$

for $N$ times. Each time the calculated matrices $\mathbf{G}_{\mathrm{c}}, \mathbf{Q}_{\mathrm{c}}, \mathbf{F}_{\mathrm{c}}$ and $\mathbf{E}_{\mathrm{c}}$ are put into the right-hand side of (25) to calculate new matrices for the larger combined intervals.

To start the recursive computation given by equations in (25), it is necessary to generate $\mathbf{G}, \mathbf{Q}, \mathbf{F}$ and $\mathbf{E}$ corresponding to the smallest subinterval of length $\tau$ defined by (24). These matrices are defined by equations in (17) (or its equivalent equations in (18)), with the initial conditions in (14). Although equation
(17) is non-linear, the power series expansion method can be used to solve them approximately.

Let $\Delta t=\tau$ in equations (17) and (18), and expand $\mathbf{G}, \mathbf{Q}, \mathbf{F}$ and $\mathbf{E}$ as
$\mathbf{G}(\tau)=\mathbf{g}_{1} \tau+\mathbf{g}_{2} \tau^{2}+\mathbf{g}_{3} \tau^{3}+\mathbf{g}_{4} \tau^{4}, \mathbf{Q}(\tau)=\mathbf{q}_{1} \tau+\mathbf{q}_{2} \tau^{2}+\mathbf{q}_{3} \tau^{3}+\mathbf{q}_{4} \tau^{4}$
$\mathbf{F}(\tau)=\mathbf{I}+\mathbf{f}_{1} \tau+\mathbf{f}_{2} \tau^{2}+\mathbf{f}_{3} \tau^{3}+\mathbf{f}_{4} \tau^{4}, \mathbf{E}(\tau)=\mathbf{I}+\mathbf{e}_{1} \tau+\mathbf{e}_{2} \tau^{2}+\mathbf{e}_{3} \tau^{3}+\mathbf{e}_{4} \tau^{4}$
Substituting the first equation in (26a) into (17a) and comparing the coefficients of different powers of $\tau$, we have
$\mathbf{g}_{1}=\mathbf{D}, \mathbf{g}_{2}=\left(\mathbf{A} g_{1}-\mathbf{g}_{1} \mathbf{C}\right) / 2, \mathbf{g}_{3}=\left(\mathbf{A g} g_{2}-\mathbf{g}_{2} \mathbf{C}+\mathbf{g}_{1} \mathbf{B} g_{1}\right) / 3$,
$\mathbf{g}_{4}=\left(\mathbf{A g}_{3}-\mathbf{g}_{3} \mathbf{C}+\mathbf{g}_{2} \mathbf{B} g_{1}+\mathbf{g}_{1} \mathbf{B} g_{2}\right) / 4$.
Applying similar procedures to (17b), (17c) and (17d), we obtain
$\mathbf{f}_{1}=\mathbf{A}, \quad \mathbf{f}_{2}=\left(\mathbf{A} \mathbf{f}_{1}-\mathbf{g}_{1} \mathbf{B}\right) / 2, \quad \mathbf{f}_{3}=\left(\mathbf{A} \mathbf{f}_{2}-\mathbf{g}_{2} \mathbf{B}+\mathbf{g}_{1} \mathbf{B} \mathbf{f}_{1}\right) / 3$,
$\mathbf{f}_{4}=\left(\mathbf{A} \mathbf{f}_{3}+\mathbf{g}_{3} \mathbf{B}+\mathbf{g}_{2} \mathbf{B} \mathbf{f}_{1}+\mathbf{g}_{1} \mathbf{B f} f_{2}\right) / 4$,
$\mathbf{e}_{1}=-\mathbf{C}, \quad \mathbf{e}_{2}=\left(\mathbf{B} \mathbf{g}_{1}-\mathbf{e}_{1} \mathbf{C}\right) / 2, \mathbf{e}_{3}=\left(\mathbf{B} \mathbf{g}_{2}-\mathbf{e}_{2} \mathbf{C}+\mathbf{e}_{1} \mathbf{B} \mathbf{g}_{1}\right) / 3$,
$\mathbf{e}_{4}=\left(\mathbf{B} \mathbf{g}_{3}-\mathbf{e}_{3} \mathbf{C}+\mathbf{e}_{2} \mathbf{B} g_{1}+\mathbf{e}_{1} \mathbf{B} g_{2}\right) / 4$,
$\mathbf{q}_{1}=-\mathbf{B}, \quad \mathbf{q}_{2}=-\left(\mathbf{B} \mathbf{f}_{1}+\mathbf{e}_{1} \mathbf{B}\right) / 2, \quad \mathbf{q}_{3}=-\left(\mathbf{B} \mathbf{f}_{2}+\mathbf{e}_{2} \mathbf{B}+\mathbf{e}_{1} \mathbf{B} \mathbf{f}_{1}\right) / 3$,
$\mathbf{q}_{4}=-\left(\mathbf{B f}_{3}+\mathbf{e}_{3} \mathbf{B}+\mathbf{e}_{2} \mathbf{B} \mathbf{f}_{1}+\mathbf{e}_{1} \mathbf{B} f_{2}\right) / 4$.
Higher order approximations can be easily obtained in a similar way, but is unnecessary. Substituting the coefficient matrices given by (27)-(30) into equation (26), we obtain approximations of $\mathbf{G}, \mathbf{Q}, \mathbf{F}$ and $\mathbf{E}$ for the subinterval of length $\Delta t=\tau$.

Note that all formulations before equation (26) are exact. There are truncation errors caused by disregarding terms of order higher than four in equation (26). For stiff problems, a larger $N$ can be used to further reduce the truncation error in (26).

The use of $2^{N}$ type algorithm, however, changes the order of integration of equation (17), because the combination of subintervals does not proceed in exactly the same order as from $t_{\mathrm{f}}$ backward to 0 . For example, to combine three contiguous subintervals numbered 1-3 into a new subinterval C, we can proceed in two obvious ways: 1) Combine subintervals 1 and 2 to get a new subinterval A, then combine subintervals A and 3 to get the final interval C; 2) Combine subintervals 2 and 3 to get subinterval B , then combine subintervals 1 and B to get the final interval C . Based on the matrix inversion lemma [11] and the combination equations in (23), it is not difficult to prove that the results from both combinations are identical.

For practical implementation, noted that the direct use of the combination equations in (25) would cause serious round-off errors when the length of the subintervals $\tau$ is very small. To avoid this, the matrices $\mathbf{F}$ and $\mathbf{E}$ should be written as

$$
\begin{equation*}
\mathbf{F}=\mathbf{I}_{n}+\mathbf{F}^{\prime}, \quad \mathbf{E}=\mathbf{I}_{m}+\mathbf{E}^{\prime}, \quad \mathbf{F}_{\mathrm{c}}=\mathbf{I}_{n}+\mathbf{F}_{\mathrm{c}}^{\prime}, \quad \mathbf{E}_{\mathrm{c}}=\mathbf{I}_{m}+\mathbf{E}_{\mathrm{c}}^{\prime} \tag{31}
\end{equation*}
$$

and equation (25) should be replaced by

$$
\begin{equation*}
\mathbf{G}_{\mathrm{c}}=\mathbf{G}+\left(\mathbf{I}_{n}+\mathbf{F}^{\prime}\right)\left(\mathbf{G}^{-1}+\mathbf{Q}\right)^{-1}\left(\mathbf{I}_{n}+\mathbf{E}^{\prime}\right) \tag{32a}
\end{equation*}
$$

$$
\begin{gather*}
\mathbf{Q}_{\mathrm{c}}=\mathbf{Q}+\left(\mathbf{I}_{m}+\mathbf{E}^{\prime}\right)\left(\mathbf{Q}^{-1}+\mathbf{G}\right)^{-1}\left(\mathbf{I}_{m}+\mathbf{F}^{\prime}\right)  \tag{32b}\\
\mathbf{F}_{\mathrm{c}}^{\prime}=-\left(\mathbf{I}_{n}+\mathbf{F}^{\prime}\right)\left[\mathbf{G Q}\left(\mathbf{I}_{n}+\mathbf{G} \mathbf{Q}\right)^{-1}+\left(\mathbf{I}_{n}+\mathbf{G Q}\right)^{-1} \mathbf{G Q}\right]\left(\mathbf{I}_{n}+\mathbf{F}^{\prime}\right) / 2+2 \mathbf{F}^{\prime}+\mathbf{F}^{\prime 2}  \tag{32c}\\
\mathbf{E}_{\mathrm{c}}^{\prime}=-\left(\mathbf{I}_{m}+\mathbf{E}^{\prime}\right)\left[\mathbf{Q} \mathbf{G}\left(\mathbf{I}_{m}+\mathbf{Q} \mathbf{G}\right)^{-1}+\left(\mathbf{I}_{m}+\mathbf{Q} \mathbf{G}\right)^{-1} \mathbf{Q} \mathbf{G}\right]\left(\mathbf{I}_{m}+\mathbf{E}^{\prime}\right) / 2+2 \mathbf{E}^{\prime}+\mathbf{E}^{\prime 2} \tag{32d}
\end{gather*}
$$

## 5 Conservative Systems

For continuous time optimal control and elastic wave propagation problems, the system being studied are conservative. In these cases, we have $m=n$, and the matrices $\mathbf{D}$ and $\mathbf{B}$ in dual equations (5) are symmetric with

$$
\begin{equation*}
\mathbf{C}=-\mathbf{A}^{\mathrm{T}}, \quad \mathbf{D}=\mathbf{D}^{\mathrm{T}}, \quad \mathbf{B}=\mathbf{B}^{\mathrm{T}} . \tag{33}
\end{equation*}
$$

Similarly, matrices $\mathbf{Q}$ and $\mathbf{G}$ in equation (7) are also symmetric with

$$
\begin{equation*}
\mathbf{F}=\mathbf{E}^{\mathrm{T}}, \quad \mathbf{G}=\mathbf{G}^{\mathrm{T}}, \quad \mathbf{Q}=\mathbf{Q}^{\mathrm{T}} . \tag{34}
\end{equation*}
$$

Actually, (7) is the integrated form of (5) based on the theory of Hamiltonian systems [9]. Substituting (34) into (7), we have

$$
\begin{equation*}
\mathbf{q}_{\mathrm{b}}=\mathbf{F} \mathbf{q}_{\mathrm{a}}-\mathbf{G} \mathbf{p}_{\mathrm{b}}, \quad \mathbf{p}_{\mathrm{a}}=\mathbf{Q} \mathbf{q}_{\mathrm{a}}+\mathbf{F}^{\mathrm{T}} \mathbf{p}_{\mathrm{b}} \tag{35}
\end{equation*}
$$

which can be rewritten as

$$
\left\{\begin{array}{l}
\mathbf{q}_{\mathrm{b}}  \tag{36}\\
\mathbf{p}_{\mathrm{b}}
\end{array}\right\}=\mathbf{T}\left\{\begin{array}{l}
\mathbf{q}_{\mathrm{a}} \\
\mathbf{p}_{\mathrm{a}}
\end{array}\right\}, \quad \text { with } \quad \mathbf{T}=\left[\begin{array}{cc}
\mathbf{F}+\mathbf{G F}^{-\mathrm{T}} \mathbf{Q} & -\mathbf{G F}^{-\mathrm{T}} \\
-\mathbf{F}^{-\mathrm{T}} \mathbf{Q} & \mathbf{F}^{-\mathrm{T}}
\end{array}\right]
$$

It is easy to verify that

$$
\mathbf{T}^{\mathrm{T}} \mathbf{J T}=\mathbf{J}, \quad \text { with } \quad \mathbf{J}=\left[\begin{array}{cc}
\mathbf{0} & \mathbf{I}  \tag{37}\\
-\mathbf{I} & \mathbf{0}
\end{array}\right]
$$

so $\mathbf{T}$ is a symplectic matrix. Therefore it is easy to find the integration invariant of (35) in the form of

$$
\Lambda=\mathbf{v}^{\mathrm{T}} \mathbf{J} \mathbf{P} \mathbf{v}, \quad \mathbf{v}=\left\{\begin{array}{c}
\mathbf{q}  \tag{38}\\
\mathbf{p}
\end{array}\right\}
$$

where $\mathbf{V}$ is the state vector and $\mathbf{P}$ is a $2 n \times 2 n$ matrix. It is necessary to find the condition for $\mathbf{P}$ so as to keep $\Lambda$ invariant. It is not difficult to show that if the multiplication of $\mathbf{P}$ and $\mathbf{T}$ is commutative, i.e.

$$
\begin{equation*}
\mathbf{P T}=\mathbf{T P} \tag{39}
\end{equation*}
$$

then $\Lambda$ remains invariant under transformation $\mathbf{T}$. This implies that if $\mathbf{P}$ is any polynomial of $\mathbf{T}$ then $\Lambda$ is invariant. A good numerical scheme should maintain all invariants in order to correctly represent the behavior of a conservative system.

## 6 Solution of the Riccati Differential Equation

Based on the discussions in the previous sections, the matrices $\mathbf{G}(\tau), \mathbf{Q}(\tau), \mathbf{F}(\tau)$, and $\mathbf{E}(\tau)$ of the small subinterval of length $\tau$ can be computed first by the equations in (26). Then the $2^{N}$ type algorithm can be used to calculate these matrices for a typical time interval $\left[t_{\mathrm{a}}, t_{\mathrm{b}}\right]$ of length $\eta$. Based on these typical interval matrices, the final matrix function $\mathbf{Q}(t)$ can be calculated, which satisfies the differential equation (18d), the same as equation (1). However, the boundary condition that $\mathbf{Q}(t)$ satisfies is given in (14) as

$$
\begin{equation*}
\mathbf{Q}=\mathbf{0}, \quad \text { at } t=t_{\mathrm{f}} \tag{40}
\end{equation*}
$$

which is not the same as that given in condition (2) for $\mathbf{S}(t)$. On the other hand, the differential equation (17a) for the matrix function $\mathbf{G}(t)$ is the same as equation (3) for the matrix function $\mathbf{T}(t)$, however, the initial condition for $\mathbf{G}(t)$ is (14)

$$
\begin{equation*}
\mathbf{G}(0)=\mathbf{0}, \quad \text { at } t=0, \tag{41}
\end{equation*}
$$

which is again different from the condition in (4) for $\mathbf{T}(t)$.
To satisfy the boundary condition (2), we need to construct the matrix function $\mathbf{S}(t)$ from the functions $\mathbf{G}(t), \mathbf{Q}(t), \mathbf{F}(t)$ and $\mathbf{E}(t)$ by the equation

$$
\begin{equation*}
\mathbf{S}(t)=\mathbf{Q}+\mathbf{E}\left(\mathbf{I}_{m}+\mathbf{S}_{\mathrm{f}} \mathbf{G}\right)^{-1} \mathbf{S}_{\mathrm{f}} \mathbf{F} . \tag{42}
\end{equation*}
$$

Since $\mathbf{E} \rightarrow \mathbf{I}_{m}, \mathbf{F} \rightarrow \mathbf{I}_{n}, \mathbf{G} \rightarrow \mathbf{0}$ and $\mathbf{Q} \rightarrow \mathbf{0}$ as $t \rightarrow t_{\mathrm{f}}$, it can be easily verified that the $\mathbf{S}(t)$ given in equation (42) satisfy the boundary condition given in (2). To show that $\mathbf{S}(t)$ in (42) satisfies equation (1), we need to use the relation $\mathrm{d} \mathbf{X}^{-1} / d t=-\mathbf{X}^{-1} \dot{\mathbf{X}} \mathbf{X}^{-1}$ and equations (18). The physical interpretation for the above equation is the use of combination equation (23) for the interval $\left(t, t_{\mathrm{f}}\right)$ with matrices $[\mathbf{G}, \mathbf{Q}, \mathbf{F}, \mathbf{E}]$ being treated as interval 1 , and at the end $t=t_{\mathrm{f}}$ a fictitious interval with matrices $\left[\mathbf{0}, \mathbf{S}_{\mathrm{f}}, \mathbf{I}_{n}, \mathbf{I}_{m}\right]$ being treated as interval 2. Here, only the equation (23b) is used to obtain equation (42).

The matrix function $\mathbf{T}(t)$ can be constructed similarly by

$$
\begin{equation*}
\mathbf{T}=\mathbf{G}+\mathbf{F}\left(\mathbf{I}_{n}+\mathbf{G}_{0} \mathbf{Q}\right)^{-1} \mathbf{G}_{0} \mathbf{E} . \tag{43}
\end{equation*}
$$

Since $\mathbf{E} \rightarrow \mathbf{I}_{m}, \mathbf{F} \rightarrow \mathbf{I}_{n}, \mathbf{G} \rightarrow \mathbf{0}$ and $\mathbf{Q} \rightarrow \mathbf{0}$ as $t \rightarrow 0$, it can be easily verified that $\mathbf{T}(t)$ in (43) satisfies the initial condition given in (4). The verification that $\mathbf{T}(t)$ in (43) satisfies differential equation (3) can be done similarly as for $\mathbf{S}(t)$, except that the equations in (17) should be used. Let $\mathbf{S}(t)=\mathbf{S}_{\infty}$ when $t \rightarrow \infty$, we have

$$
\begin{equation*}
-\mathbf{B}+\mathbf{S}_{\infty} \mathbf{A}-\mathbf{C S}_{\infty}+\mathbf{S}_{\infty} \mathbf{D S} \mathbf{S}_{\infty}=\mathbf{0} \tag{44}
\end{equation*}
$$

which is the algebraic Riccati equation. For non-conservative systems, such as the source free transport system and elastic wave propagation with damping, the matrix
$\mathbf{S}_{\infty}$ can also be calculated using the $2^{N}$ type algorithm. In this case, the procedure described in the previous sections should be carried out until $\mathbf{E}$ and $\mathbf{F}$ are nearly zero matrices. The matrices $\mathbf{Q}$ and $\mathbf{G}$ are then $\mathbf{S}_{\infty}$ and $\mathbf{T}_{\infty}$, respectively. The algebraic Riccati equation for $\mathbf{T}_{\infty}$ is

$$
\begin{equation*}
-\mathbf{D}-\mathbf{T}_{\infty} \mathbf{C}+\mathbf{A} \mathbf{T}_{\infty}+\mathbf{T}_{\infty} \mathbf{B} \mathbf{T}_{\infty}=\mathbf{0} \tag{45}
\end{equation*}
$$

## 7 Numerical Examples

Although the $2^{N}$ type precise time integration is applicable to problems with finite integration domain $\left[0, t_{\mathrm{f}}\right]$, we choose a infinite domain in these examples to demonstrate its application to algebraic Riccati equation.
Example 1: $n=4 ; m=4$; the system matrices are given as
$\mathbf{A}=\left[\begin{array}{cccc}-0.3379 & 0.5821 & -.1579 & 0.2771 \\ -267825 & -.1705 & 0 & 0 \\ -.11821 & -.3059 & -.5523 & 0.9694 \\ 0 & 0 & 0 & 7.6923\end{array}\right], \mathbf{B}=\left[\begin{array}{cccc}0 & 0 & 0 & 0 \\ 0 & -10-10 \mathrm{i} & 0 & 0 \\ 0 & 10 & -100-100 \mathrm{i} & 0 \\ 0 & 0 & 0 & 0\end{array}\right]$,
$\mathbf{C}=\left[\begin{array}{cccc}0.4+0.4 \mathrm{i} & 20+10 \mathrm{i} & 0.1 & 0 \\ -0.5 & 0.2 & 0.3 & 0 \\ 0.1 & 0 & 0.5 & 0 \\ -.2 & 0 & -0.1 & -7.7\end{array}\right], \quad \mathbf{D}=\operatorname{diag}\left[\begin{array}{llll}0 & 0 & 0 & -10.0-1.0 \mathrm{i}\end{array}\right]$.
The algebraic Riccati equation (46) was solved by using the $2^{N}$ type precise time integration algorithm with $\eta=1.0$ and 4.0 , respectively. The calculated matrices $\mathbf{S}_{\infty}$ are exactly the same. This indicates that the accuracy has reached machine precision, so using a smaller $\eta$ will not further improve the accuracy. Substituting $\mathbf{S}_{\infty}$ into (44), we found that the entries in the residual matrix are all smaller than $10^{-10}$. Similarly, the calculated matrix $\mathbf{T}_{\infty}$ also satisfies equation (45) with entries in the residual matrix smaller than $10^{-10}$.
Example 2. In this example, we have $n=5 ; m=1$. The system matrices are

$$
\mathbf{A}=\left[\begin{array}{ccccc}
-0.8 & 0.5 & -0.4 & 0.2 & 0.4 \\
0.3 & -2.1 & 0 & 0 & 0 \\
0.1 & 0.3 & -0.5 & 0.2 & 0.6 \\
0 & 0 & 0 & -0.8 & 0.5 \\
0.3 & 1.0 & 0 & 0 & -0.9
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{c}
0 \\
-5.0 \\
0 \\
0 \\
0
\end{array}\right]^{\mathrm{T}}, \quad \mathbf{C}=[0.5], \quad \mathbf{D}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
2.0 \\
0
\end{array}\right] .
$$

The algebraic Riccati equations (44) and (45) were solved using $\eta=0.4$ and $\eta=5.0$, respectively. The numerical results are exactly the same for both cases. Substitute the matrix $\mathbf{S}_{\infty}$ and $\mathbf{T}_{\infty}$ into (44) and (45), respectively, we found again that the entries in the residual matrices are smaller than $10^{-10}$.

## 8 Concluding Remarks

The $2^{N}$ type precise time integration algorithm discussed in this paper is very efficient for calculating accurate solutions to matrix Riccati equations. The computer programming for this method is also straightforward since it uses only matrix operations.
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