
    
    
    
        
            
            
                
            

            
        
    


    
        Skip to main content

        
        

        
            
                Advertisement

                

            

        

        

    
    
        
            
                
                    
                        
                    
                
            
        


        
            
                
    
        Log in
    


            
        
    


    
        
            
                
                    
                        
                            
                        Menu
                    
                


                
                    
                        
                            Find a journal
                        
                    
                        
                            Publish with us
                        
                    
                        
                            Track your research
                        
                    
                


                
                    
                        
                            
                                
                                    
                                Search
                            
                        

                    
                    
                        
 
  
   
  Cart
 


                    
                

            

        
    






        
            
                
                    
                        
                    

                
                
                    



International Conference on Artificial Neural Networks
ICANN 2001: Artificial Neural Networks — ICANN 2001
                                        pp
                                         331–338Cite as






                

                
    
        
            	
                        Home



	
                        Artificial Neural Networks — ICANN 2001

	
                        Conference paper


                                Learning to Predict the Leave-One-Out Error of Kernel Based Classifiers

                                	Koji Tuda7,9, 
	Gunnar Rätsch7,8, 
	Sebastian Mika7 & 
	…
	Klaus-Robert Müller7,8 

Show authors
                                	Conference paper
	First Online: 01 January 2001



                                
                                    
    
        
            	
                        3140 Accesses

                    
	
                            7
                                Citations

                        


        

    



                                


                                
    
        
            
                
                    
                

                
                    
                        Part of the book series:
                        Lecture Notes in Computer Science ((LNCS,volume 2130))
                    

                

            

        

    

                                
                            

                        
                        

                            
                                
                                    Abstract
We propose an algorithm to predict the leave-one-out (LOO) error for kernel based classifiers. To achieve this goal with computational efficiency, we cast the LOO error approximation task into a classification problem. This means that we need to learn a classification of whether or not a given training sample - if left out of the data set - would be misclassified. For this learning task, simple data dependent features are proposed, inspired by geometrical intuition. Our approach allows to reliably select a good model as demonstrated in simulations on Support Vector and Linear Programming Machines. Comparisons to existing learning theoretical bounds, e.g. the span bound, are given for various model selection scenarios.
Keywords
	Training Sample
	Theoretical Bound
	Multiclass Problem
	Meta Learning
	Dual Weight

These keywords were added by machine and not by the authors. This process is experimental and the keywords may be updated as the learning algorithm improves.



                                
                            

                            
                                
                                    
                                        
                                            
                                                
                                                   This is a preview of subscription content, log in via an institution.
                                                
                                            

                                        

                                    
                                
                                
                                    
                                        
                                            
 
  
   Buying options

   
    
     	
       
        Chapter
      
	
       
        USD   29.95
       

      
	
       Price excludes VAT (USA)
      


             
      	Available as PDF
	Read on any device
	Instant download
	Own it forever

Buy Chapter
     

    

    
     	
       
        eBook
      
	
       USD   149.00
      
	
       Price excludes VAT (USA)
      


        
      	Available as PDF
	Read on any device
	Instant download
	Own it forever

Buy eBook
     

    

    
     	
       
        Softcover Book
      
	
       USD   189.00
      
	
       Price excludes VAT (USA)
      


        
      	Compact, lightweight edition
	Dispatched in 3 to 5 business days
	Free shipping worldwide - see info

Buy Softcover Book
     

    

   

  

  
   Tax calculation will be finalised at checkout

   Purchases are for personal use only
Learn about institutional subscriptions
  

 

 
 


                                        

                                    
                                
                            

                            
                                
                                    
                                        Preview

                                        
                                            
                                                Unable to display preview. Download preview
                                                    PDF.

                                            
                                            Unable to display preview. Download preview
                                                PDF.

                                        

                                    

                                
                            

                            
                            
                                
                            


                            

                            

                            References
	K.P. Bennett and O.L. Mangasarian. Robust linear programming discrimination of two linearly inseparable sets. Optimization Methods and Software, 1:23–34, 1992.
Article 
    
                    Google Scholar 
                

	O. Chapelle and V.N. Vapnik. Choosing kernel parameters for support vector machines. Personal communication, mar 2000.

                        Google Scholar 
                

	T.S. Jaakkola and D. Haussler. Probabilistic kernel regression models. In Proceedings of the 1999 Conference on AI and Statistics, 1999.

                        Google Scholar 
                

	K.-R. Müller, S. Mika, G. Rätsch, K. Tsuda, and B. Schölkopf. An introduction to kernel-based learning algorithms. IEEE Transactions on Neural Networks, 2001. in Press.

                        Google Scholar 
                

	M. Opper and O. Winther. Gaussian processes and SVM: Mean field and leave-one-out. In A.J. Smola, P.L. Bartlett, B. Schölkopf, and D. Schuurmans, editors, Advances in Large Margin Classifiers, pages 311–326, Cambridge, MA, 2000. MIT Press.

                        Google Scholar 
                

	V.N. Vapnik. Estimation of Dependences Based on Empirical Data. Springer-Verlag, Berlin, 1982.
MATH 
    
                    Google Scholar 
                

	V.N. Vapnik. The nature of statistical learning theory. Springer Verlag, New York, 1995.
MATH 
    
                    Google Scholar 
                

	V.N. Vapnik and O. Chapelle. Bounds on error expectation for support vector machines. Neural Computation, 12(9):2013–2036, September 2000.

                        Google Scholar 
                

	G. Whaba, Y. Lin, and H. Zhang. Generalized approximate cross-validation for support-vector-machines: another way to look at margin-like quantities. Technical Report TR-1006, Dept. of Statistics, University of Wisconsin, April 1999.

                        Google Scholar 
                


Download references




Author information
Authors and Affiliations
	GMD FIRST, Kekuléstr. 7, 12489, Berlin, Germany
Koji Tuda, Gunnar Rätsch, Sebastian Mika & Klaus-Robert Müller

	University of Potsdam, Am Neuen Palais 10, 14469, Potsdam
Gunnar Rätsch & Klaus-Robert Müller

	AIST Computational Biology Research Center, 2-41-6, Aomi, Koutou-ku, Tokyo, 135-0064, Japan
Koji Tuda


Authors	Koji TudaView author publications
You can also search for this author in
                        PubMed Google Scholar



	Gunnar RätschView author publications
You can also search for this author in
                        PubMed Google Scholar



	Sebastian MikaView author publications
You can also search for this author in
                        PubMed Google Scholar



	Klaus-Robert MüllerView author publications
You can also search for this author in
                        PubMed Google Scholar







Editor information
Editors and Affiliations
	Dept. of Mecidal Cybernetics and Artificial Intelligence, University of Vienna, Freyung 6/2, 1010, Vienna, Austria
Georg Dorffner 

	Institute for Computer Aided Automation Pattern Recognition and Image Processing Group, Technical University of Vienna, Favoritenstr. 9/1832, 1040, Vienna, Austria
Horst Bischof 

	Institut für Statistik, Wirtschaftsuniversität Wien, Augasse 2-6, 1090, Wien, Austria
Kurt Hornik 




Rights and permissions
Reprints and permissions


Copyright information
© 2001 Springer-Verlag Berlin Heidelberg


About this paper
Cite this paper
Tuda, K., Rätsch, G., Mika, S., Müller, KR. (2001).  Learning to Predict the Leave-One-Out Error of Kernel Based Classifiers.

                     In: Dorffner, G., Bischof, H., Hornik, K. (eds) Artificial Neural Networks — ICANN 2001. ICANN 2001. Lecture Notes in Computer Science, vol 2130. Springer, Berlin, Heidelberg. https://doi.org/10.1007/3-540-44668-0_47
Download citation
	.RIS
	.ENW
	.BIB

	DOI: https://doi.org/10.1007/3-540-44668-0_47

	Published: 17 August 2001

	
                            Publisher Name: Springer, Berlin, Heidelberg

	
                                Print ISBN: 978-3-540-42486-4

	
                                Online ISBN: 978-3-540-44668-2

	eBook Packages: Springer Book Archive


Share this paper
Anyone you share the following link with will be able to read this content:
Get shareable linkSorry, a shareable link is not currently available for this article.


Copy to clipboard

                                Provided by the Springer Nature SharedIt content-sharing initiative
                            







Publish with us
Policies and ethics



                            
                            
    

                        

                    
                
                
                    
                        
                            
                                
                                    
                                        
                                            Access via your institution
                                            
                                                
                                            
                                        
                                    

                                
                            
                        
                        
                            
                        


                        
                            
                        


                        
                            

                                
                                    
                                        
                                            
 
  
   Buying options

   
    
     	
       
        Chapter
      
	
       
        USD   29.95
       

      
	
       Price excludes VAT (USA)
      


             
      	Available as PDF
	Read on any device
	Instant download
	Own it forever

Buy Chapter
     

    

    
     	
       
        eBook
      
	
       USD   149.00
      
	
       Price excludes VAT (USA)
      


        
      	Available as PDF
	Read on any device
	Instant download
	Own it forever

Buy eBook
     

    

    
     	
       
        Softcover Book
      
	
       USD   189.00
      
	
       Price excludes VAT (USA)
      


        
      	Compact, lightweight edition
	Dispatched in 3 to 5 business days
	Free shipping worldwide - see info

Buy Softcover Book
     

    

   

  

  
   Tax calculation will be finalised at checkout

   Purchases are for personal use only
Learn about institutional subscriptions
  

 

 
 


                                        

                                    
                                

                                

                                

                                

                            

                        

                    
                

            
    

        
    


    
        
            Search

            
                
                    
                        Search by keyword or author
                        
                            
                            
                                
                                    
                                
                                Search
                            
                        

                    

                
            

        

    



    
        Navigation

        	
                    
                        Find a journal
                    
                
	
                    
                        Publish with us
                    
                
	
                    
                        Track your research
                    
                


    


    
	
		
			
			
	
		
			
			
				Discover content

					Journals A-Z
	Books A-Z


			

			
			
				Publish with us

					Publish your research
	Open access publishing


			

			
			
				Products and services

					Our products
	Librarians
	Societies
	Partners and advertisers


			

			
			
				Our imprints

					Springer
	Nature Portfolio
	BMC
	Palgrave Macmillan
	Apress


			

			
		

	



		
		
		
	
		
				
						
						
							Your privacy choices/Manage cookies
						
					
	
						
							Your US state privacy rights
						
						
					
	
						
							Accessibility statement
						
						
					
	
						
							Terms and conditions
						
						
					
	
						
							Privacy policy
						
						
					
	
						
							Help and support
						
						
					


		
	
	
		
			
				
					
					34.238.189.62
				

				Not affiliated

			

		
	
	
		
			
		
	
	© 2024 Springer Nature




	





    

    
    
    


