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Abstract. This paper presents a vibrotactile display system designed with an 
aim of providing immersive live sports experience. Preliminary user studies 
showed that with this display subjects were 35% more accurate in interpreting 
an ambiguous visual stimulus showing a ball either entering or narrowly miss-
ing a football net. About 80% of subjects could judge the correct ball paths in 
the presences of ambiguous visual stimuli. Without the tactile display, only 
60% correct paths are judged from the visual display. 

1   Introduction 

The rapid development of broadcasting technology has made it possible to provide 
TV viewers with high quality visual and auditory services yielding a more realistic 
and impressive experience of digital content. However, we believe, there exists futher 
potential. Specifically we are concerned with the possibilities afforded by the addi-
tional of haptic information to a broadcast stream [1], [2]. 

In TV broadcasting of live sports, sometimes confusing situations occur. For exam-
ple, when a soccer ball passes close to the edge of a goalpost, viewers may be unable 
to determine whether or not a goal was scored because the visual scene gives only 2D 
information. For radio broadcasting, this problem is increased as listeners cannot see 
the position and direction of the ball and just rely on the dictations of a commentator. 
For this situation, more accurate directional information about the ball could help 
viewers and listeners judge its path. 

This paper presents a vibrotactile display for an immersive live sports experience 
and an overall system concept including tactile data in broadcasting. A vibrotactile 
display can be easily used to detect the motion of specific object [3], [4], [5]. The 
prior work allows us to test the feasibility of using a tactile display for sensory com-
pensation in a soccer game scenario in a prototype system. In addition, we propose a 
methodology for path display that assists a user in recognizing directional move-
ments.  

This paper is organized as follows: Section 2 describes the system configuration, 
and the mapping between the vibrotactile device and the goal area. Section 3 presents 
a preliminary user study and results. Finally, Section 4 draws some conclusions, and 
highlights opportunities for future work. 
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2   System Configuration and Mapping Rule 

The system configuration is shown in Fig 1(a). As this is a feasibility study (and for 
simplicity) we used a virtual, rather than a real, soccer game for our experiment. The 
system is divided into two parts: a desktop computer and a tactile device. The desktop 
computer calculates the movement of the virtual ball and transmits the tactile data to 
the vibrotactile device through Bluetooth to control the vibrating motors sequentially. 
The vibrotactile device has its own micro controller [6] which controls the vibrators.  

                                    (a)                                                    (b) 

Fig. 1. System configuration 

 
As is shown in Fig 1(b), the tactile array is composed of a (7× 10) array and at-

tached on the forearm in order to display directional movement of the ball. As they 
are relatively ergonomic and comfortable for the viewer, the coin type pager motors 
widely in use cell phones were used in our hardware. They have the additional quali-
ties of being small, light, cheap and low power. 

Due to the limited resolution of the tactile display, it was important to carefully select 
the region of the soccer pitch that would correspond to the device. Since the most inter-
esting event of a soccer game is a goal, the front of the goal (shown in Fig 1(b)) was 
chosen for the actuator mapping area. We chose a region with a width of 7.3 meters and 
a length of 16.5 meters. The vibrotactile array is 60 millimeters by 120 millimeters. 
Therefore, each vibrator represents 1.05 meters width and 1.65 meter length. 

Fig. 2. Control rule of vibrotactile actuator 
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The vibrating motors are controlled sequentially to display the movement of a soccer 
ball on the ground. After some user studies, we found that a “path display” to give cor-
rect directional information on the forearm can be effectively achieved by “tracing 
mode”, in which two vibrators along the ball motion trajectory are excited simultane-
ously with different intensities that are proportional to the distance from the center of 
the mapped region to the virtual ball position (See Fig. 2). The tracing mode, therefore 
displays a flow of vibration. Note that each motor is controlled by a PWM (Pulse Width 
Modulation) signal with duty ratio from 10% to 90% for generating different intensities. 

3   User Study and Results 

Two recognition rates have been investigated through preliminary user studies. 
Firstly, path recognition where we determine at what resolution viewers recognizes 
the directional movement of a ball with the proposed vibrotactile array. Secondly, 
goal recognition where we examine how effective the tracing mode is at allowing 
users to distinguish between goals and near misses. A total 10 subjects were involved 
in the user studies. 

3.1   Path Recognition 

For path recognition, each subject was trained with six established patterns (Fig 3(a)), 
experiencing each pattern 3 times. They were then exposed to the patterns again and 
asked to identify which they were experiencing. The patterns were randomly dis-
played at eighteen times. Since the vibrotactile device has spatially limited resolution, 
patterns were established at intervals of five degrees from each other in order to dis-
play distinguishable paths. Both tracing and non-tracing mode were tested. The user 
studies show that although it is difficult for some participants to discriminate adjacent 
path, most participants could discriminate the directions of a ball in Fig 3(a). While 
path recognition rate without the tracing mode reached around 81% mean, the tracing 
mode shows about 4% higher recognition rate than the non-tracing mode. In addition, 
most participants said that they could feel the flow of vibration as if someone scanned 
their forearm with a fingertip. 

3.2   Goal Recognition 

For goal recognition, cases of the confusing ball motion are established by the trajec-
tories shown in Fig 3(c). When a subject sees a ball motion from the perspective 
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(a)                                            (b)                                       (c) 

Fig. 3. User study environments 
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shown in Fig 3(b), the simulated 3D soccer playing ground, if can be challenging to 
judge whether the ball is heading towards the goal or not. Each subject was asked to 
make this decision in trials with and without the vibrotactile device. Without tactile 
compensation, accuracy was around 60% mean. In particular, most subjects had diffi-
culty with cases 2 and 3. However recognition rate with tactile compensation in-
creased by 33% (to 80% accuracy), indicating the tactile cues substantially disam-
biguated this situation. 

4   Conclusions and Future Works 

We designed a prototype vibrotactile display system to compensate for visually confus-
ing movements of a ball in a soccer match. We also proposed a tactile display method 
termed tracing mode that accurately displays the directional information of a moving 
ball. By displaying a seemingly true ball path on the 2D vibrotactile display plane that 
maps to the front area of the goal in a soccer pitch, subjects could feel the correct ball 
paths with an accuracy rate of about 80%. This shows the feasibility of the proposed 
system. The next phase of this work is to display the 3D movement of a ball in two 
vibrotactile display planes and to conduct a more comprehensive human factors study to 
inform the design of future generations of device (perhaps including vertical as well as 
horizontal 3D compensation). Furthermore, a statistical analysis of the user’s responses 
will be performed. In the long run, the proposed system will be extended to a realistic 
broadcasting system with image processing, editing, and networking. 
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