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Abstract Textual analysis has been applied to various fields,
such as discourse analysis, corpus studies, text leveling, and
automated essay evaluation. Several tools have been devel-
oped for analyzing texts written in alphabetic languages such
as English and Spanish. However, currently there is no tool
available for analyzing Chinese-language texts. This article
introduces a tool for the automated analysis of simplified
and traditional Chinese texts, called the Chinese Readability
Index Explorer (CRIE). Composed of four subsystems and
incorporating 82 multilevel linguistic features, CRIE is able
to conduct the major tasks of segmentation, syntactic parsing,
and feature extraction. Furthermore, the integration of linguis-
tic features with machine learning models enables CRIE to
provide leveling and diagnostic information for texts in lan-
guage arts, texts for learning Chinese as a foreign language,
and texts with domain knowledge. The usage and validation
of the functions provided by CRIE are also introduced.
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Textual analysis, which is the analysis of text using algorith-
mic techniques, is an important and commonly used tool in
many areas of language-related research, including discourse
analysis, language acquisition, corpus studies, and readability
analysis. Textual-analysis tools enable researchers to quickly
and efficiently analyze large quantities of data when seeking
certain information. For example, constructing or analyzing a
text corpus or carrying out a longitudinal analysis of a
language-acquisition database requires the use of a textual-
analysis system (B&ath, 2010; Marsden, Myles, Rule, &
Mitchell, 2003). Automated essay scoring systems must also
make use of a large volume of texts in order to carry out
accurate assessments of essay grades (Attali & Burstein,
2006; Burstein, 2003; Foltz, Laham, & Landauer, 1999;
Rudner & Liang, 2002). Some researchers have investigated
how scientific texts address causal relationships by analyzing
these texts using linguistic features that are designed to clarify
the causal relationships in language expression (Smolkin,
McTigue, & Yeh, 2013). All such research relies on text ana-
lyzers that can cope with a large volume of text and a large
number of features.

Several automated textual-analysis tools have been pro-
posed previously, the best known of which is the Coh-metrix
online text analyzer for the English language (McNamara,
Louwerse, McCarthy, & Graesser, 2010; McNamara,
Graesser, McCarthy, & Cai, 2014). Some researchers
(McNamara et al., 2014) believe that analyzing only the su-
perficial linguistic features of a text is insufficient for under-
standing the complex process of reading comprehension. In-
stead, an approach that incorporates multiple levels of linguis-
tic features can better represent the reading comprehension
process and its different components. Thus, the Coh-metrix
applies computational linguistics methods with the aid of a
syntax parser and corpora to analyze words, sentences, and
large textual structures, such as paragraphs and discourse. The
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Coh-metrix currently consists of 108 features, including word
information (e.g., lexical frequency and density), syntactical
complexity (e.g., noun-phrase density), cohesion (e.g., con-
junctions), and semantic relations.

However, the effectiveness and plausibility of textual fea-
tures vary between languages due to their linguistic peculiar-
ities; thus, textual-analysis tools and analytical features should
be developed based on the linguistic structures and properties
of a specific language. For example, EsPal (Duchon, Perea,
Sebastian-Gallés, Marti, & Carreiras, 2013) is an online text
analyzer designed to work with Spanish texts. In addition to
analyzing texts for common features such as lexical frequency,
word type, and parts of speech, it takes into account several
dialects of Spanish and analyzes such features as word forma-
tion rules, phonological structure, and trigram and bigram
relationships between the individual letters of a word.

Despite the Chinese language being used by more than one
billion people (Graddol, 2004; Lewis, 2009), tools designed
specifically for Chinese texts are still rare. Chinese Coh-metrix
and the Chinese Linguistic Inquiry and Word Count (CLIWC)
dictionary (Huang, Chung, Hui, Lin, Seih, Lam, Chen, Bond, &
Pennebaker, 2012) are two of the few systems for Chinese texts.
According to Huang et al. (2012), CLIWC analyzes the
thoughts, feelings, and personalities within the texts by counting
specific types of words. Among the 80 features used in CLIWC,
only 22 of them are categorized as general linguistic features
because CLIWC focuses on psychological research. The rest are
under the psychological, personalized, or punctuation catego-
ries. CRIE, on the other hand, covers a more comprehensive
set of features, making a total of 81 linguistic features and one
domain-specific feature. Furthermore, CLIWC analyzes texts
solely by counting words. CRIE not only uses other methods
when analyzing texts, such as ratios and logarithms, but instead
of remaining at the lexical level also includes features spanning
semantic, syntactic, and cohesion levels.

Chinese Coh-metrix is another system available for Chinese
textual analysis. According to the information published on
their website, Chinese Coh-metrix was developed based on
Coh-metrix, and aims to analyze cohesion and coherence with-
in Chinese texts and therefore incorporate some features de-
signed for Chinese lexical and textual properties, including
part-of-speech and frequency, cohesion, word information, con-
nectives, and sentence structures. As far as we know, Chinese
Coh-metrix is still under development, and has not yet been
made public. The specialized nature of CLIWC and the ongo-
ing development of Chinese Coh-metrix reveal that there is still
a dearth of tools that can quantitatively analyze Chinese texts.

The large morphological and syntactic differences between
the characteristics of Chinese and alphabetic languages make
specific types of textual analyzing tools preferable. In terms of
morphological structures, for example, Chinese does not have
a clear word boundary as alphabetic writing systems do, so
when it comes to identifying individual words, the first step in

textual analysis for any language text, an extra analyzing tool
for Chinese word segmentation is required. Another notable
characteristic that distinguishes Chinese from alphabetic writ-
ing systems is its character structure. Chinese uses strokes and
components to constitute characters, and words are composed
of one or more characters. Each Chinese character is mono-
syllabic. By contrast, in alphabetic languages, letters are the
basic components of words, and words usually are multi-syl-
labic. Thus in Chinese, word length cannot be evaluated in
terms of letters or syllables, both of which are prevalent when
analyzing alphabetic writing systems, and consequently such
evaluations are doomed to fail if applied to Chinese texts
because of the fundamental difference in word/character struc-
tures. Similarly, in terms of syntactic structures, Chinese lacks
inflectional morphemes, tense, and agreement markers, and
relies on strong syntactic constraints on word order with no
overt case-marking systems. This makes textual analyzing
tools designed for alphabetic writing systems incompatible
with Chinese texts. Although some features, such as word
counts and average sentence length, are conceptually equiva-
lent across all languages, even these features cannot be direct-
ly applied to Chinese texts because such texts must first un-
dergo segmentation and parsing. Further, each language has
features unique to it, such as counting for Chinese character
strokes.

This article introduces the Chinese Readability Index Ex-
plorer (CRIE), which is an innovative Chinese textual analyz-
er that integrates preprocessing tools for segmentation and
parsing, abundant multilevel linguistic features, and text-
leveling tools. CRIE has three main distinct characteristics:
First, based on multilevel linguistic features, CRIE was de-
signed specifically for the Chinese language and provides
users with deeper levels of textual information as well as ser-
vices such as word segmentation and part-of-speech tagging.
Second, to meet the specific needs of Chinese-language
teachers and learners of Chinese as a foreign language
(CFL), CRIE not only analyzes Chinese texts for native
speakers but can also make use of features that characterize
foreign-language reading materials for CFL, and calculates
the values of the linguistic features that fit such texts.
Crossley, Greenfield, and McNamara (2008) point out that
features that influence how native speakers and L2 learners
comprehend texts may be completely different, and therefore
it is worth noting who the text is meant to be read by. Thus, we
distinguished two sets of features: general linguistic features,
and features meant exclusively for L2 learners. Third, in ad-
dition to basic functions of textual analysis, CRIE provides
users with advanced functions for presenting information
about levels of text difficulty or complexity.

While CRIE supports both traditional and simplified Chi-
nese, with the large majority of functions being identical for
both, this study uses traditional Chinese to express and illus-
trate these functions. In the rare cases where there are
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differences for simplified and traditional Chinese, we specifi-
cally mention it.

Architecture of the Chinese Readability Index
Explorer (CRIE) System

Figure 1 shows the main system architecture of CRIE, which
mostly involves preprocessing, textual-features analysis, and
applications. The corpora, preprocessing, and textual-features
analysis associated with CRIE are described in detail below.

Corpora used by the CRIE system

CRIE includes several data sets. The preprocessing stage em-
ploys a collection of 11.68 million Chinese words and 61,087
grammar trees derived from the following four data sets:
Sinica Balanced Corpus 4.0 (Huang, Chen, Chen, Wei, &
Chang, 1997), Sinica Treebank 3.1 (Chen, Tsai, Chen, &
Huang, 1999), CKIP Chinese Electronic Dictionary (CKIP,
1993), and Gigaword (Huang, 2009). We developed dictionar-
ies and lexical information (e.g., frequency and part-of-
speech) for traditional Chinese based on the Sinica Balanced
Corpus 4.0 and CKIP. We extracted two simplified Chinese
corpora, Xinhua News Agency and Lianhe Zaobao from
Gigaword, to develop dictionaries and lexical information
for simplified Chinese text analysis. Treebank, which contains
traditional Chinese data, was used as the source of syntactic
rules for the parser.

In preparation for the textual-features analysis stage, we
constructed a text corpus of 4,332 texts that was divided into
two parts: The first part was the 2,754 texts selected from
textbooks of three publishers in Taiwan and covers three do-
mains (language arts, social sciences, and natural sciences)

and nine grades (school grades 1-9), and the second part
was the 1,578 texts selected from teaching materials for CFL
learners.

Preprocessing

In conventional text analyzers, preprocessing involves tagging
the parts of speech of words and parsing each sentence into a
parsing tree, which are denoted part-of-speech tagging and
sentence parsing, respectively. For Chinese texts, preprocess-
ing needs to segment sentences into words because there are
no spaces between words; this process is called word
segmentation.

Word segmentation and part-of-speech tagging are not
straightforward, and this has prompted numerous studies of
natural language processing (Manning & Klein, 2002; Petrov,
Barrett, Thibaux, & Klein, 2006; Tsai & Chen, 2004). In ad-
dition, some systems for sentence parsing have been designed,
such as the CKIP word segmentator and parser (Tsai & Chen,
2004), the Stanford parser (Manning & Klein, 2002), and the
Berkeley parser (Petrov et al., 2006). However, since these
systems do not provide the complete functions needed for
Chinese textual analysis, we designed the Word Extractor
for Chinese Analysis (WECAn), which is a word segmenta-
tion and part-of-speech tagging tool for Chinese text analysis
(Chang, Sung, & Lee, 2012), and HanParser, which is a Chi-
nese grammar parser (Chang, Liu, Chen, Sung, & Su, 2013a).

Two previous studies evaluated the performances of
WECAn and HanParser. Chang et al. (2012) employed
WECAnN to segment sentences from the Sinica Balanced Cor-
pus 4.0 into words, with the experimental results indicating
that the accuracy rates of word segmentation and part-of-
speech tagging using WECAn were 0.93 and 0.92, respective-
ly. Under the same condition, the accuracy of a previous

Preprocessing Textual Feature Analyzing Applications
CRIE 2.0
[————— Readability
General Linguistic Prediction
U Features
Text '—» WECAn  —— CRIE - CFL
o I —) Leveling
i Features for Text for Diagnosis
CFL Learners
CRIE - DK
HanParser ——» Content/
Domain Analysis
Feature of Domain-
U Specific Texts

Corpora

Fig. 1 CRIE framework and applications. WECAn = Word Extractor for Chinese Analysis; CRIE = Chinese Readability Index Explorer; CFL =

Chinese as a foreign language; DK = Domain Knowledge
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Fig. 2 The Chinese Readability Index Explorer (CRIE) system-login screenshot

approach based on the Conditional Random Field model
(Lafferty, McCallum, & Pereira, 2001) was 0.90. In addition,
Chang, Liu, Chen, Sung, & Su (2013a) estimated that the
accuracy rate of using HanParser to parse sentences from
Sinica Treebank 3.0 was 0.86. The following sections describe
how these two tools solve a range of problems.

Word segmentation WECAn performs word segmentation in
three stages: matching, modification, and unknown-word ex-
traction. The matching stage mainly uses maximum matching
algorithms (Xue, 2003) to segment sentences into words. For
example, the sentence ““4-If R ELH K& BHGE (“Tonight’s
circus performance has been canceled”) would be divided up
into “4 M (“tonight”), “FSELE” (“circus”), “If” (“’s”), “FKiH”
(“performance™), and “HiyH” (“canceled”).

The maximum matching method requires the use of a large
dictionary. WECAn uses a Chinese dictionary in which lexical
information is derived from four of the corpora mentioned
above: Sinica Balanced Corpus 4.0, Sinica Treebank 3.1,
and the CKIP Chinese Electronic Dictionary. Taking into ac-
count the different words in simplified and traditional Chi-
nese, WECAn also uses the Xinhua News Agency and Lianhe
Zaobao corpora of Gigaword to increase vocabulary and lin-
guistic information (e.g., part-of-speech and word frequency).
WECAn also contains a collection of sayings and proverbs,
originally sourced from the Dictionary of Chinese Idioms
(http://dict.idioms.moe.edu.tw/cydic/index.htm), which are
often used when writing domain-specific texts (e.g., student’s
essays), and so the use of this collection increases the efficien-
cy and precision of WECAn-based analyses.

The second stage of preprocessing is modification,
which involves correcting errors produced in the matching
stage. These errors can be classified into two categories.
The first is ambiguous segmentation. For example, the sen-
tence “FEA =M (“There is unused land everywhere”)
may be segmented into one of two alternatives: (1) “Fljz”
(“everywhere”), “H % (“have time”), and “Hb” (“land”), or
(2) “3iE” (“everywhere”), “H” (“has”), and “#*ih”
used land”). WECAn would select the second alternative at
the modification stage. The second type of error is caused
by word reduplication, a phenomenon that is frequent in
Chinese but extremely rare in Western languages, because
reduplication is a common rhetorical strategy for empha-
sizing mood. For example, in order to emphasize the idea
of happiness in the sentence “i= 8 (“glad”) Hi (“-ly”) “X%”
(“go”) “H§¥” (“shopping™), we could instead write = B
B (“glad”) “Hy” (“-ly”) “£” (“go”) “lEY” (“shopping”).
The reduplicated word “wi i ¥ (“glad”) cannot be iden-
tified as a word at the matching stage because it does not
appear in the dictionary. WECAn uses a large database of
character-reduplication patterns to detect and correct for
the many kinds of reduplicated words that occur in Chinese
at the second stage. The reduplicated word & #L5L”, for
example, would be cut into the three following pieces:
“E7, “EE) and “#”. WECAR then uses its large set of
rules to detect and correct these three pieces. In this case,
the fragments are consistent with the pattern “A-AB-B,” of
which A and B are both single-character words, and AB is
the dual-character word of A combined with B. According
to this rule, WECAn will take “#&”, “#”, and “#” and
combine them back into the redupllcated form ey BLHL.

IEJIEJ/\

“un-
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Fig. 3 A screenshot of the feature-selection utility for the Chinese Readability Index Explorer

In addition, sentences containing unknown words—which
do not appear in dictionaries—cannot be segmented correctly
by maximum matching methods. Moreover, such words are
often important proper nouns, and so unknown-word extrac-
tion is a crucial step for Chinese textual analysis. WECAn
applies the strict phrase likelihood ratio (SPLR) algorithm
(Chang et al., 2012) to extract unknown words from the text.
The SPLR method is more effective than other algorithms at
avoiding treating nonwords as unknown words: the recall and
precision rates for recognizing proper names translated from

foreign languages into Chinese in SPLR reached 0.84 and
0.90, respectively (Chang et al., 2012).

Part-of-speech tagging Many textual features are related to
the parts of speech of words. The part of speech of a word
would be tagged by consulting a dictionary if the word is only
referred to as one part of speech (e.g., “necklace” is only ever a
noun). However, many Chinese words can be tagged with dif-
ferent parts of speech. WECAn utilizes bigram models
(Bassiou & Kotropoulos, 2011) to identify the parts of speech

§ Readability analysis Ii
* CRIE Readability 1.0 = 4.738367

» The readability level (grade level) of the text = 4.53 + 0.01 x [Difficult words] - 0.86 x [Simple sentence ratio] - 1.45 x [Content word frequency in logarithmic] + 0.02 x [Personal pronouns]

*The CRIE 1.0 readability prediction model

X*The essential features in CRIE 1.0 readability prediction model are difficult word, single-sentence ratio, the average of content word in log, and the number of personal pronouns.

0 The diagnosis of the features in this report is based on the features you se

Feature Name = = = = » by 3o

61 4= == u = The value of the feature for the analyzed
text

Feature Definition = = = = = p Total number of words 1,000

sassEsEEEssEEsEEEsEEEEEE)

° ann

* ® ® The blue dots means the average of the
features in each level.

6]

The red dot-line means the value of this feature for the analyzed text. ; ~ %
Gl
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# Single File Result By

G3

G4 G5 G6 G7 G8 G9
= == = = The vertical axis refers to the grade levels
(G1-G6 stand for the grade levels in
elementary school. G7-G9 stand for the

grade levels in junior high school )

Fig. 4 A screenshot of analysis-results for the Chinese Readability Index Explorer (CRIE)
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Fig. 5 A screenshot of a diagnostic-report of the Chinese Readability Index Explorer

of words. The model evaluates all possible part-of-speech com-
binations of a word pair. The probabilities of the occurrence of
the combinations are computed and then the two words of the
pair are marked with the two parts of speech of the combination
that yields the highest probability. WECAn also uses a method
based on morphological and contextual rules (Chang et al.,
2012) to tag the parts of speech of unknown words.

Sentence parsing For textual analysis, we developed a parsing
tool called HanParser that comprises two main modules: a
grammar-rule generator and a grammar-tree constructor. Based
on the framework of probabilistic context-free grammar (PCFG;
Johnson, 1998), the generator extracts PCFG grammatical rules
from Sinica Treebank 3.1 (Chen et al., 1999). Moreover, be-
cause HanParser also employs the Cocke-Younger-Kasami
(CYK) algorithm (Ney, 1991) to increase the efficiency of pars-
ing sentences, the generator revises some rules and ensures that
all grammatical rules can be used in the CYK approach.

The grammar constructor of HanParser adopts a bottom-up
approach for building the grammar tree of a sentence. This
approach is based on the CYK algorithm and dynamic pro-
gramming approach (Ney, 1991). Previous studies (Manning

FORIED

WIS

& Klein, 2002; Petrov et al., 2006) have indicated that these
algorithms can construct the grammar tree of a sentence both
efficiently and precisely. For instance, HanParser with CYK
can achieve the same accuracy as the results without CYK
while spending 85 % less time on calculations.

Textual-features analysis

One of the main distinguishing merits of the CRIE system is
that its multilevel linguistic features were designed based on
theories from reading psychology and linguistics. The linguis-
tic features can be divided into two types: (1) general linguistic
features, suitable for analyzing Chinese reading materials for
native speakers, and (2) features of CFL texts, aimed at ana-
lyzing textual features of reading materials for CFL learners.
These linguistic features are listed in Table 1. In addition to
linguistic features, we developed a domain-knowledge con-
ceptual vocabulary list in which the words are selected by
latent semantic analysis (LSA; Landauer & Dumais, 1997)
and represent domain-specific knowledge for readability pre-
dictions. The main characteristics of and the idea behind each
feature are explained below.
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Fig. 6 The results of a Chinese Readability Index Explorer — Domain Knowledge (CRIE-DK) assessment of webpage readability
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General linguistic features

A moderately wide range of factors can influence textual struc-
ture. In order to create a systematic framework that is supported
by theories from reading psychology and linguistics, we ana-
lyzed factors that might have affected the reading comprehension
process defined by a framework of the following four levels of
70 linguistic features: words, syntax, semantics, and discourse
cohesion.

Word level: Word level can be divided into five subcate-
gories: character complexity, word length, word frequency,
word count, and lexical richness. The scoring methods for
the traditional Chinese and simplified Chinese features are
usually the same. Although some conceptual vocabulary dif-
fer (e.g., the word “printer” is F# in traditional and EI#L in
simplified), most words are identical.

Character complexity and word length: Characters and
words are closely related, and so we discuss them together.
Chinese characters are composed of strokes and components,
and the number of strokes used to form single characters varies
greatly. Thus, research into Chinese word length should con-
sider both the stroke count and the character count of each
word as analytical units (Just & Carpenter, 1987; Su & Sam-
uels, 2010). For this reason we developed two types of fea-
tures: one is word-count-based (e.g., two-character word
count) and the other is word-complexity-based (e.g.,
intermediate-stroke-characters count); both types of features
are unique to the analysis of the Chinese writing system. How-
ever, because simplified and traditional characters are morpho-
logically distinct in nature, this intrinsic structural difference
causes the results of the features related to counting strokes to
vary between the two versions of Chinese. These features are
Low-stroke-count characters, Intermediate-stroke-count char-
acters, High-stroke-count characters, and Average strokes.

Word frequency: Many studies have indicated that word
frequency is related to word response time, with participants
responding faster to words that appear more often (Forster &
Chambers, 1973; Whaley, 1978). Some researchers believe that
frequency effects are more appropriately presented using loga-
rithmic or exponential functions (Balota & Chumbley, 1984;
McCusker, 1977). Fry, Kress, and Fountoukidis (1993) indicat-
ed that the most frequent 100 Chinese words can already ac-
count for 50 % of most texts’ vocabulary, and the most frequent
300 can account for 65 %. Based on this principle, Chall and
Dale (1995) used word frequency order to develop a feature for
their readability formula (i.e., the Chall-Dale Formula). They
then created a list for the 3,000 most common words, and any
word not included in these 3,000 words was designated as a
difficult word. How many of these difficult words a text con-
tains was then developed into a feature for predicting readabil-
ity. We considered this method while developing our own fea-
ture. After creating a word frequency list for the balanced

@ Springer

corpus used in our study (CKIP, 1998), we used the first 3,
000 words to create a “commonly used words” list. Words that
don’t appear in this list were designated as difficult words,
which in turn were used to develop our difficult words feature.

Word count: The third subcategory is the word count. Lon-
ger texts generally impose a larger cognitive burden on begin-
ner readers, which is why we consider word counts for spe-
cific lexical categories, such as verbs and adjectives.

Lexical richness: Lexical richness refers to the degree of
variation present among words used in a text. Researchers can
determine the lexical richness of a text by counting the usage
rate of a specific vocabulary. We quantified the degree of
lexical repetition by combining individual word counts and
word-type counts to calculate type—token ratios.

Semantic level The semantic level mainly involves the analysis
of three aspects of word meaning in texts: core meaning, prag-
matic function, and semantic category. It has been shown that
readers spend less time processing function words than content
words (Carpenter & Just, 1983), and spend more time process-
ing sentences that contain a larger number of content words.
Researchers on discourse analysis now believe that negations
do not merely serve to express semantic opposition, but also
have a pragmatic function. Polysemous words are often the most
difficult to deal with but are also the most important linguistic
feature and, since they have relatively complex semantic struc-
tures, they are more likely to introduce discrepancies. Because
words with several meanings have more semantic categories, we
used semantic categorization to determine the degree of com-
plexity of polysemes. A text’s overall semantic categorization
reflects the degree of variation in the text’s semantic categories.

Syntactic level The complexity of a sentence was determined
mainly based on the diversity of syntactic structures. Complex
sentences are usually longer, structurally intense, and impose
a higher cognitive burden on the reader, so we developed
features that measure structural complexity, including the pro-
portions of simple sentences, noun phrases, prepositional
phrases, grammatical subject length, and modifier length.

Cohesion level Cohesion refers to the grammatical and lexical
interrelationships between the words in a sentence or text.
Such relationships result in a string of sentences together
representing a text with a unified meaning. Cohesion is also
an important ingredient in the structure of mental models. A
reader needs to construct semantic interpretations and mental
models in order to obtain a deep understanding of the dis-
course (Lehnert & Ringle, 1982). This is also why many re-
searchers believe that cohesion affects comprehension (Ben-
jamin, 2012). We focused on three kinds of cohesion—con-
junctions, references, and figures of speech—and developed
new features for cohesion analysis, including the ratio of sim-
iles, and complex conjunctions.
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Features of texts for Chinese as a foreign language (CFL)
learners

The materials used to teach CFL learners are similar to texts
used for native speakers, and hence some of the general lin-
guistic features mentioned above can also be applied to the
textual analysis of texts for CFL learners. However, CFL texts
exhibit some differences in vocabulary difficulty and sentence
patterns, so CRIE includes features developed specifically for
the analysis of CFL texts. We defined 50 features that have
been recognized as important for the level of difficulty/
complexity of CFL texts through literature review. Then,
based on a corpus composed of 1,578 CFL texts for CFL that
had been leveled by experts according to the proficiency
levels in the Common European Framework of Reference
for Languages (CEFR; Council of Europe, 2001), these 50
features were examined via trend analysis to see if they were
sensitive to changes in the text difficulty level (Hsieh, Lin,
Dyson, Liu, & Sung, 2014). Thirty-eight features were select-
ed for being the most sensitive to the difficulty and complexity
of CFL texts, as listed in Table 1. Below we describe features
that are unique to the CRIE-CFL system.

Word level Based on the list of 8,000 Chinese words pub-
lished by the Steering Commiittee for the Test of Proficiency-
Huayu (SC-TOP) (Chang, 2012), words commonly used in
CFL learners’ reading materials can be divided into five
levels: breakthrough, waystage, threshold, vantage, and effec-
tive operational proficiency levels. These five features count
the number of vocabularies at the relevant level (e.g., the
threshold vocabulary measures the vocabularies that are con-
sistent with the threshold level of SC-TOP). The sixth feature,
the average of vocabulary levels, is the average of the vocab-
ulary difficulty ratings of a text.

Difficult texts may contain both difficult vocabulary and
words that students have already studied. However, even if
difficult vocabulary is relatively rare, such vocabulary can
have a disproportionately large impact on the overall difficulty
of the text since just one difficult word can make an otherwise
simple sentence incomprehensible. A calculation based on
averages may therefore underestimate the effect of difficult
vocabulary. This is why we also use a weighted difficulty
feature to quadratically increase the high-difficulty scores for
higher-level vocabulary. The mean square of the vocabulary
levels feature takes the sum of squared difficulty values and
divides this by the total word count. This approach makes the
quantified lexical difficulty more consistent with the degree of
text difficulty that is actually experienced by CFL learners.

Syntactic level In addition to the need for vocabulary features
designed for CFL learners, some sentence patterns can cause
problems for CFL learners because of their particular word
order or their implicit meanings. For example, the words “ba”

(“44”) and “bei” (“#¢”) are used to construct “verb final”
sentence patterns, where the receiver of the action is caused
to undergo some effect or enter some state, thus emphasizing
the effect of the action on the receiver. CFL learners often find
these sorts of sentence patterns difficult to grasp (Cui, 1995;
Zhao, 2011). Moreover, Chinese does not express compari-
sons morphologically; instead, comparisons are generally
expressed using any of a variety of prepositions or preposi-
tional phrases. A common expression used to express a dif-
ference in quality or magnitude is “bi”” (“tt”). There is also the
word “lian” (“i#), which suggests an implicit comparison.
This type of word is used to indicate an extreme condition
and thus creates emphasis, which may sometimes even in-
volve moving the object toward the beginning of the sentence.
Sentence patterns that use a specific preposition to express
comparison can also pose some problems for CFL learners.
We therefore developed syntactic features to detect the num-
ber of sentences containing the “ba,” “bei,” “lian,” and “bi”
constructions.

Features of domain-specific texts

The difference between texts with and without specific knowl-
edge of a domain is that the former aim to transmit a range of
specific knowledge. Domain-specific texts employ specific ter-
minology (e.g., proper nouns and lingo) that is not commonly
found in everyday language. For example, an explanation of
photosynthesis could contain a large number of proper noun
words such as “photoautotrophs,” “chlorophyll,” and “chloro-
plasts.” Such words have domain-specific knowledge, and the
words described by them (e.g., photosynthesis) are referred to
as “concept words.”

According to Chang, Sung, and Lee (2013b), every
domain-specific word must have two values: domain specific-
ity and conceptual difficulty. LSA was used in the present study
to construct the semantic space of conceptual words of text-
books, which were designed based on curriculum standards,
with their content representing the general knowledge levels of
students. Chang et al. also proposed a technique for computing
these feature values and determining whether or not a concep-
tual word belongs to a specific domain and its conceptual dif-
ficulty. The word count of a domain-specific text will be trans-
formed into vectors that represent the conceptual difficulty of
all domain-specific terminology in the text.

Application and validation of the CRIE system
WECAn and HanParser web service
WECAn and HanParser are designed as application program-

ming interface (API) tools for CRIE. The online versions of
WECAn and HanParser can be used for Chinese word
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segmentation, part-of-speech tagging, and syntax-tree parsing.
Users can upload their texts and choose the services they need,
and then the processing results will be shown on the website
or can be downloaded as an ASCII file.

CRIE 2.0

Textual-features analysis Based on the preprocessing output,
CRIE calculates the descriptive statistical information about
the 70 linguistic features of word, syntax, semantic, and co-
hesion in each text or an aggregated result for a batch of texts.
Those results may be presented on the webpages or exported
to an Excel file.

Text readability analysis CRIE 2.0 was developed to mea-
sure the readability of Chinese written texts for native
speakers. CRIE 2.0 combines 70 linguistic features with non-
linear mathematical models to create readability prediction
models, and then classifies the input text into the correspond-
ing grade level (1-9). The training corpus is the Chinese-
language textbooks for Taiwanese primary and secondary
schools published by three publishers in Taiwan. CRIE cap-
tured the linguistic features of these texts, which were then
used to train and test the prediction models. Most convention-
al readability models or formulae use small numbers of fea-
tures to create linear formulae, such as stepwise regression,
whereas CRIE uses a support vector machine (SVM) as its
prediction model. SVMs are common automated classifica-
tion models that can learn to recognize the relationships be-
tween data properties and defined text categories, and can map
nonlinear data onto high-dimensionality spaces (Lin & Chen,
2011; Pal & Foody, 2010; Vapnik & Chervonenkis, 1974). In
this way, an SVM can integrate many features so as to provide
a better classification of nonlinear data.

Previous research (Sung et al., 2013; Sung, Chen, et al.,
2015) validated the effectiveness of CRIE 2.0. Using the SVM
model along with 24 linguistic features, the readability predic-
tion of language arts textbooks used in grades 1-6 reached an
accuracy of 72.92 %. Sung, Chen, et al. (2015) confirmed that
the prediction accuracy of the SVM model along with 32
linguistic features outperformed the prediction accuracy of
discriminate analysis models in classifying language arts text-
books used in grades 1-6. In a preliminary study, Sung, Lin,
and Tseng (2014) further found that CRIE 2.0 achieved sim-
ilar results for language arts texts used in grades 1-9.

CRIE-CFL
The CRIE-CFL system has three functions: textual-features
analysis for CFL texts, carrying out readability leveling in

accordance with the CEFR, and providing diagnostic informa-
tion for texts. These functions are described below.

@ Springer

Textual-features analysis of CFL texts The CRIE-CFL sys-
tem can be used to analyze the 38 linguistic features especially
designed for CFL texts, and it will produce a report of features
calculated based on the corpus of CFL texts. Users who are
interested in other features beyond these 38 may also use the
CRIE 2.0 system—which employed a corpora of Chinese as a
native language texts—to analyze the features of interest to them.

Leveling CFL texts Using the SVM model, CRIE-CFL learned
the relationships among the 38 features and the CEFR proficien-
cy levels of the 1,578 CFL texts in the corpus, and constructed a
readability model for predicting the readability levels of CFL
texts. CRIE-CFL creates an assessment report of a text’s predict-
ed CEFR level and a description of this level. The text can be
further adjusted by language instructors and researchers using the
system’s diagnostic function and textual-features data. This sys-
tem can deliver a more objective analysis than the methods that
rely on user experience to determine levels.

Textual-features diagnosis Obtaining detailed information
about texts is important for CFL text authors, editors, or
teachers when they are writing, editing, or selecting teaching
materials, respectively. Such users can use this function to
indicate the position of specific levels or parts of speech in a
text and then use this information in further applications. For
example, a teacher could employ this function to modify cer-
tain difficult words or sentence patterns, which should help the
teacher adjust the content of teaching materials to fit the spe-
cific educational requirements of the CFL learners. CFL
learners can also use this function to understand what vocab-
ulary is most suitable for themselves.

Cha, Chen, Chang, and Sung (2013) validated the effec-
tiveness of CRIE-CFL. Their results for the CRIE-CFL pre-
diction of CEFR levels showed an accuracy of 72 %. Hsich
etal. (2014) further improved the accuracy of leveling to 75 %
by upgrading the preprocessing subsystems, and reached an
average accuracy of 90 % when the six CEFR levels were
combined into three broad divisions.

CRIE-DK

The CRIE-DK system assesses the knowledge content levels
of texts, such as the readability and conceptual difficulty of a
webpage or e-book. Previous researchers (e.g., Friedman &
Hoffman-Goetz, 2006; Miltsakaki, 2009) used linguistic fea-
tures to construct readability models to assess the readability
of webpages. However, readability levels cannot be deter-
mined accurately solely by considering shallow linguistic fea-
tures. CRIE-DK uses word conceptual difficulty and our SVM
readability model to construct a readability model for
predicting webpage readability.

Tseng, Chang, Chen, and Sung (2014) validated the perfor-
mance of CRIE-DK by demonstrating a readability accuracy
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of 80.83 % for natural science texts used in grades 3-9. The
capability of CRIE-DK is currently being expanded to include
texts from other domains.

How to use the CRIE system

The CRIE website can be accessed at http://www.
chinesereadability.net/CRIE. After registration, users can
choose to use CRIE 2.0, CRIE-CFL, or CRIE-DK,
depending on the type of text they wish to analyze.
Alternatively, a user can log into WECAn and HanParser
directly to have texts segmented and tagged. Figure 2 shows
the login screen.

Figure 3 shows the interface displayed to users for choos-
ing the features they need and reading the definition of those
features. Users select the textual features to be analyzed by
clicking. On the next page, users can paste a single text direct-
ly or upload multiple texts compressed in a zip file. Once a
text has been uploaded, the system carries out the analysis
using whatever textual features the user has selected.

When the text has passed through the preprocessing and
textual-features analyses of the two systems described above,
an analysis report of the values and readability reference
values for each feature is produced. These values can give
users a clear idea of the text’s structure and the distribution
of'its features. In addition, the system described in this study
can analyze texts of any length, enables users to select many
analytical items, and will save analysis results in an Excel file.
The analysis results produced by these simple and rapid func-
tions can be used in research.

Figure 4 shows an example CRIE-CFL analysis report,
which displays values for all features of the analyzed text, as
well as the mean value of each feature. The red dashed line
shows the relative position of feature values for the analyzed
text. This system also provides a diagnostic function for fea-
tures that highlights the lexical items with specific features
(e.g., which items are difficult words) within a text. Clicking
on buttons within the report will open a window in which the
words with specific features within the text are colored red, as
shown in Fig. 5.

Figure 6 shows a screenshot of using the CRIE-DK system
to analyze the leveling of websites. Users log in and enter a
keyword that is then sent to the Microsoft Bing search engine.
CREI-DK subsequently starts analyzing webpages returned
by Bing’s keyword search and uses the obtained concept vec-
tor to predict the readability level of each returned webpage.

The CRIE-DK report is divided into four columns. The first
(entitled “Website Names™) contains titles for all the returned
webpages. The second (“Website Summary”) contains part of
the contents of each webpage. The third (“Readability Level”)
shows the website readability levels (as school grades, from 1—-
9) as predicted by the SVM readability model. In order to make

the prediction of webpage readability more reliable, the
webpage’s total number of concept words and the proportion
of concept words must both be above certain thresholds. Any
webpage that meets these criteria will be assigned a readability
level. The fourth column contains links to the returned websites.
Clicking on the “Go” link will take the user to that website.

Discussion and conclusions

The importance of textual-features analysis has been recog-
nized in various fields, which has prompted proposals for
tools that analyze linguistic features (Duchon et al., 2013;
McNamara et al.,, 2010; McNamara et al., 2014). CRIE is
the first large-scale text analyzer specifically developed for
the Chinese language, and it can analyze multilevel linguistic
features of various types of texts. The current evaluation stud-
ies indicate that CRIE is an efficient and valid tool for text
analysis. We believe that the functions of CRIE will be helpful
for researchers in the fields of psychology and language as
well as practitioners who are interested in language teaching
and learning.

The capacity and reliability of CRIE will be enhanced in
three main directions in the future: the accuracy of segmenta-
tion and parsing, the development of new features, and the
application (applied studies) based on the extracted values of
features. First, the accuracy of segmentation greatly influences
the performance of CRIE because it is the first step of textual
analysis, and so we will improve the segmenting capability of
WECAn in detecting various terms such as personal names
and four-character Chinese idioms. Second, we will develop a
larger number of diverse linguistic features (e.g., the analysis
of zero pronouns, cohesion, and genre) in order to deepen and
broaden the textual features that can be detected in Chinese
texts. This will also improve the ability of CRIE to carry out
textual analyses of text domain and genre (e.g., psychology,
history, or action). The third direction will involve developing
more readability models for various texts and age stages. This
requires additional studies of the integration of general lin-
guistic features and domain-specific conceptual features, and
studies determining the importance of different linguistic fea-
tures in different developmental stages.
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Appendix

Table 1 Linguistic Features Implemented in CRIE

Feature

Definition

Word

Character complexity
Low-stroke-count characters+*
Intermediate-stroke-count characters+*
High-stroke-count characters+*
Average strokes+*

Word length
Two-character words+*
Three-character words+*

Lexical count
Characters+*
Words+*
Nouns+
Verbs+*
Adjectives+
Adverbs+*
Ancient Chinese words+
Proportion of ancient Chinese words+
Proportion of single-character words+

Average of vocabulary levels*
Mean square of vocabulary levels™*
Breakthrough vocabulary*
Waystage vocabulary*

Threshold vocabulary*

Vantage vocabulary*

Effective operational proficiency vocabulary*
Frequency

Average word frequency+

Average logarithmic word frequency+

Average frequency skewness+

SD of average word frequency+
Average word frequency according to external database+

Average logarithmic word frequency according to external database+
Average word frequency relative to maximum

frequency in external database+
SD of average word frequency according to external database+

Difficult words+*

Lexical richness
Type—token ratio+

Content-word density+

@ Springer

Total number of characters containing 1 to 10 strokes
Total number of characters containing 11 to 20 strokes
Total number of characters containing more than 20 strokes

Average number of character strokes

Total number of two-character words

Total number of three-character words

Total number of characters

Total number of words

Total number of nouns

Total number of verbs

Total number of adjectives

Total number of adverbs

Number of ancient Chinese words used in text
Proportion of ancient Chinese words

Proportion of words composed of a single character

Total number of difficulty scores (according to SC-TOP),
divided by the total word count

Sum of squared difficulty scores (according to SC-TOP)
divided by the total word count

Total number of words found in the list of 8000 Chinese words
at the breakthrough level

Total number of words found in the list of 8000 Chinese words
at the waystage level

Total number of words listed in SC-TOP Level 3
Total number of words listed in SC-TOP Level 4
Total number of words listed in SC-TOP Level 5

Average word frequency
Logarithm of the average word frequency

Measure of the asymmetry of the probability distribution of
the average word frequency

Standard deviation of the average word frequency
Average word frequency according to Academia Sinica database

Logarithm of the average word frequency according to
Academia Sinica database

Average word frequency divided by the maximum frequency
according to the Academia Sinica database

Standard deviation of the average word frequency according
to Academia Sinica database

Total number of words listed in Academia Sinica database
of 3000 difficult words

Degree of lexical diversity

Density of content words
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Table 1 (continued)

Feature

Definition

Semantics
Semantic complexity
Content words+*
Content-word frequency+
Average frequency of domain content words+

Average logarithmic frequency of content words+*
Average logarithmic frequency of domain content words+

SD of frequency of domain content words+

SD of frequency of content words according to external database+
Average content-word frequency according to external database+

Logarithm of content-word frequency according to external database+

Average content-word frequency relative to maximum
frequency in external database+

Negations+
Sentences with complex semantic categories+*
Number of intentional words+

Density of proper nouns+

Density of words in natural-science fields+

Ratio of content to function words+
Complex semantic categories+*

Density of words in social-science fields+

Syntax
Sentences+
Average sentence length+*
Simple sentence ratio+*
Modifiers per NP+

Subject length+

NP ratio+

Prepositional phrases+*
Pronoun ratio+

Nominal quotient+
Intentional construction ratio+

Parallelism+

Sentences with complex structure+*

Ba construction (1)*
Bei construction (#)*
Bi construction (Lt)*
Lian construction (if)*
Cohesion
Reference words
Pronouns+*

Personal pronouns+*

Total number of content words
Average frequency of content words
Average frequency of content words with domain knowledge

Logarithm of the average frequency of content words, according
to Education Ministry word frequency list

Logarithm of the average frequency of content words with
domain knowledge

Standard deviation of the average frequency of content words
with domain knowledge

Standard deviation of the average frequency of content words
according to Academia Sinica database

Average frequency of content words according to Academia
Sinica database

Logarithm of the average frequency of content words according
to Academia Sinica database

Average frequency of content words divided by the maximum
frequency according to the external database

Total number of negation words

Total number of sentences with complex semantic categories
Total number of words denoting intention

Ratio of proper nouns to total word count

Ratio of words with specific meanings in natural-science fields
relative to total word count

Ratio of content words to function words
Total semantic category scores from complex sentences

Ratio of words with specific meanings in social-science fields
relative to total word count

Total number of sentences
Average number of words per sentence
Proportion of simple sentences

Total number of adjectives or adverbs before head noun
in noun phrases

Average number of characters in grammatical subjects
Ratio of noun phrases to total number of sentences
Average number of prepositional phrases per sentence
Average number of pronouns per NP

Total number of nouns and prepositions, divided by total number
of pronouns, verbs, and adverbs

Ratio of constructions conveying intentional meaning to total
number of sentences

Total number of sentences with a parallel construction

Total number of sentences constructed with conjunctions
and subordinators

Total number of expressions containing ba (Jt!) construction
Total number of expressions containing bei (4%) construction
Total number of expressions containing bei (L) construction

Total number of expressions containing lian (i) construction

Total number of pronouns

Total number of personal pronouns
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Table 1 (continued)

Feature

Definition

First personal pronouns+*

Third personal pronouns+*
Conjunctions

Conjunctions+*

Positive conjunctions+*

Negative conjunctions+*

Causal conjunctions+*

Condition conjunctions+

Hypothetical conjunctions+

Purposive conjunctions+

Concessive conjunctions+

Conjunction/complex sentence ratio+
Figure of speech

Simile+

Total number of first personal pronouns

Total number of third personal pronouns

Total number of conjunctions

Total number of positive conjunctions

Total number of negative conjunctions

Total number of causal conjunctions

Total number of conjunctions expressing conditionality

Total number of conjunctions expressing hypotheticality
Total number of conjunctions conveying purpose or intention
Total number of conjunctions conveying concession

Proportion of conjunctions in complex sentences

Total number of simile words between adjacent sentences

Note: Features marked by plus (+) and asterisk (*) symbols are those used in the CRIE 2.0 and CRIE-CFL systems, respectively
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