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Abstract Connectionist modeling was used to investigate the
brain mechanisms responsible for pain’s ability to shift atten-
tion away from another stimulus modality and toward itself.
Different connectionist model architectures were used to sim-
ulate the different possible brain mechanisms underlying this
attentional bias, where nodes in the model simulated the brain
areas thought to mediate the attentional bias, and the connec-
tions between the nodes simulated the interactions between
the brain areas. Mathematical optimization techniques were
used to find the model parameters, such as connection
strengths, that produced the best quantitative fits of reaction
time and event-related potential data obtained in our previous
work. Of the several architectures tested, two produced excel-
lent quantitative fits of the experimental data. One involved an
unexpected pain stimulus activating somatic threat detectors
in the dorsal posterior insula. This threat detector activity was
monitored by the medial prefrontal cortex, which in turn
evoked a phasic response in the locus coeruleus. The locus
coeruleus phasic response resulted in a facilitation of the cor-
tical areas involved in decision and response processes time-
locked to the painful stimulus. The second architecture in-
volved the presence of pain causing an increase in general
arousal. The increase in arousal was mediated by locus
coeruleus tonic activity, which facilitated responses in the cor-
tical areas mediating the sensory, decision, and response pro-
cesses involved in the task. These two neural network

architectures generated competing predictions that can be test-
ed in future studies.
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The ability to detect a biologically significant stimulus that
occurs outside the focus of attention and redirect attention
toward it is critical for survival (Bishop, 2008; Corbetta,
Patel, & Shulman, 2008; Corbetta & Shulman, 2002;
Norman & Shallice, 1986). Pain is an excellent example of
such a stimulus, given that it signals the presence of a threat to
the body—that is, something that can or has the potential to
cause damage (International Association for the Study of Pain
Task Force on Taxonomy, 1994). Indeed, pain or the threat of
pain plays an important role in escaping from and/or avoiding
noxious stimuli and facilitating recuperation (Basbaum &
Jessel, 2000; Goldberg et al., 2012). Evidence supporting the
notion that pain facilitates the reorienting of attention has been
reported in studies investigating the ability of a task-irrelevant
painful stimulus to interfere with a primary task, as shown by
an increase in primary-task errors and/or reaction times.
Whether or not pain interferes with the primary task depends
on the characteristics of the painful distractor. Pain that is
strong or novel, has an abrupt onset, is perceived as threaten-
ing, and/or is unexpected is most effective at interfering with a
primary task (Crombez, Eccleston, Baeyens, & Eelen, 1998;
Eccleston, 1994; Eccleston & Crombez, 1999; Vancleef &
Peters, 2006; Van Damme, Crombez, Van Nieuwenborgh-De
Wever, & Goubert, 2008).

The psychophysical evidence described above demon-
strates that under the appropriate conditions, pain can shift
attention away from some other stimulus or task and toward
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itself. However, the neural mechanism underlying this process
is not clear (Legrain, Iannetti, Plaghki, &Mouraux, 2011; Van
Damme, Legrain, Vogt, & Crombez, 2010).We have explored
this mechanism using a cross-modal endogenous cuing para-
digm (Dowman, 2007a, b, 2014; Dowman & ben-Avraham,
2008). In these studies, participants performed cued visual
color discrimination and somatosensory intensity discrimina-
tion tasks. The target stimuli in the somatosensory discrimi-
nation task involved either nonpainful (Dowman, 2007b,
2014) or painful (Dowman, 2007a, 2014) electrical stimula-
tion of the sural nerve. The cue signaled the participant to
voluntarily direct their attention to either the visual or the
somatosensory target modality. The target sensory modality
was correctly cued on most (75 %; validly cued) but not all
(25%; invalidly cued) trials. The behavioral reaction time data
obtained in those studies suggest that the painful sural-nerve
electrical target is able to shift attention away from the inval-
idly cued visual target modality and toward itself more quick-
ly than is a nonpainful sural-nerve electrical target (Dowman,
2014; Dowman & ben-Avraham, 2008). Furthermore, event-
related potentials (ERPs) recorded during those studies sug-
gest a possible neural mechanism: An unattended somatic
threat is detected by somatic threat detectors located in the
dorsal posterior insula. The somatic threat detector activity is
monitored by the medial prefrontal cortex, which in turn sig-
nals the lateral prefrontal cortex to redirect attention toward
the potential threat (Dowman, 2014; Dowman & ben-
Avraham, 2008).

We have explored this threat-detection-and-reorienting
hypothesis using connectionist modeling (Dowman &
ben-Avraham, 2008). Connectionist models involve the
accumulation of information through a network of nodes,
where the nodes represent the brain areas involved in the
cognitive process, and the connections between the nodes
represent the interactions between the brain areas (Bogacz
& Cohen, 2004; Cohen, Dunbar, & McClelland, 1990).
Different model architectures are constructed to test dif-
ferent hypotheses concerning the brain areas responsible
for the cognitive process. Connectionist modeling has
several advantages. First, it requires a rigorous, explicit,
and quantitative formulation of the cognitive process that
can be directly translated to brain mechanisms (Bogacz &
Cohen, 2004). Second, it permits the comparison of alter-
native hypotheses to determine which provides the best fit
of the experimental data, and by implication which is
more likely to be correct (Bogacz & Cohen, 2004;
Dowman & ben-Avraham, 2008). Note, however, show-
ing that an architecture does fit the data does not prove
that it is correct. Third, connectionist modeling provides
the opportunity to run virtual experiments and/or mea-
surements that have not yet been done experimentally.
These in turn can lead to unanticipated, novel predictions
that can be tested in the laboratory (e.g., Deco & Rolls,

2005; Yeung et al., 2004). Experiments that verify the
predictions provide further evidence for the feasibility of
the architecture.

Our previous connectionist modeling study (Dowman &
ben-Avraham, 2008) demonstrated the feasibility of the so-
matic threat-detection-and-reorienting hypothesis suggested
by our experimental work. The modeling study also suggested
that the reorienting of attention is directed mainly toward de-
cision and response processes, and not sensory processes.
However, that study had several limitations. First, the model-
ing involved fitting the reaction time and ERP data elicited by
the painful sural-nerve target stimuli presented in Dowman
(2007a) and the nonpainful sural-nerve targets presented in
Dowman (2007b). Reaction times decrease with increasing
stimulus intensity (Bushnell, Duncan, Dubner, Jones, &
Maixner, 1985; Dowman, 2001, 2007a, 2014; Miron,
Duncan, & Bushnell,1989). Consequently, the different stim-
ulus intensities used in these two studies introduced a stimulus
intensity confound. Furthermore, the tasks involving the so-
matosensory stimuli in the two studies were different: The
painful sural-nerve stimuli were targets in a pain-rating task
(Dowman, 2007a), whereas the nonpain stimuli were used in
an intensity discrimination task (Dowman, 2007b). These
confounds prevented a direct comparison between the exper-
imental and simulated reaction times. Rather, the invalidly
cued–validly cued reaction time difference (validity effect)
was used instead.

Second, the model parameters were adjusted manually to
provide a good fit for one of the model architectures, and were
held constant for the other architectures. It is possible that one
architecture could have provided the best fit of the experimen-
tal data with one set of parameters, whereas another architec-
ture might have provided an even better fit had another pa-
rameter set been used. Furthermore, manual adjustment of the
model parameters only permitted qualitative fits of the model
and experimental data—that is, demonstrating that the simu-
lated and experimental reaction time and ERP data went in the
same direction—and did not provide quantitative fits. Third,
the modeling only compared architectures that were essential-
ly variations of the somatic threat-detection-and-reorienting
hypothesis, and did not include architectures that involved
other hypotheses.

The goal of the present study was to replicate and extend
the Dowman and ben-Avraham (2008) connectionist model-
ing study by addressing the limitations noted above. First, we
used recently obtained experimental data reported in Dowman
(2014) that allowed a direct comparison between the experi-
mental and simulated reaction times. These new data suggest
that a nonpainful sural-nerve target activates somatic threat
detectors when it is presented in a pain context (i.e., is paired
with a painful sural-nerve target; Dowman, 2014), but not
when it is presented in a pain-absent context (i.e., is paired
with another, nonpainful sural-nerve target: Dowman, 2007b;
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see Dowman, 2014). This allowed us to compare potentially
threatening (i.e., a nonpainful sural-nerve target presented in a
pain context) and nonthreatening (i.e., a nonpainful sural-
nerve target presented in a pain-absent context) sural-nerve
target stimuli whose stimulus intensities were comparable.
Likewise, the same intensity discrimination task was used in
the pain and pain-absent contexts. Hence, comparing the re-
action time and ERP data obtained from a nonpainful sural-
nerve target presented in pain and pain-absent contexts signif-
icantly reduced or eliminated the stimulus intensity and task
difference confounds present in the Dowman and ben-
Avraham modeling study. These new results also allowed us
to determine whether the modeling results reported by
Dowman and ben-Avraham would generalize to a different
data set.

Second, we used mathematical optimization techniques to
search for the model parameters that provided the best quan-
titative fit of the experimental reaction time and ERP data.
This permitted a fairer comparison between the different mod-
el architectures. Third, we included two model architectures
that are qualitatively different from the somatic threat-
detection-and-reorienting hypothesis. The model architectures
examined in Dowman and ben-Avraham (2008) were based
on the hypothesis that the somatic threat signal generated by
the medial prefrontal cortex is sent to the lateral prefrontal
cortex via direct anatomical connections. These connections
have been demonstrated in a number of studies and are a basic
component of attentional control implemented in connection-
ist models of response conflict (see Carter & van Veen, 2007,
for a review). An alternative might involve the somatic threat
signal from the medial prefrontal cortex eliciting a phasic re-
sponse in the locus coeruleus. Salient, biologically significant,
and/or unexpected stimuli have been shown to elicit a phasic
response in the locus coeruleus, which results in a phasic
increase in the release of norepinephrine throughout the cere-
bral cortex (Aston-Jones & Cohen, 2005; Berridge &
Waterhouse, 2003; Sara & Bouret, 2012). The end result is a
phasic increase in the gain of the cortical neurons that facili-
tates cortical responses that are time-locked to the evoking
stimulus (Aston-Jones & Cohen, 2005; Nieuwenhuis, Aston-
Jones, & Cohen, 2005). The timing of the gain increase will
largely affect decision (e.g., stimulus–response mapping) and
response processes (Aston-Jones & Cohen, 2005), which in
theory would reduce the reaction time to an invalidly cued
(i.e., unexpected) potentially threatening somatic target.

We also examined an architecture simulating an increase in
tonic arousal. It is reasonable to assume that tonic arousal levels
will be higher in a pain context than in a pain-absent context.
An increase in arousal is mediated by tonic activity in the locus
coeruleus (Aston-Jones & Cohen, 2005; Berridge &
Waterhouse, 2003; Sara, 2009), which in turn results in a tonic
increase in the gain of the cortical neurons involved in the task,
including those involved in sensory, decision, and response

selection processes. Here we investigated whether an increase
in tonic arousal can explain the faster reaction times for an
invalidly cued nonpainful sural-nerve target stimulus that was
presented in a pain context versus a pain-absent context.

Method

Experimental data

Task The experimental data used here were taken from the
cross-modal endogenous-cuing studies reported by Dowman
(2007b, 2014). In each study, the participants performed two
tasks presented in random order with equal probabilities: a
visual color discrimination task and a somatic intensity dis-
crimination task. For the color discrimination task, partici-
pants determined whether a red or a yellow LED located next
to their right ankle was lit. The somatic intensity discrimina-
tion task involved determining whether a low- or a high-
intensity electrical stimulus was delivered to the right sural
nerve at the ankle. In Dowman (2007b), both of the sural-
nerve targets were nonpainful (pain-absent context), and in
Dowman (2014), one was nonpainful and the other produced
a moderately strong pain sensation (pain context). A symbolic
cue given at the beginning of each trial signaled participants to
direct their attention toward one of the target stimulus modal-
ities. The interval between the cue offset and target onset was
1,500 ms, which allowed ample time for any involuntary at-
tention effects elicited by the cue to dissipate and for the par-
ticipants to voluntarily direct their attention toward the target
stimulus modality (Müller & Rabbit, 1989). The target senso-
ry modality (visual vs. somatosensory) was correctly cued on
a randomly determined 75 % of the trials (validly cued condi-
tion) and was incorrectly cued on the remaining 25 % of the
trials (invalidly cued condition). In the invalidity cued sural-
nerve condition, the participants had to shift their attention
away from the cued visual target modality and toward the
sural-nerve target, and vice versa for the invalidly cued color
target. The participants were given a total of 640 trials, with
120 validly cued and 40 invalidly cued trials for each target
type. The data modeled here were the grand averages for the
different cue validity and pain context conditions. That is, the
data were averaged across all trials in each condition and then
across all participants.

As we noted above, evidence reported by Dowman (2014)
suggests that a nonpainful sural-nerve target stimulus will
elicit behavioral reaction time and ERP evidence for activa-
tion of somatic threat detectors when it is presented in a pain
context (paired with a painful sural-nerve target; Dowman,
2014), but not when it is presented in a pain-absent context
(paired with another nonpainful sural-nerve target; Dowman,
2007b). Hence, here we used the reaction time and ERP data
elicited by the strongest nonpainful sural-nerve target
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presented in the pain-absent context with the nonpainful sural-
nerve target presented in the pain context. The stimulus levels
for these two nonpainful sural-nerve stimuli were comparable,
and the same intensity discrimination taskwas used in the pain
and pain-absent contexts. Hence, using these data allowed us
to avoid the stimulus intensity and task confounds present in
the painful versus nonpainful sural-nerve target levels
modeled in Dowman and ben-Avraham (2008).

Reaction time data The grand average reaction times for the
nonpainful sural-nerve target presented in the pain and pain-
absent conditions are shown in Table 1. Reaction times were
faster in the pain than in the pain-absent context [pain context
main effect: F(1, 40) = 21.33, p < .0001], and this effect was
largest in the invalidly cued condition [Pain Context × Cue
Validity interaction:F(1, 40) = 25.06, p < .0001; see Dowman,
2014]. These data are consistent with the idea that participants
are better able to detect and reorient attention toward an unat-
tended nonpainful sural-nerve target stimulus when it is pre-
sented in the pain context rather than the pain-absent context.

ERP data Our previous work has reported three components
of the ERP evoked by painful sural-nerve target stimuli whose
amplitudes were larger in the invalidly cued than in the validly
cued condition of the cross-modal cuing paradigm (Dowman,
2007a, 2014; Dowman& ben-Avraham, 2008). The earliest of
these components is a bilateral negative potential recorded
from the fronto-temporal scalp at about 150 ms poststimulus,
where the negativity is larger on the side contralateral to the
evoking stimulus (the contralateral temporal negativity;
CTN). The second component is a negative potential located
at the fronto-central scalp (FCN) that overlaps temporally with
the CTN, and the third is the P3a component. We have shown
that pain ratings are lower in the invalidly cued than in the
validly cued condition (Dowman, 2001, 2007a), which makes
it very unlikely, therefore, that the increases in the CTN, FCN,
and P3a amplitudes in the invalidly cued condition are related
to sensory processes. Rather, the increase may reflect their
roles in detecting and reorienting attention toward a painful
sural-nerve target.

The response properties of their neural generators are con-
sistent with this hypothesis. Our dipole source localization and
intracranial recording studies suggest that the CTN is gener-
ated by temporally overlapping activity in the second somato-
sensory cortex and the adjacent dorsal posterior insula
(Dowman & Darcey, 1994; Dowman, Darcey, Barkan,
Thadani, & Roberts, 2007), both of which are located in the
superior bank of the Sylvian fissure. The dorsal posterior
insula is activated by stimuli that can be considered threats
to the body, such as noxious stimuli, air hunger, and deviations
of body temperature away from homeostasis (Craig, 2002,
2003). These response properties are consistent with the idea
that the dorsal posterior insula is involved at least in part in a
somatic threat detection process. Likewise, the response prop-
erties of the CTN suggest that its validity effect is specifically
related to somatic threats: Its amplitude is larger in the inval-
idly than in the validly cued condition for painful targets and
for nonpainful targets presented in a pain context (Dowman,
2007a, 2014), but not for nonpainful targets presented in a
pain-absent context (Dowman, 2007b). The cue validity effect
for the CTN evoked by nonpainful targets presented in a pain
context presumably involves sensitization of the somatic
threat detectors to the nonpainful stimuli (Dowman, 2014).

The cue validity effects for the FCN and P3a, on the other
hand, were not specific to pain, but also occurred for
nonpainful targets presented in a pain-absent context
(Dowman, 2007b). This result suggests that the FCN and
P3a play a more general role in attentional control. This ob-
servation is consistent with the response properties of their
neural generators. A large body of evidence has shown that
the P3a recorded from the anterior scalp indexes prefrontal
cortex activity related to the orienting response elicited by
any unexpected, infrequent, and/or novel stimulus (see
Friedman et al., 2001; Knight, 1996; Polich, 2003, for
reviews). Our dipole source localization and intracranial re-
cording studies suggest that the FCN is generated in part by
the medial prefrontal cortex, specifically the dorsal anterior
cingulate cortex and the overlying presupplementary motor
area (Dowman, 2001, 2004; Dowman & Darcey, 1994;
Dowman et al., 2007; Dowman, Glebus, & Shinners, 2006).

Table 1 Experimental reaction time and sural-nerve event-related potential component peak amplitudes

Reaction Time (ms) CTN (μV) FCN (μV) P3a (μV)

Pain Abs Pain Pain Abs Pain Pain Abs Pain Pain Abs Pain

VC 684.5 566.4 –5.7 –4.9 –0.7 –2.5 5.9 5.8

IC 809.5 616.2 –5.9 –5.6 –1.9 –3.1 6.6 6.0

%↑IC experimental ─ ─ 3.5 14.4 171.4 26.4 11.9 3.4

%↑IC modeled ─ ─ 0.0 14.4 ─ ─ ─ ─

Abbreviations: PainAbs = pain-absent context; Pain = pain context; VC= validly cued condition; IC = invalidly cued condition;%↑IC = percent increase
in the invalidly cued condition; ─ = data were not modeled. Percent increases in the invalidly cued condition that were statistically significant (p < .05)
are given in bold
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One of the roles of the medial prefrontal cortex is monitoring
for situations that require a change in attentional control and
signaling the lateral prefrontal cortex to execute the change
(see Botvinick, Braver, Barch, Carter, & Cohen, 2001; Carter
& van Veen, 2007; and Yeung, Botvinick, & Cohen, 2004,
for reviews). Clearly, an unattended somatic threat qualifies
as a situation that requires a change in attentional control
(Bishop, 2008; Eccleston & Crombez, 1999; Van Damme
et al., 2010).

Together, these electrophysiological data present a possible
mechanism explaining how a potential somatic threat is de-
tected and reorients attention: An unattended somatic threat is
detected by somatic threat detectors located in the dorsal pos-
terior insula. The somatic threat detector activity is monitored
by the medial prefrontal cortex, which in turn signals the lat-
eral prefrontal cortex to redirect attention toward the potential
threat.

The grand average ERP waveforms and peak amplitudes
for the CTN, FCN, and P3a elicited by the nonpainful sural-
nerve target presented in the pain context (Dowman, 2014)
and by the highest-level nonpainful sural-nerve target present-
ed in the pain-absent context (Dowman, 2007b) are shown in
Fig. 1 and Table 1. Although the FCN and P3a amplitudes
were larger in the invalidly cued than in the validly cued
condition, the increase in the invalidly cued condition for
these components is clearly not consistent with the greater
increase in the pain context predicted by the somatic threat-
detection-and-reorienting hypothesis. In fact, the invalidly
cued versus validly cued differences in P3a amplitudes did
not reach statistical significance (Dowman, 2007b, 2014).
As expected, all attempts at modeling these two components
with the reaction time data failed. There are at least two po-
tential explanations for this result. First, the FCN and/or P3a
might not be involved in reorienting attention toward a poten-
tially threatening sural-nerve target. We will present two phys-
iologically feasible network architectures that are consistent
with this alternative.

The second involves difficulties isolating the FCN and P3a
generator sources that are specifically related to monitoring
somatic threats and reorienting attention. Work done in our
lab and elsewhere has shown that a number of different gener-
ator sources are active during the FCN and P3a component
epochs (Dowman & Darcey, 1994; Dowman et al., 2007;
Friedman et al., 2001; Halgren, Marinkovic, & Chauvel,
1998; Polich, 2007; Soltani & Knight, 2000). The overlap in
generator sources for the FCN and P3a may have prevented
acceptable isolation of the attention-related FCN and P3a gen-
erator sources required for modeling. For example, the P3a
amplitudes evoked by the nonpainful sural-nerve stimulus
levels used here were the same in the validly and invalidly cued
conditions (Table 1; Dowman, 2007b, 2014). The sural-nerve
P3a did show a statistically significant increase in the invalidly
cued condition for a nonpainful intensity that was lower than

the one used here (Dowman, 2007b), for the painful stimulus
level (Dowman, 2007a, 2014), and for the visual targets
(Dowman, 2007a, b, 2014). Clearly, the P3a validity effect is
not specific to painful stimuli. Inspection of the grand average
sural-nerve ERP waveforms suggested that the failure to see a
P3a validity effect at this stimulus level is a spurious effect
related to the overlap between the preceding positive compo-
nent and the P3a (see Fig. 1; Dowman, 2014). Similarly, the
FCN receives extensive overlap with a positive potential whose
maximum is located at the vertex and whose validity effect is
the opposite of the FCN (Dowman, 2007a, b, 2014).

The percent increase in the CTN amplitude, on the other
hand, is consistent with it indexing neural activity specific to
potential somatic threats. Success in isolating the somatic
threat activity from the CTN likely involves its second so-
matosensory area and dorsal posterior insula generators being
less numerous and functionally complex than those for the
FCN and P3a. Hence, the modeling described here restricted
the ERP analysis to the CTN.

Connectionist modeling

Model architecture Different model architectures were de-
vised to simulate different hypotheses concerning the brain
areas involved in detecting and reorienting attention toward
somatic threats. An example of the basic architecture is shown
in Fig. 2. This architecture includes two stimulus–response
pathways corresponding to the visual color discrimination
and the sural-nerve intensity discrimination tasks, where each
has early sensory (S), late sensory (M), and response (R)
nodes. The lowercase v and s denote nodes specific to the
visual color discrimination and sural-nerve intensity discrim-
ination tasks, respectively. There are feedforward excitatory
connections between the early sensory and late sensory nodes,
and between the late sensory and response nodes. Voluntary
attentional control involves the lateral prefrontal cortex mod-
ulating the excitability of the sensory and response areas in-
volved in the task (Cole, Yarkoni, Repovs, Anticevic, &
Braver, 2012; D’Esposito, 2007; Miller & Cohen, 2001;
Shimamura, 2000). These lateral prefrontal cortex areas are
simulated by the sensory attention nodes (Av and As) and by
the response attention nodes (ARv and ARs). Bidirectional
excitatory connections link the attention nodes and their re-
spective sensory and response nodes, and bidirectional inhib-
itory connections link the sensory attention nodes, the re-
sponse attention nodes, and the response nodes.

The threat detectors for the visual and somatosensory stim-
uli are simulated by the Thv and Ths nodes, respectively. The
sensory attention nodes have a feedforward inhibitory connec-
tion with the threat detector nodes. This feedforward inhibito-
ry connection merely implements the larger threat detector
response in the invalidly than in the validly cued condition
observed in experimental work, and is not meant to represent
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the neural mechanism underlying this effect. It might, for ex-
ample, involve a mismatch between an expected stimulus
based on a working memory template and the stimulus input
(Egner, Monti, & Summerfield, 2010; Friston, 2005;
Summerfield & Egner, 2009; Wacongne, Changeux, &
Dehaene, 2012). The threat detectors have a feedforward ex-
citatory connection with the node representing the medial pre-
frontal cortex (mPs and mPv), which in turn has a feedforward
excitatory connection with the response attention nodes (ARv
and ARs).

The symbols next to the connections (smr, smr2, asr, at,
tmar, tmar2, and in) represent the connection strengths. The
numerical values for these connection strengths were optimized
to produce the best fit to the experimental data (see below).

Task simulation The activation level for each node was a
function of its inputs from other nodes and, when appropriate,
external inputs over 60 iterations (referred to as cycles).
External inputs were added to one of the sensory attention
nodes on cycles 1–5 to simulate the allocation of attention
toward the target sensory modality, as directed by the cue.
The validly cued sural-nerve target condition was simulated
by adding an external input of 1.0 to the somatosensory atten-
tion node (As) and of 0.0 to the visual sensory attention node
(Av), and vice versa for the invalidly cued sural-nerve target
condition. An external input of 1.0 was added to the somato-
sensory sensory node (Ss) during cycles 6–10 to simulate the
presentation of the sural-nerve target stimulus. A sural-nerve
stimulus that activates the somatic threat detectors (pain
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Fig. 1 Top panel: Scalp electrode locations used to record the sural-nerve
event-related potential (ERP). The small solid circles identify the
recording electrode locations. The interelectrode distance along both the
sagittal and coronal axes was 5 cm. CZ’ (2 cm posterior to the vertex
position of the 10–20 electrode system) is the third electrode from the
bottom along the sagittal midline. The CTNwaveformwas recorded from
the contralateral frontotemporal location (TEMPORAL), and the FCN

and P3a were recorded from an electrode located 10 cm anterior to CZ’
(CZ’+10). Bottom panels: Effects of cue validity (validly cued, invalidly
cued) on the grand average sural-nerve ERP waveforms recorded during
the pain-absent (bottom left panels) and pain (bottom right panels)
contexts in the Dowman (2007b) and Dowman (2014) studies,
respectively.

694 Cogn Affect Behav Neurosci (2016) 16:689–708



context) was simulated by also adding an external input of 1.0
to the somatosensory threat detector node (Ths) during the
stimulus cycles. Equal amounts of external inputs (.675) were
added to both response attention nodes at each cycle to simu-
late the task relevance of the responses.

The experimental visual task reaction times only involved
nonthreatening visual stimuli. Because the architecture is
symmetrical (see Fig. 2), a nonthreatening visual stimulus will
produce the same simulated reaction time as a nonthreatening
somatic stimulus. Consequently, we only presented stimuli to
the somatosensory side of the models. It should be noted that
the experimental visual color and somatic intensity discrimi-
nation task reaction times were different (see Dowman, 2014).
However, these differences can be attributed to the differences
in visual and somatosensory sensory conduction times, per-
ceptual processes, and tasks, and are not relevant to the hy-
potheses tested here. Furthermore, these reaction time differ-
ences can be modeled easily by using separate connection
strength values for the visual and somatosensory sides of the

model. However, doing so would significantly increase the
computation time needed to find the optimal parameter set,
with little theoretical benefit. Note that the same results were
obtained when the visual threat detector (Thv) and medial
prefrontal cortex (mPv) nodes were removed from the archi-
tecture, as might be expected, given that there is little or no
activation of the threat detector and medial prefrontal cortex
nodes when no external inputs are added to the threat detector
node (see, e.g., the mPs activation [simulating the FCN] in the
pain-absent context shown in Fig. 3).

The activation level for each node was computed using the
following activation function:

Ai ¼ 1

1þ e C−gNið Þ ; ð1Þ

where Ai is a column vector containing the activation levels
for the K nodes for the ith cycle; C is a constant that was set to
4; and g is the gain. g was set to 1.0 for the architectures that
did not involve the locus coeruleus. Ni was defined as

Ni ¼ Ni−1 þ W*Ai−1ð Þ− Ni−1* δð Þ; ð2Þ
where Ni is a column vector containing the inputs to each of
theK nodes on cycle i; δ is a scalar decay constant set to 0.1;W
is a K × Kmatrix containing the connection strengths between
the nodes; and Ni − 1 and Ai − 1 are the values of N and A,
respectively, during the cycle prior to cycle i. The initial values
for A and Nwere set to zero. Since the experimental data were
derived from the grand averages, a noise term was not neces-
sary in Eq. 2.

Computing simulated reaction time and ERP values The
simulated reaction time was defined as the cycle on which the
response node activation equaled .2. The simulated reaction
time was converted to milliseconds using the function de-
scribed by Bogacz and Cohen (2004):

Reaction Time ¼ 20cþ D; ð3Þ
where c is the cycle at which the activation level of the re-
sponse node equals 0.2, 20 is a very rough estimate of the
number of milliseconds per cycle, and D is a constant that
accounts for the perceptual, decision, and response selection
processes that are not accounted for by the model. A linear
interpolation was computed when the .2 response threshold
value fell between integer cycle values to obtain a more pre-
cise reaction time estimate. The simulated reaction times were
directly compared to the experimental grand average reaction
times when optimizing the model parameters (Table 1).

We did not compare the peak of the simulated CTN activa-
tion to the peak of the experimental grand average CTN. This
decision was based on the problems associated with
converting the CTN amplitude to a value that is comparable
to the node activation values—namely, the magnitude of
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Fig. 2 AtoM architecture, simulating the somatic threat-detection-and-
reorienting hypothesis. The circles correspond to the nodes representing
the early sensory (S), late sensory (M), and response (R) areas, the lateral
prefrontal cortex areas directing attention to the sensory (A) and response
(AR) areas, the threat detectors (Th), and the medial prefrontal cortex
region (mP) that monitors for the presence of threat detector activity.
The lowercase s and v refer to nodes that are specific to the sural-nerve
and visual tasks, respectively. The somatic threat detectors are located in
the dorsal posterior insula. Feedforward excitatory connections between
the nodes are represented by the single-headed arrows (arrow pointing
toward the receiving node), bidirectional excitatory connections are
represented by the double-headed arrows, feedforward inhibitory
connections are represented by single-headed lines with closed circles
(the closed circle toward the receiving node), and bidirectional
inhibitory connections are represented by double-headed lines with
closed circles. The symbols next to the connections (asr, smr, smr2, in,
at, tmar, and tmar2) identify the connection strength parameters used in
the model optimization.
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activity in the neurons that generate the CTN. Ideally, one
would perform a dipole source localization analysis on the
ERP component and use the source magnitude as a measure
of the brain activation. However, inaccuracies in the source
analysis due to noise in the waveform, incorrect source
starting locations, misspecification of the skull and brain di-
mensions, and nonfocal sources raise serious concerns about
the accuracy of the computed source magnitudes (Zhang &
Jewett, 1993). Instead, we used the percent change in the
grand average CTN peak amplitude in the invalidly cued rel-
ative to the validly cued condition ({[invalidly cued – validly
cued]/validly cued} * 100), and compared it to the same sta-
tistic computed for the simulated CTN peak activation level.
We validated this approach by performing a dipole source-
modeling simulation with a radial or a tangential oriented
source located 9 cm below the vertex, to determine how a
change in source magnitude would be reflected by a change
in the peak amplitude recorded from the scalp. These simula-
tions showed that increasing the radial or tangential source
magnitude 25 % resulted in 25.8 % and 24.6 % increases in
the peak amplitudes, respectively, and that a 50 % increase in
source magnitude resulted in 54.6 % and 44.9 % increases in

peak amplitudes, respectively. Similar results were obtained
with sources located 6 cm below the vertex.1 Therefore, using
the percent change in the peak amplitude appears to provide
an acceptable estimate of the change in the generator source
activation between conditions.

As we noted above, the sural-nerve CTN appears to be
largely composed of two sources: one involving innocuous-
related activity in the second somatosensory area, and pain-
related (presumably including somatic threat detector) activity
in the dorsal posterior insula. Hence, the CTN activation was
modeled by adding the somatosensory sensory (Ss) and threat
detector (Ths) node activations, as was the case in Dowman
and ben-Avraham (2008). Since the difference in CTN ampli-
tudes between the validly and invalidly cued conditions in the
pain-absent condition was small and did not reach statistical
significance, we used a value of 0% in the model optimization
(Table 1).
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Fig. 3 Activation values for the architecture evaluating the somatic
threat-detection-and-reorienting hypothesis (AtoM). Activation values
are shown for nodes representing the CTN (combination of the
somatosensory sensory [Ss] and threat detector [Ths] nodes; upper

panels) and the FCN (somatosensory medial prefrontal cortex [mPs]
node; lower panels) obtained in the different pain (pain-absent context,
pain context) and cue validity (validly cued, invalidly cued) conditions.
au = arbitrary units

1 Note that the accuracy of the percent change in amplitude depends on
the spatial sampling frequency of the scalp electrodes: the greater the
sampling frequency, the greater the accuracy. For the values presented
here, we used the scalp electrode grid used in our experimental studies
(see Fig. 1; Dowman, 2007b, 2014).
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Model parameter optimization Optimizing the model in-
volved searching for the parameter values that resulted in the
best quantitative fit of the experimental grand average reaction
time and CTN data. We used the approach recommended by
Bogacz and Cohen (2004). The optimization minimized the
cost function J(V):

J Vð Þ ¼ 1

P

X P

i¼1

ei−mi

ni

� �2

; ð4Þ

where V is a vector containing the parameters to be optimized
(e.g., connection strengths); p corresponds to the number of
experimental measurements (statistics) that are being fit (e.g.,
reaction time and CTN); ei is the experimental value of a given
statistic; mi is the corresponding modeled value (which de-
pends on V); and ni is the normalization factor for that statistic.
The normalization factors were selected such that each statis-
tic had about the same weight in the cost function. The value
of ni for the reaction times equaled the average reaction time
across the four pain context and cue validity conditions. Using
the average value across CTN values as the normalization
factor resulted in the cost function being heavily weighted
toward the CTN. We found that setting ni to 1,000 for the
CTN data resulted in the reaction time and CTN values having
roughly equal weights in the cost function.

The connection strengths (e.g., smr, smr2, asr, at, tmar,
tmar2, and in for the architecture shown in Fig. 2) and the
constant used to correct the simulated reaction times for per-
ceptual, decision, and response processes not accounted for by
the model (D in Eq. 3) were optimized for each architecture.
Including D in the optimization avoided the tedious and time-
consuming task of manually searching for a value that would
work for a given set of reaction time data. As will be shown
below, D converged to similar values for architectures that
successfully modeled the experimental data. The gain of the
activation function (g in Eq. 1) was also optimized for archi-
tectures that included the locus coeruleus. The details of the
gain optimization are presented below.

The Nelder–Mead simplex method was used to minimize
the cost function (Nelder & Mead, 1965), since it is effective
at parameterizing connectionist models that have minimal
noise (Bogacz & Cohen, 2004). The Nelder–Mead is highly
susceptible to getting stuck on a local minimum in the cost
function and missing the global minimum. To reduce this
problem, each optimization run started by randomly selecting
the parameter values and computing the cost function. This
process was repeated 1,000 times. The randomly selected pa-
rameter set that produced the lowest cost function was used as
the starting values for that run’s Nelder–Mead optimization.
The upper and lower bounds of the parameter search in the
Nelder–Mead were set to 0 and 10 for the excitatory connec-
tions, 0 and –10 for the inhibitory connections, and 300 to 560
for D. These bounds restricted the parameter search space and

thereby increased the probability of finding a parameter set
that would produce an acceptable fit of the experimental data.
The Nelder–Mead algorithm continued searching until a min-
imum cost function was found or until 10,000 iterations had
been performed, whichever was least. Twenty optimization
runs were computed for each of the model architectures. For
two of the architectures (see below), an additional set of 20
optimization runs was performed to better characterize the
parameter space that produced acceptable fits. In essentially
all cases, the optimization run either provided an excellent fit
or a clearly poor fit of the experimental data (see Table 2).
Consequently, establishing strict acceptance criteria for the fits
was not necessary. Acceptable fits were associated with cost
function values that were less than 10–4.

Results

Architectures with direct connections between the medial
and lateral prefrontal cortices

First we determinedwhether the architecture that produced the
best qualitative fit of the reaction time and brain activation
data in Dowman and ben-Avraham (2008) also produced a
good quantitative fit. That architecture (labeled AtoS) is iden-
tical to that shown in Fig. 2, except that the sensory attention
nodes (Av, As) have bidirectional excitatory connections with
the early sensory nodes (Sv, Ss) instead of the late sensory
nodes (Mv, Ms). The best fits of the 20 optimization runs for
the AtoS architecture are shown in Table 2. Although the AtoS
architecture produced an excellent quantitative fit of reaction
times alone, it could not fit the reaction time and CTN data
together (cost functions ranged from 1.7 × 10–4 to 1.6 × 10–2)—
it was unable to simulate the absence of a CTN cue validity
effect in the pain-absent context. The AtoM architecture shown
in Fig. 2 addressed this problem by having the sensory attention
nodes connect to the late sensory nodes. This change was based
on studies showing that voluntary attention has a larger effect
on the later stages of sensory processing than on the earlier
stages (Beck & Kastner, 2009; Deco & Rolls, 2005; Hsiao,
O’Shaughnessy, & Johnson 1993; Lavie, 2005; Poranen &
Hyvarinen, 1982). The AtoM architecture produced excellent
quantitative fits of the both the reaction times and CTN ampli-
tudes (Table 2).

Activation plots for the simulated CTN (Ss + Ths) and
FCN (mPs) obtained from an AtoM optimization run that
produced an acceptable fit are shown in Fig. 3. The polarity
of the scalp potential depends on the orientation of the gener-
ator, which, owing to the convolutions of the cortex, will
depend on its location (Nunez, 1981; Scherg, 1990).
Consequently, the polarities of the simulated CTN and FCN
activations were reversed for comparison with the experimen-
tal data shown in Fig. 1. Like the experimental data, the
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simulated CTN for the pain context was 14.4 % larger in the
invalidly cued than in the validly cued condition, and no cue
validity effect emerged in the pain-absent context. As with our
earlier modeling study, the FCN was larger in the invalidly
cued than in the validly cued condition (Fig. 3); however, this
fit can only be considered qualitative. (The P3a amplitude was
not estimated from the response attention node [ARs] because
the external inputs applied to this node contaminated the threat
signal from the medial prefrontal cortex node [mPs]).

The simulated CTN amplitude for the AtoM architecture
was larger in the pain context than in the pain-absent context
(Fig. 3). This was due to activation of the threat detector (Ths)
node in both the validly cued and invalidly cued conditions in
the pain context, but not in the pain-absent context. The am-
plitudes of the somatosensory early sensory node (Ss) were
the same across these conditions (data not shown). Hence, the
architecture addressed the overall faster reaction times in the
validly cued pain context (see Table 1) by adjusting the
feedforward inhibitory input to the somatic threat detector
node (Ths), so that there was some somatic threat detector
activity in the validly cued condition. This finding contrasts
with the experimental data, in which the CTN amplitudes ob-
tained in the validly cued conditions of the pain-absent and
pain contexts were comparable (Table 1). We ran another op-
timization for the AtoM architecture, with the additional con-
straint that the CTN amplitude be same in the pain and pain-
absent validly cued conditions (i.e., percent change in ampli-
tude between the conditions = 0 %). None of the 20 optimiza-
tion runs produced an acceptable fit (cost functions ranged
from 2.0 × 10–3 to 2.7 × 10–2). Possible explanations for this
discrepancy will be presented in the Discussion section.

Dowman and ben-Avraham (2008) reported that an archi-
tecture that directs the somatic threat signal from the medial
prefrontal cortex (mPs) to the lateral prefrontal cortex areas
involved in reorienting attention to sensory processes (As),

instead of the areas reorienting attention to response processes
(ARs), did not provide an acceptable qualitative fit of the
reaction time data. We reexamined this architecture here to
determine whether the optimization could find a parameter
set that did provide an acceptable fit. As before, this architec-
ture (labeled mPstoA) failed to fit the reaction time data
(Table 2; cost functions ranged from 1.7 × 10–2 to 5.7 × 10–2).

Locus coeruleus phasic response (LCp) architecture

The model architectures examined so far have been based on
the hypothesis that the somatic threat signal generated in the
medial prefrontal cortex is sent to the lateral prefrontal cortex
via direct anatomical connections. These connections have
been demonstrated in a number of studies, and are a basic
component of attentional control implemented in response
conflict models (see Carter & van Veen, 2007, for a review).
An alternative architecture might involve the somatic threat
signal in the medial prefrontal cortex eliciting a phasic re-
sponse in the locus coeruleus and a subsequent phasic release
of norepinephrine in the cerebral cortex. This phasic increase
in norepinephrine would, in turn, increase the gain of the cor-
tical neurons, and thereby facilitate responses that are time-
locked to the evoking stimulus (Aston-Jones & Cohen, 2005;
Nieuwenhuis et al., 2005). We investigated the feasibility of
this mechanism in the attentional bias toward somatic threats
by using the architecture shown in Fig. 4 (labeled LCp). The
early sensory (S) to late sensory (M) to response (R) path-
ways, attention, somatic threat detector, and medial prefrontal
cortex components are the same as in the AtoM architecture
described above. However, instead of the medial prefrontal
cortex (mPs) threat signal going to the lateral prefrontal cortex
(ARs), it goes to the node simulating the locus coeruleus. This
connection implements the anatomical connections between
the medial prefrontal cortex and the locus coeruleus that have

Table 2 Representative optimization run results for the model architectures

Reaction Time CTN

#Runs,
J(V) < 10–4

Pain Abs Pain Pain Abs Pain

Architecture Run # J(V) VC (684.5) IC (809.8) VC (566.4) IC (616.2) %↑IC (0 %) %↑IC (14.4 %)

AtoS 15 9 5.3 × 10–19 684.5 809.8 566.4 616.2 ─ ─
AtoS 11 0 1.7 × 10–4 684.5 809.7 568.0 616.3 –12.7 14.0

AtoM 1 3 9.7 × 10–15 684.5 809.8 566.4 616.2 0.0 14.4

mPstoA 15 0 1.7 × 10–2 616.7 812.7 616.5 643.4 ─ ─
LCp 11 9 1.3 × 10–16 684.5 809.8 566.4 616.2 0.0 14.4

LCt 3 14 3.2 × 10–16 684.5 809.8 566.4 616.2 ─ ─

Abbreviations: PainAbs = pain-absent context; Pain = pain context; VC= validly cued condition; IC = invalidly cued condition;%↑IC = percent increase
in the invalidly cued condition; J(V) = cost function; Run # = the representative optimization run that produced an acceptable fit; #Runs, J(V) < 10–4 =
the number of optimization runs that produced an acceptable fit of the experimental data;─ = data were not modeled. The reaction time and CTN values
in parentheses are the experimental data
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been shown in experimental work (Aston-Jones & Cohen,
2005; Berridge & Waterhouse, 2003; Sara & Bouret, 2012).
The timing of the locus coeruleus phasic response occurs too
late to affect sensory processing, but rather, only affects deci-
sion and response processes (Aston-Jones & Cohen, 2005;
Nieuwenhuis et al., 2005). Hence, for the LCp architecture
the changes in gain were limited to the response nodes (Rv,
Rs) and the late sensory nodes (Mv, Ms). For this architecture,
the late sensory nodes are presumed to include categorization
and stimulus–response mapping processes. Restricting the
gain changes to the response nodes produced the same results.

Activation levels of the locus coeruleus node altered the
gain of the late sensory and response node activation functions
on each cycle according to

gi ¼ 1þ gp*Ai LCð Þ; ð5Þ
where gi is the activation function gain (Eq. 1) on cycle i, gp is
the gain parameter, and Ai(LC) is the activation level of the
locus coeruleus node on cycle i. This provided a phasic
change in gain that was proportional to the locus coeruleus
node activation level. The gp variable was optimized along
with the connection strengths and the constant used to correct
for perceptual, decision, and reaction times (D in Eq. 3), in
order to find the best quantitative fit with both reaction times
and CTN amplitudes. The Nelder–Mead optimization search
bounds for gp were set between 0 and 2.

The LCp architecture produced excellent quantitative fits
of reaction times and CTN amplitudes (Table 2). Activation
plots for the simulated CTN (Ss + Ths) and FCN (mPs), and
the locus coeruleus (LC), are shown in Fig. 5. The CTN am-
plitude obtained in the pain context was 14.4 % larger in the
invalidly cued than in the validly cued condition, and no cue
validity effect was apparent in the pain-absent condition. The
FCN and LC activation functions were greater in the invalidly
cued than in the validly cued conditions, but as we noted
above, these are only qualitative fits. As was the case for the
AtoM architecture, the overall CTN amplitude was larger in
the pain than in the pain-absent conditions. Adding the addi-
tional constraint that there be no change in the simulated CTN
amplitude between the validly cued conditions in pain-absent
and pain contexts did not result in any acceptable fits (cost
functions ranged from 2.0 × 10–3 to 2.9 × 10–2).

Locus coeruleus tonic response (LCt) architecture

Finally, we examined whether the reaction time data could be
accounted for by a simple change in general arousal. It is
reasonable to assume that general arousal levels would be
higher in a context that included painful sural-nerve stimuli
than in one that did not. The increase in general arousal would
be mediated in large part by an increase in the locus coeruleus
tonic response, which in turn results in a tonic increase in the

in   

SsSv

Mv Ms

Rv Rs

Ths

inhibitory

excitatory

at   

tmar

asr

tmar2smr2smr2

smr smr

asr

asr asr

ARv ARs

mPs

Av Asin

in

LC

gain modula�on

LCp architecture
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gain of the cortical neurons (Aston-Jones, 2005; Aston-Jones
& Cohen, 2005; Berridge & Waterhouse, 2003; Sara, 2009).
We simulated this by optimizing the activation function gain
(g in Eq. 1) separately for the pain and pain-absent contexts,
where the gain for the pain context was given by

gp ¼ 1þ gpp; ð6Þ

and the gain for the pain-absent context by

gpa ¼ 1þ gppa; ð7Þ

Note that gp and gpawere held constant across all cycles for
a given optimization run. In each run, gpp and gppa, the con-
nection strengths, and the constant used to correct reaction
times were optimized to find the best quantitative fit of the
reaction time data. Because the change in general arousal
would affect the excitability of all cortical areas (Aston-
Jones & Cohen, 2005; Berridge & Waterhouse, 2003; Sara,

2009), gains were modified for all nodes in the model (see the
LCt architecture, Fig. 6).

The changes in general arousal produced excellent quanti-
tative fits of the reaction time data (Table 2). The gain in the
pain context was greater than the gain in the pain-absent con-
text for each of the 14 optimization runs that produced an
acceptable fit (the M ± SD gpa and gp values were 1.691 ±
0.304 and 2.590 ± 0.418, respectively). The higher gain is
consistent with higher cortical arousal in the pain context.
The LCt architecture optimization runs that produced an ac-
ceptable fit all exhibited early sensory attention node (Ss)
activation levels that were quite high and that were larger in
the pain than in the pain-absent context (Fig. 7).

Preliminary analysis of the characteristics of model
parameters producing acceptable fits

Inspection of the successful optimization runs suggests that
the parameter space producing acceptable fits of reaction

PAIN ABSENT

LCp architecture ac�va�ons

PAIN

CTN

FCN

0 10 20 30 40 50 60

CYCLE

0 10 20 30 40 50 60

CYCLE

0.00

0.25

-0.25

LC

0.00

0.25

-0.25

AC
TI

VA
TI

O
N

 (a
u))ua(

N
OITAVITCA

VALIDLY CUED
INVALIDLY CUED

Fig. 5 Activation functions for the LCp architecture. Activation values
are shown for nodes representing the CTN (combination of
somatosensory sensory [Ss] and threat detector [Ths] nodes; upper
panels), the FCN (somatosensory medial prefrontal cortex [mPs] nodes;

middle panels), and the locus coeruleus (LC; bottom panels), obtained in
the different pain (pain-absent context, pain context) and cue validity
(validly cued, invalidly cued) conditions. au = arbitrary units
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times and CTN amplitudes is quite narrow. An example is
shown in Table 3A, which presents the nine acceptable best-
fit parameters for the LCp architecture obtained over two sets

of 20 optimization runs. Note that the variability (measured by
the SD) of the constant used to correct reaction times (D) and
of the connection strength between the sensory attention and
threat detector nodes (at) were low. Note also that some of the
parameters appear to be linearly related, so that a change in
one is compensated for by a change in another. The correla-
tions between the model parameter values (Table 3B) demon-
strate that this is the case. For example, the increase in the
connection strength parameter connecting the threat detector
and medial prefrontal cortex nodes (tmar) was offset by an
increase in the constant used to correct reaction times (D;
see Fig. 4). The increase in reaction times caused by the in-
crease in Dwould have been compensated for by a decrease in
reaction times resulting from an increase in tmar. Presumably
holding D constant would have decreased the range of tmar
values that produced an acceptable fit. The same applies to the
other parameters showing significant correlations. Together,
these data suggest that a narrow range of parameter values
are necessary to produce an acceptable quantitative fit of the
experimental data. Indeed, we found that to generate accept-
able fits of the reaction time and CTN amplitude data by
manually inserting fixed parameter values, it was necessary
to use 16 decimal places; rounding to three decimal places did
not produce an acceptable fit. Similar results were obtained for
the other architectures that produced acceptable fits of the
reaction time and CTN data, though the interdependencies
between parameter values depended on the architecture (see
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Tables 4 and 5). (For a more thorough analysis of the parameter
space, see Ritz, Fowler, &Dowman, manuscript in preparation).

Discussion

To our knowledge, this study is the first attempt at using con-
nectionist modeling to quantitatively fit reaction time and ERP
data to investigate the brain mechanisms underlying the ability
of a biologically significant stimulus to reorient attention. The
results confirm the feasibility of the somatic threat-detection-
and-reorienting hypothesis proposed by Dowman and ben-
Avraham (2008), and have revealed two other physiologically
plausible mechanisms. Importantly, not all of the model archi-
tectures examined here could produce an acceptable fit of the
experimental data.We cannot, of course, exclude the possibility
that for these architectures theNelder–Mead optimizationmere-
ly failed to find a parameter set that produced an acceptable fit
of the experimental data. We feel this is unlikely, however,
given the extensive preliminary work we performed developing

the optimization—that is, choosing the best fit of 1,000 random
iterations for the starting model parameters, determining the
model parameter bounds, allowing up to 10,000 iterations to
find the global minimum, and performing 20 optimization runs.
In our experience, the architectures that failed to produce an
acceptable fit of the experimental data continued to do so even
when we increased these optimization parameters. Future work
will be necessary to determine whether other optimization tech-
niques, such as the genetic algorithm, can find an acceptable fit.
Nonetheless, our results suggest that merely varying a large
number of model parameters does not always produce a suc-
cessful fit. Rather, the model architecture is important. Indeed,
as we argue below, the architectures that produced acceptable
quantitative fits of the experimental data are more closely
aligned with the empirical findings than are those that did not.

Comparison of model architectures with empirical data

The somatic threat-detection-and-reorienting hypothesis was a
modification of the response conflict model (e.g., Botvinick

Table 3 LCp architecture

A. Optimized parameter values producing acceptable fits with the reaction time and CTN data

Model Parameters

Set Run # Cost D asr at in smr smr2 tmar tmar2 gp

1 5 1.8 × 10–14 381.7 0.793 –0.153 –3.306 6.977 0.265 9.807 1.391 1.358

1 6 1.2 × 10–13 352.1 0.830 –0.156 –8.289 7.794 0.309 4.415 1.923 1.302

1 11 1.3 × 10–16 300.6 0.757 –0.153 –4.528 9.990 0.197 1.394 9.912 1.148

1 16 2.9 × 10–14 364.1 0.786 –0.158 –8.684 5.165 0.342 6.002 1.553 1.639

1 17 2.5 × 10–14 358.6 0.077 –0.164 –9.968 0.986 3.121 9.501 9.052 0.374

2 3 2.3 × 10–14 300.4 0.823 –0.157 –9.983 7.783 0.267 3.567 1.880 1.105

2 4 7.4 × 10–14 313.1 0.558 –0.160 –8.448 3.979 0.328 3.219 5.232 0.686

2 8 2.3 × 10–13 352.3 0.581 –0.158 –6.248 3.786 0.351 9.726 1.612 0.927

2 16 1.7 × 10–14 329.7 0.768 –0.153 –4.116 9.301 0.233 8.697 0.748 1.778

M 6.4 × 10–14 339.2 0.663 –0.157 –7.063 6.196 0.601 6.259 3.700 1.146

SD 8.5 × 10–14 29.4 0.242 0.004 2.572 2.930 0.946 3.254 3.519 0.443

B. Acceptable fit optimized parameter Pearson correlations

asr at in smr smr2 tmar tmar2 gp

D –0.173 –0.121 0.135 –0.413 0.271 0.755 –0.337 0.125

asr 0.822 0.392 0.824 –0.920 –0.378 –0.589 0.810

at 0.804 0.912 –0.753 –0.147 –0.345 0.769

in 0.548 –0.450 0.244 –0.138 0.493

smr –0.703 –0.440 –0.208 0.711

smr2 0.386 0.549 –0.665

tmar –0.343 0.010

tmar2 –0.640

The statistically significant (p < .05) correlation values are given in bold

Abbreviations and symbols: Set = set of 20 optimization runs; Run # = the optimization run producing an acceptable fit. Runs not producing an
acceptable fit are not shown. Cost = cost function; D = constant used to account for the perceptual, decision, and response selection processes not
included in the model; asr, at, in, smr, smr2, tmar, and tmar2 are the connection strengths between nodes (see Fig. 4), and gp is the gain parameter used to
optimize the activation gain
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et al., 2001; Carter & van Veen, 2007; Yeung et al., 2004), in
which the response conflict component was replaced by a threat
detector (see Dowman& ben-Avraham, 2008). This hypothesis
proposed that somatic threats are detected by somatic threat
detectors in the dorsal posterior insula. Activation of the somat-
ic threat detectors is monitored by the medial prefrontal cortex,
which in turn signals the lateral prefrontal cortex to redirect
attention toward the threat. The flow of information between
these brain areas is assumed to involve direct anatomical con-
nections, as is the case for the response conflict models. The
AtoM architecture testing this hypothesis (Fig. 2) was able to
produce excellent quantitative fits of the reaction time and the
somatic threat detector activity indexed by the CTN. To quan-
titatively fit the reaction times and CTN amplitudes, voluntary
attention initiated by the cue was directed toward late sensory
processes (the M node in Fig. 2). Directing voluntary attention
toward the early sensory stage (S in Fig. 2) could not fit the
absence of a cue validity effect on CTN amplitudes that we
observed in the pain-absent context. This is consistent with
studies demonstrating that the effects of voluntary attention
are greater in the higher-order sensory cortices than in the early
sensory cortices (Beck & Kastner, 2009; Deco & Rolls, 2005;
Hsiao et al., 1993; Lavie, 2005; Poranen & Hyvarinen, 1982).

The architecture that sent the threat signal from the medial
prefrontal cortex node to the sensory attention node (mPstoA)

could not generate an acceptable fit of the reaction time and
CTN data. This result suggests that the effect of somatic threat
on reaction times is due to attention being redirected toward
decision and/or response processes, and not to sensory process-
es. This finding fits with our observation that sural-nerve inten-
sity ratings are lower in the invalidly cued than in the validly
cued condition, whereas the CTN amplitude presumed to index
the somatic threat detectors is greater in the invalidly cued con-
dition (Dowman, 2001, 2007a). These data do not mean that the
threat signal elicited in the medial prefrontal cortex is not sent to
the lateral prefrontal cortex areas controlling attention to the
sensory areas. It might be the case that the signal reaches the
sensory areas too late to produce any effect on sensory process-
ing. Other studies investigating the effects of salient stimuli on
sensory processing have reported similar effects. For example,
Prinzmetal, McCool, and Park (2005) showed that a predictive
salient cue enhanced sensory processing of a target stimulus at a
cue–target stimulus onset asynchrony (SOA) of 300ms, but not
at SOAs of 0 or 150 ms. This result suggests that the cue-
evoked orienting of attention toward sensory processes takes
somewhere around 300 ms. It is unlikely, therefore, that the
reorienting of attention elicited by a biologically significant
stimulus such as pain would affect its own sensory processing.

One observation that cannot be addressed by the threat-
detection-and-reorienting architecture is the latency between

Table 4 AtoM architecture

A. Optimized parameter values producing acceptable fits with the reaction time and CTN data

Model Parameters

Set Run # Cost D asr at in smr smr2 tmar tmar2

1 1 9.71 × 10–15 362.8 0.419 –0.157 –3.556 1.805 0.509 5.742 6.309

1 4 2.81 × 10–14 358.7 0.465 –0.162 –9.974 1.888 0.537 7.430 4.437

1 14 3.17 × 10–14 381.4 0.605 –0.160 –8.680 1.143 0.619 8.737 6.146

2 8 1.54 × 10–14 351.6 0.328 –0.157 –2.525 2.064 0.491 5.479 6.838

2 19 4.79 × 10–15 367.4 0.436 –0.156 –2.596 1.620 0.495 5.540 7.123

2 20 1.22 × 10–14 364.7 0.514 –0.161 –9.473 1.687 0.544 6.588 5.767

M 1.70 × 10–14 364.4 0.461 –0.159 –6.134 1.701 0.533 6.586 6.103

SD 1.07 × 10–14 10.0 0.093 0.002 3.593 0.315 0.048 1.294 0.950

B. Acceptable fit optimized parameter Pearson correlations

asr at in smr smr2 tmar tmar2

D 0.888 –0.164 –0.347 –0.995 0.803 0.684 0.073

asr –0.592 –0.736 –0.890 0.924 0.864 –0.338

at 0.980 0.183 –0.619 –0.730 0.896

in 0.361 –0.724 –0.800 0.832

smr –0.829 –0.711 –0.084

smr2 0.958 –0.359

tmar –0.548

The statistically significant (p < .05) correlation values are given in bold

Abbreviations and symbols: Set = set of 20 optimization runs; Run # = the optimization run producing an acceptable fit. Runs not producing an
acceptable fit are not shown. Cost = cost function; D = constant used to account for the perceptual, decision, and response selection processes not
included in the model; asr, at, in, smr, smr2, tmar, and tmar2 are the connection strengths between nodes (see Fig. 2)
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the threat signal elicited in themedial prefrontal cortex (indexed
by the FCN) and the subsequent reorienting of attention toward
the decision and response processes presumed to be mediated
by the lateral prefrontal cortex (indexed by the P3a). The grand
average peak latencies for the FCN and P3a are about 150 and
360 ms, respectively (Dowman, 2007a, b, 2014). Our connec-
tionist models were not designed to realistically incorporate the
timing of responses between the brain areas. Nonetheless, one
would expect that transmission of the threat signal from the
medial to the lateral prefrontal cortex via a direct synaptic con-
nection would occur much faster than the observed 210 ms,
given that intracortical transmission times occur on the order
of tens of milliseconds (e.g., Perez & Cohen, 2009).

The phasic locus coeruleus architecture (LCp) provides a
much more reasonable accounting of this latency difference.

The two major sources of cortical input to the locus coeruleus
are the orbitofrontal cortex and the medial prefrontal cortex
(Aston-Jones & Cohen, 2005; Nieuwenhuis et al., 2005; Sara
& Bouret, 2012). Hence, the somatic threat signal generated in
the medial prefrontal cortex will elicit a phasic response in the
locus coeruleus via a direct anatomical connection. The timing
of the threat signal in the medial prefrontal cortex (~150 ms)
suggests that the threat-evoked phasic response in the locus
coeruleus would follow closely thereafter. However, there
would be a considerable delay in the resulting phasic release
of norepinephrine in the cerebral cortex, owing to the locus
coeruleus efferent axons having very slow conduction veloc-
ities (<1 m/s; Aston-Jones & Cohen, 2005; Nieuwenhuis
et al., 2005). The timing of this locus-coeruleus-mediated fa-
cilitation of cortical activity has been shown to coincide with
the P300 ERP, which includes the P3a component of interest
here (Nieuwenhuis et al., 2005). Hence, the phasic locus
coeruleus architecture provides a much better account of the
timing between the validity effects in the FCN and P3a report-
ed in our experimental studies than does the architecture based
on direct anatomical connections between the medial and lat-
eral prefrontal cortices.

The phasic locus coeruleus architecture does not require
that the reorienting of attention toward the decision and re-
sponse processes elicited by the invalidly cued sural-nerve
target be mediated by the lateral prefrontal cortex, but rather
could do so by directly facilitating the neurons involved in
these processes (Aston-Jones & Cohen, 2005). In this case,
the P3a validity effect might index some other process. For
example, the change in attentional control that is initiated by
response conflict is implemented on the following trial, not the
current one (Brown, Reynolds, & Braver, 2007; Carter & van
Veen, 2007; Walsh, Buonocore, Cameron, & Mangun, 2011;
Yeung et al., 2004). The same may be true for the processes
indexed by the P3a validity effect observed in our studies.
This would be consistent with the idea that the P3a generators
play some role in updating the working memory template
(Escera & Corral, 2007; Friedman et al., 2001; Polich,
2003). Alternatively, the P3a may reflect inhibition of the
visual discrimination task set (Polich, 2007; Sara & Bouret,
2012; Wessel & Aron, 2015). This might explain why we did
not see a consistent relationship between P3a amplitude and
attention reorienting in our experiments. Clearly, more work
will be needed to determine the role of the P3a generators in
the reorienting of attention toward unexpected biologically
significant stimuli such as pain.

The tonic locus coeruleus architecture (LCt) simulating the
effects of general arousal also provided excellent quantitative
fits of the faster reaction times in the pain than in the pain-
absent contexts, including this difference being greater in the
invalidly than in the validly cued condition. The latter effect
arises from the nonlinear activation function of the neurons
simulated by the nodes (see Deco & Rolls, 2005, for other

Table 5 LCt architecture

A. Optimized parameter values producing acceptable fits with the
reaction time and CTN data

Model Parameters

Run # Cost D asr in smr gppa gpp
2 2.74 × 10–13 372.6 0.362 –1.927 0.310 0.914 1.638

3 3.25 × 10–16 462.5 0.370 –6.365 0.701 0.485 1.753

5 7.75 × 10–14 379.3 0.358 –5.523 0.381 0.891 1.731

7 2.47 × 10–05 485.0 0.391 –7.531 1.024 0.257 1.536

9 1.57 × 10–14 313.6 0.331 –8.155 0.320 0.942 1.624

10 8.38 × 10–15 358.0 0.354 –6.935 0.361 0.919 1.694

11 6.99 × 10–07 484.0 0.375 –8.044 1.010 0.266 1.632

12 7.46 × 10–14 372.4 0.357 –3.323 0.347 0.910 1.691

13 3.18 × 10–14 406.8 0.360 –9.972 0.459 0.815 1.837

14 4.72 × 10–15 446.6 0.385 –2.345 0.492 0.670 1.786

15 1.00 × 10–13 377.3 0.356 –4.198 0.366 0.899 1.714

16 5.35 × 10–16 303.5 0.356 –0.187 0.447 0.042 0.167

17 1.21 × 10–13 363.0 0.358 –2.517 0.322 0.910 1.627

20 2.22 × 10–14 419.8 0.359 –9.302 0.494 0.761 1.828

M 1.82 × 10–06 396.0 0.362 –5.452 0.502 0.691 1.590

SD 6.60 × 10–06 57.5 0.015 3.053 0.241 0.304 0.418

B. Acceptable fit optimized parameter Pearson correlations

asr in smr gppa gpp
D 0.841 –0.402 0.818 –0.361 0.459

asr 0.044 0.724 –0.529 0.104

in –0.384 –0.083 –0.522

smr –0.736 0.002

gppa 0.646

The statistically significant (p < .05) correlation values are given in bold

Abbreviations and symbols: Set = set of 20 optimization runs; Run # = the
optimization run producing an acceptable fit. Runs not producing an ac-
ceptable fit are not shown. Cost = cost function; D = constant used to
account for the perceptual, decision, and response selection processes not
included in the model; asr, in, and smr are the connection strengths between
nodes, and gppa and gpp are the gain parameters for the pain-absent and
pain contexts, respectively, used to optimize the activation gain (see Fig. 6)
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examples). In this case, the cue validly effects evident for the
CTN, FCN, and P3a may not be related to reorienting atten-
tion to the potential somatic threat. Instead, they may be in-
volved in detecting a stimulus that does not match the expect-
ed (i.e., cued) input. The cross-modal cuing paradigm used in
our experimental studies confounds attention and expectation,
where in the invalidly cued condition attention is directed
elsewhere and the target stimulus is unexpected. Both atten-
tion and expectancy can affect sensory response amplitudes,
but by different mechanisms: Attention facilitates the response
via an excitatory bias on the sensory neurons (D’Esposito,
2007; Kastner & Ungerleider, 2000; Seidl, Peelen, &
Kastner, 2012; Sylvester, Shulman, Jack, & Corbetta, 2009).
Expectation, on the other hand, involves a reduction in the
sensory response as the expectancy develops, as with regular
presentation of the stimulus and/or by instruction. When the
stimulus is unexpected, this suppression is removed, resulting
in greater sensory response amplitudes in the unexpected than
in the expected condition (Summerfield & Egner, 2009).

Recent experimental and computational modeling work
suggests that the expectation effect is mediated by two classes
of sensory neurons: representational neurons and prediction
error neurons (Egner, Monti, & Summerfield 2010;
Summerfield & Egner, 2009; Wacongne, Changeux, &
Dehaene, 2012). The representational neurons receive top-
down input from higher-order sensory areas coding the stim-
ulus expected on the current trial. A mismatch between
representational-neuron activity and the sensory input will re-
sult in activation of the prediction error neurons, whose out-
put is then used to update stimulus expectancy (Summerfield
& Egner, 2009). This raises the possibility that the somatic
threat detectors described here are actually somatic threat pre-
diction error neurons. That is, the larger CTN amplitude in the
invalidly cued condition may reflect the activation of predic-
tion error neurons signaling the occurrence of an unexpected
(i.e., invalidly cued) potentially threatening somatic stimulus,
and the FCN and P3a generators may be involved in updating
the working memory template to incorporate the deviant stim-
ulus (Friedman et al., 2001; Polich, 2003).

Study limitations

As is the case with many connectionist modeling studies (e.g.,
Botvinick et al., 2001; Yeung et al., 2004), our model did not
attempt to incorporate details of the sensory, decision, and
response processes associated with the color and sural-nerve
intensity discrimination tasks, nor did we incorporate details
of the processes that are responsible for the larger CTN in the
invalidly cued condition. Rather, we chose a coarse-grained
modeling approach that focuses on the overall magnitude and
sequence of activity in the brain areas thought to be involved
in these processes. This approach fits well with the nature of
the ERP potentials used in modeling, which likewise give an

estimate of the overall magnitude of generator activity, and not
details of the microstructure. This coarse-grained modeling
approach is acceptable as long as it captures the essence of
the processes being modeled, which appears to be the case
here. Nonetheless, it would be useful in future studies to more
realistically model the activation functions and timing of the
responses between connected nodes, to more accurately re-
flect the response properties of the brain areas being
simulated.

As we noted in the Method section, questions about the
overlap between the multiple, functionally diverse generator
sources for the FCN and P3a components prevented us from
using them in the modeling studies. This is an important issue,
since it could help address questions raised here about whether
the validity effect observed in these components is related to
reorienting attention toward the unexpected target, updating
stimulus expectancy, or interrupting an invalidly cued task set.
Clearly, more work will be necessary to better isolate the ac-
tivity related to reorienting attention, perhaps by using
methods such as independent component analysis (e.g.,
Makeig, Debener, Onton, & Delorme, 2004).

Although the nonpainful sural-nerve stimulus currents used
in the pain and pain-absent contexts were comparable, the
small but statistically significant differences between them
may have had important consequences that we had not antic-
ipated. Both stimulus currents produced comparable
nonpainful paresthesia sensations; however, the stimulus cur-
rent was higher in the pain-absent than in the pain context
(1.56 ± 0.67 vs. 0.95 ± 0.28 mA, respectively), t(40) = 3.39,
p = .002. CTN amplitudes increase with increasing nonpainful
stimulus intensity (Dowman, 1994), so it is possible that the
equivalence between the CTN amplitudes for the pain and
pain-absent contexts observed in the experimental studies
was due to the larger stimulus current in the pain-absent con-
text producing an increase in CTN amplitudes that matched
the increase due to the addition of somatic threat detector
activity in the pain context predicted by the phasic locus
coeruleus architecture. We are currently reexamining this
question using more precise control of stimulus intensity, to
make sure that the stimulus currents are indeed equivalent in
the pain and pain-absent contexts.

Conclusions and predictions derived from modeling

The connectionist modeling study presented here revealed
two physiologically feasible mechanisms underlying the faster
reaction times for potential somatic threats: One involves so-
matic threat detectors eliciting activation of the medial pre-
frontal cortex, which in turn produces a phasic response in
the locus coeruleus (LCp architecture). The other involves a
tonic increase in locus coeruleus activity arising from the pres-
ence of pain (LCt architecture). These two mechanisms pro-
vide competing predictions that can be tested in future studies,
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and thereby can provide valuable insight into which of them
was responsible for the attentional bias toward potentially
threatening somatic targets reported in our experimental stud-
ies. These predictions are detailed below.

1. The phasic locus coeruleus architecture predicts that the
presence of pain will only affect sural-nerve target reac-
tion times and not the visual-task reaction times, whereas
the tonic locus coeruleus architecture predicts that both
the sural-nerve and visual-target reaction times will be
affected. If the faster invalidly cued reaction time for the
sural-nerve target in the pain context is due to the locus
coeruleus phasic response, then the resulting increase in
excitability should be restricted to cortical areas involved
in the decision (e.g., in the stimulus–response mapping)
and/or response processes elicited by the sural-nerve tar-
get. Since this phasic change in excitability has a relative-
ly short duration (about 100 ms; see Nieuwenhuis et al.,
2005; Sara & Bouret, 2012), it should not have any effects
on the visual-task reaction times. If, on the other hand, the
reaction time effects are due to the locus coeruleus tonic
response, then a general increase in cortical excitability
should result in an increase in the sensory, decision, and
response processes elicited by both the sural-nerve and
visual targets. In this case, both the sural-nerve and
visual-target reaction times would be faster in the pain
than in the pain-absent context. Unfortunately, we cannot
test this hypothesis with existing data, since a minor dif-
ference in the visual tasks of the two studies might have
affected their reaction times: In Dowman (2007b, pain-
absent context), the participants were instructed to focus
their gaze on the cued target, whereas in Dowman (2014,
pain context), the participants maintained their gaze on a
point in between their ankle and the LEDs and shifted
their attention covertly. We are currently investigating this
prediction by using exactly the same visual task in both
the pain and pain-absent conditions.

2. The phasic locus coeruleus architecture predicts that the
sural-nerve CTN and not the other sensory components of
the sural-nerve and visual ERPs will be larger in the pain
than in the pain-absent context, whereas the tonic locus
coeruleus architecture predicts that all of the sensory com-
ponents of the sural-nerve and visual ERPs will be larger
in the pain context. The phasic locus coeruleus architec-
ture accounted for the overall faster sural-nerve target re-
action times in the pain than in the pain-absent contexts by
having some somatic threat detector activity present in the
validly cued condition. If this is the case, then the CTN
should be larger in the pain context (composed of sensory
and somatic threat detector activity) than in the pain-
absent context (sensory activity only). The tonic locus
coeruleus architecture also predicts that the CTN will be
larger in the pain than in the pain-absent context, albeit for

a different reason. The tonic locus coeruleus architecture
predicts that in the pain context there will be a tonic in-
crease in the excitability of widespread regions of the
cerebral cortex, including those areas involved in tactile
and nociceptive somatic and visual sensory processing.
Since this increase in excitability would be in place when
the target stimulus was presented, both the visual and
sural-nerve target stimuli should evoke greater activity
in the sensory cortices (Berridge & Waterhouse, 2003).
For the sural-nerve target, this means not only a larger
CTN amplitude, but also an increase in the amplitude of
a negative potential that occurs at about 80 ms poststim-
ulus and is generated in the primary somatosensory cortex
(which we have labeled the central negativity or CN;
Dowman, 2007a, 2014; Dowman & Darcey, 1994;
Dowman et al., 2007; Dowman & Schell, 1999). Hence,
if the tonic locus coeruleus architecture is correct, then
both the CN and CTN of the sural-nerve ERP and the
early sensory components of the visual ERP should be
larger in the pain than in the pain-absent context. If, on
the other hand, the phasic locus coeruleus architecture is
correct, only the CTN amplitude would be larger in the
pain context.

3. The phasic locus coeruleus architecture predicts that only
the sural-nerve target would elicit a phasic pupil dilation
in the pain context, whereas the tonic locus coeruleus
architecture predicts that the tonic pupil diameter would
be larger in the pain than in the pain-absent context. A
number of studies have shown that pupil diameter closely
follows the tonic and phasic locus coeruleus discharge
rates (Aston-Jones & Cohen, 2005; Gilzenrat,
Nieuwenhuis, Jepma, & Cohen, 2010; Nieuwenhuis
et al., 2005; Nieuwenhuis, De Geus, & Aston-Jones,
2011). Hence, measuring pupil diameters will help deter-
mine the roles of tonic and phasic locus coeruleus activity
in the attentional bias toward potential somatic threats.
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