
Implicit sequence learning is sequence learning that is 
not the result of conscious, intentional processes and has 
been studied using the serial reaction time (SRT) task. On 
each trial, a target appears at one of a number of locations 
on a monitor and the key corresponding to the location 
of the target is pressed. In many cases, the sequence of 
target locations is deterministic. Sequence learning occurs 
when the repeating sequence of target locations elicits 
shorter reaction times (RTs) than does a random or newly 
introduced sequence of target locations. In other cases, 
the sequence of target locations is probabilistic. Sequence 
learning occurs when, given previous target locations, 
more probable succeeding locations elicit shorter RTs 
than do less probable succeeding locations.

Most SRT task studies establish implicit sequence 
learning by assessing awareness of the sequence of target 
locations. Sequence learning that is explicit (i.e., the result 
of conscious, intentional processes) would presumably 
lead to an awareness of the sequence of target locations. 
Thus, a lack of awareness of the sequence of target loca-
tions would suggest that sequence learning was implicit. 
In many studies, RTs reveal learning of the sequence of 
target locations, and free recall, cued recall, or recognition 
tasks reveal no awareness of the sequence (e.g., Curran 
& Keele, 1993; Lewicki, Hill, & Bizot, 1988; McDow-
all, Lustig, & Parkin, 1995; Reed & Johnson, 1994; Re-
millard, 2008a; Remillard & Clark, 2001; Stadler, 1989, 
1993, 1995).

Implicit sequence learning involves the extraction of se-
quential contingencies. Surprisingly, there has been very 
little systematic investigation into the kinds of sequential 
contingencies that people can learn implicitly. The over-
whelming majority of studies have employed sequences in 
which the next element in the sequence is predictable from 
elements one or two trials back, with only a handful of 
studies having used sequences in which the next element is 
predictable from elements three trials back. One reason for 

this state of affairs may be the results of a highly influential 
study by Cleeremans and McClelland (1991) suggesting 
that people could not learn to use sequence elements four 
trials back to anticipate the next element in the sequence.

There are two reasons to believe that people are capa-
ble of implicitly learning much more complex sequential 
contingencies. First, implicit sequence learning, unlike 
explicit sequence learning, is not bound by the capacity 
limits of working memory. Implicit sequence learning 
proceeds independently of individual differences in work-
ing memory capacity, whereas explicit sequence learning 
does not (Frensch & Miner, 1994, Experiment 1; Song, 
Marks, Howard, & Howard, 2009; Unsworth & Engle, 
2005). Also, implicit sequence learning is unaffected by 
the amount of working memory resources devoted to 
learning the sequence. This is suggested by studies show-
ing that explicit learning of a sequence is accompanied 
by parallel implicit learning of the sequence, and the ex-
tent of implicit learning is equivalent to that when there 
is no explicit learning (Song et al., 2009; Song, Howard, 
& Howard, 2007; Willingham & Goedert-Eschmann, 
1999; Willingham, Salidis, & Gabrieli, 2002). Finally, se-
quence knowledge acquired through explicit learning can 
be used in a controlled and flexible manner (suggesting 
the involvement of working memory), whereas sequence 
knowledge acquired through implicit learning cannot (Ji-
ménez, Vaquero, & Lupiáñez, 2006).

Second, it has been proposed that implicit sequence 
learning involves the operation of associative processes 
on sequence elements stored in a short-term memory 
system (Frensch, 1998, pp. 87–95; Frensch, Buchner, & 
Lin, 1994; Frensch & Miner, 1994). Information in this 
memory system appears to decay quite slowly because 
sequence learning still occurs when the time interval be-
tween the response to the current sequence element and 
the appearance of the next sequence element (i.e., the 
response–stimulus interval) is as long as 2 sec (see, e.g., 
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did not explicitly predict sequence elements and were not 
exposed to simpler contingencies prior to being exposed 
to more complex contingencies.

EXPERIMENT 1

Experiment 1 used a six-choice SRT task. The sequences 
of target locations were structured so that fifth-order prob-
abilities varied (.25 vs. .75) and first- through fourth- order 
probabilities were constant (.50). Experiment 1 did not 
attempt to distinguish between learning of the 16 dif-
ferent types (1 adjacent and 15 nonadjacent) of fifth-
order probability because these were confounded (e.g., 
 P[3 | 2-1-3-5-1]  P[3 | 2-x-x-x-x]   P[3 | 2-x-3-5-x]  .25 
and P[4 | 2-1-3-5-1]   P[4 | 2-x-x-x-x]   P[4 | 2-x-3-5-x]  
.75). Thus, shorter RTs on high-probability successors 
(e.g., on 4 given 2-1-3-5-1, where P[4 | 2-1-3-5-1]  
.75) than on low-probability successors (e.g., on 3 given 
 2-1-3-5-1, where P[3 | 2-1-3-5-1]  .25) would indicate 
learning of at least 1 of the 16 types of fifth-order prob-
ability. More specifically, it would indicate that people can 
learn to use the location of the target on trial t 5 to predict 
its location on trial t.

Method
Participants. Six introductory psychology students, 18 or 19 years 

of age, participated for course credit and payment of $100.
SRT task. The SRT task was run on a desktop computer with a 

standard monitor and keyboard. The six target locations were hori-
zontally arranged and each location was marked with a line mea-
suring 0.4  0.1 cm. Adjacent lines were separated by an interval 
of 2.0 cm. The target was a line measuring 0.1  0.3 cm that ap-
peared 0.2 cm above a line marking a target location. All lines were 
black and the background was gray (RGB values 210, 210, 210). 
The viewing distance was approximately 60 cm. The red-stickered 
X, C, V, M, , and  response keys, on which were placed the left 
ring, left middle, left index, right index, right middle, and right ring 
fingers, corresponded to the first through sixth target locations from 
the left, respectively.

On each trial, the target appeared at one of the six marked loca-
tions, and participants pressed the corresponding response key. If 
the correct key was pressed, the target immediately disappeared. 
Otherwise, the target remained in its location until the correct key 
was pressed. After the target disappeared, it reappeared 300 msec 
later. RT was measured as the time between target appearance and 
the first response.

There were 16 sessions. Each session was composed of 18 blocks 
of trials with 124 trials per block. Session 1 began with a practice 
block of 100 trials. On a given day, there were 0 or 1 sessions. There 
were never more than 3 consecutive zero-session days. The 16 ses-
sions were completed in 18 to 24 days.

A performance history was provided at the end of each block of 
trials in a session. The numbers 1 to 18, corresponding to the num-
ber of blocks in a session, appeared vertically along the side of the 
screen. Beside the number for a completed block, one of two types 
of information was displayed. If 6% or more of the responses in the 
block were incorrect, the message too many errors and the error rate 
were displayed. Otherwise, a horizontal line, its length represent-
ing the average RT of correct responses, and the average RT were 
displayed. After a 10-sec break, participants initiated the next block 
of trials at their discretion by pressing a key in response to a prompt 
on the screen.

Structure of the sequences of target locations. Each target 
location had two possible successors. Locations 1 and 6 could each 
be succeeded by Locations 3 and 4, Locations 3 and 4 could each 

Willingham, Greenberg, & Thomas, 1997). A slow decay 
rate suggests that the capacity of the memory system is 
rather large, making it possible to learn complex sequen-
tial contingencies.

Consistent with the idea that people are capable of 
implicitly learning complex sequential contingencies, 
Remillard (2008a), who identified a confound in the se-
quences used by Cleeremans and McClelland (1991) that 
could have masked learning, has shown that people can 
implicitly learn second-, third-, and fourth-order adjacent 
and nonadjacent probabilities. The probabilities are de-
scribed in Table 1. As a class, nth-order probabilities are 
conditional probabilities that involve events as far back 
as trial t n, where trial t is the current trial. The nth-
order probabilities can be subdivided into adjacent and 
nonadjacent probabilities. Adjacent probabilities involve 
events from consecutive trials (e.g., lag 2-1 and lag 3-2-1 
probabilities). Nonadjacent probabilities involve events 
that skip over at least one trial (e.g., lag 2-x and lag 4-x-
2-x probabilities).

The present study examined whether people can im-
plicitly learn sequential contingencies more complex than 
those studied by Remillard (2008a). No SRT task studies 
have examined learning of fifth- or higher order probabili-
ties. Using a different sequence learning paradigm, Mill-
ward and Reber (1972) showed that people could learn to 
use sequence elements as far back as seven trials to ex-
plicitly predict the next element in the sequence. Unfortu-
nately, explicit prediction of sequence elements may have 
encouraged explicit sequence learning. Also, participants 
were required to learn simpler contingencies before learn-
ing more complex contingencies. Learning the simpler 
contingencies could have bootstrapped learning the more 
complex contingencies (e.g., see Lany & Gomez, 2008; 
Lany, Gomez, & Gerken, 2007). Participants in the pres-
ent study, unlike those in the Millward and Reber study, 

Table 1 
Types of Probabilities

Probability Probability Specific
Class  Subclass  Probability  Symbolically

First order Adjacent Lag 1 P(E | A1)
Second order Adjacent Lag 2-1 P(E | A2-A1)

Nonadjacent Lag 2-x P(E | A2-x)
Third order Adjacent Lag 3-2-1 P(E | A3-A2-A1)

Nonadjacent Lag 3-2-x P(E | A3-A2-x)
Lag 3-x-1 P(E | A3-x-A1)
Lag 3-x-x P(E | A3-x-x)

Fourth order Adjacent Lag 4-3-2-1 P(E | A4-A3-A2-A1)
Nonadjacent Lag 4-3-2-x P(E | A4-A3-A2-x)

Lag 4-3-x-1 P(E | A4-A3-x-A1)
Lag 4-x-2-1 P(E | A4-x-A2-A1)
Lag 4-3-x-x P(E | A4-A3-x-x)
Lag 4-x-2-x P(E | A4-x-A2-x)
Lag 4-x-x-1 P(E | A4-x-x-A1)
Lag 4-x-x-x P(E | A4-x-x-x)

Note—In the last column, “E” refers to an event on trial t, “An” re-
fers to an event on trial t n, and the letter “x” is a placeholder. For 
example, the lag 3-2-1 probability P(E | A3-A2-A1) is read as “the prob-
ability of E occurring on trial t given the occurrence of A3, A2, and A1 
on trials t 3, t 2, and t 1, respectively.” The lag 4-x-2-x probability 
P(E | A4-x-A2-x) is read as “the probability of E occurring on trial t given 
the occurrence of A4 and A2 on trials t 4 and t 2, respectively.”
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locations from left to right, respectively, Table 2 presents some of 
the 96 contexts and the probabilities with which successors followed 
contexts. The 96 contexts were divided into three tiers, with each tier 
composed of 32 contexts.

The contexts in Tier 1 (Rows 1–32) began with Locations 2 or 5 
and were succeeded by Locations 3 or 4. Every 16 occurrences of 
a context were followed 4 times by one successor (low-probability 
successor, L) and 12 times by the other successor (high-probability 
successor, H). For example, Row 3 indicates that every 16 occur-
rences of context 2-6-3-2-1 were followed 4 times by Successor 3 
and 12 times by Successor 4, so that P(3 | 2-6-3-2-1)  .25 and 
 P(4 | 2-6-3-2-1)  .75. Fifth-order probabilities in Tier 1 were .25 or 
.75. The odd- numbered rows reveal that whenever Location 2 was 
the target location on trial t 5, Locations 3 and 4 were the target 
locations on trial t with probabilities .25 and .75, respectively. Thus, 
all 16 types of fifth-order probability with Location 2 on trial t 5 
and Location 3 (Location 4) on trial t had a value of .25 (.75). For 
example,  P(3 | 2-6-3-2-1)  P(3 | 2-x-x-x-x)  P(3 | 2-6-x-x-x)  
P(3 | 2-6-x-2-1)  .25 and P(4 | 2-6-3-2-1)  P(4 | 2-x-x-x-x)  
 P(4 | 2-6-x-x-x)  P(4 | 2-6-x-2-1)  .75. The even-numbered rows 
reveal that whenever Location 5 was the target location on trial t 5, 
Locations 3 and 4 were the target locations on trial t with probabilities 
.75 and .25, respectively. Thus, all 16 types of fifth-order probability 
with Location 5 on trial t 5 and Location 3 (Location 4) on trial t had 
a value of .75 (.25). For example,  P(3 | 5-6-3-2-1)   P(3 | 5-x-x-x-x)  
 P(3 | 5-6-x-x-x)  P(3 | 5-6-x-2-1)  .75 and P(4 | 5-6-3-2-1)  
P(4 |    5-x-x-x-x)   P(4 | 5-6-x-x-x)   P(4 | 5-6-x-2-1)  .25. Impor-
tantly, all first- through fourth-order probabilities in Tier 1 were .50 
(e.g., P[3 | 1]  P[4 | 1]  .50 and P[3 | 6-x-x-x]  P[4 | 6-x-x-x]  
.50), and Locations 3 and 4 were each a target location equally often 
(i.e., P[3]  P[4]  .17). Therefore, shorter RTs on H than on L suc-
cessors would indicate that participants learned to use the location 
of the target on trial t 5, alone or in conjunction with subsequent 
target locations, to predict the location of the target on trial t (i.e., par-
ticipants learned at least 1 of the 16 types of fifth-order probability). 
Tier 3 (Rows 65–96) was similar to Tier 1 except that contexts began 
with Locations 1 or 6 and were succeeded by Locations 2 or 5.

The contexts in Tier 2 (Rows 33–64) began with Locations 3 or 4 
and were succeeded by Locations 1 or 6. Every 16 occurrences of a 
context were followed 8 times by one successor (medium- probability 
successor, M) and 8 times by the other successor (medium-
 probability successor, M). For example, Row 35 indicates that every 
16 occurrences of context 3-5-1-3-2 were followed 8 times by Suc-
cessor 1 and 8 times by Successor 6 so that P(1 | 3-5-1-3-2)  .50 
and P(6 | 3-5-1-3-2)  .50. All first- through fifth-order probabilities 
in Tier 2 were .50.

A number of factors other than transition probabilities can influ-
ence RTs on H and L successors. One factor is the pattern of within-
hand (W) and between-hand (B) transitions that make up a context 
and successor. For example, the context 2-6-4-2-1 and its Successor 3 
form a BWBWW pattern because 2-6, 6-4, 4-2, 2-1, and 1-3 are B, 
W, B, W, and W transitions, respectively. RT to the last element of a 
pattern can vary across the different patterns (Remillard, 2008a). The 
contexts and L (H) successors in Rows 1–32 of Table 2 were matched 
to the contexts and H (L) successors in Rows 65–96, respectively, 
with respect to the pattern of W/B transitions and the response hand 
for the successor. For example, the context and L successor in Row 4 
and the context and H successor in Row 68 both form a WBWWB 
pattern, and both successors require a right-hand response.

Sequential priming effects are another factor that can influence 
RTs on H and L successors. Table 3 lists eight types of six-element 
runs on the basis of the first, second, and third elements being equal 
(E) or unequal (U) to the fourth, fifth, and sixth elements, respec-
tively. RT to the last element of a run can vary across the different 
types of runs (Remillard & Clark, 2001). The contexts and L (H) 
successors in Rows 1–32 of Table 2 were matched to the contexts 
and H (L) successors in Rows 65–96, respectively, with respect to 
type of run. For example, the context and L successor in Row 4 and 
the context and H successor in Row 68 are both UUU runs.

be succeeded by Locations 2 and 5, and Locations 2 and 5 could 
each be succeeded by Locations 1 and 6. Consequently, there were 
96 (6  24) possible contexts of length 5, each followed by two pos-
sible successors. Letting the numbers 1 to 6 represent the six target 

Table 2 
Probabilities Inherent in the Sequences of  

Target Locations in Experiment 1

Successor

Tier  Row  Context  1  2  3  4  5  6

1  1 2-1-3-2-1 – – L H – –
 2 5-1-3-2-1 – – H L – –
 3 2-6-3-2-1 – – L H – –
 4 5-6-3-2-1 – – H L – –
 5 2-1-4-2-1 – – L H – –
 6 5-1-4-2-1 – – H L – –
 7 2-6-4-2-1 – – L H – –
 8 5-6-4-2-1 – – H L – –

25 2-1-3-5-6 – – L H – –
26 5-1-3-5-6 – – H L – –
27 2-6-3-5-6 – – L H – –
28 5-6-3-5-6 – – H L – –
29 2-1-4-5-6 – – L H – –
30 5-1-4-5-6 – – H L – –
31 2-6-4-5-6 – – L H – –
32 5-6-4-5-6 – – H L – –

2 33 3-2-1-3-2 M – – – – M
34 4-2-1-3-2 M – – – – M
35 3-5-1-3-2 M – – – – M
36 4-5-1-3-2 M – – – – M
37 3-2-6-3-2 M – – – – M
38 4-2-6-3-2 M – – – – M
39 3-5-6-3-2 M – – – – M
40 4-5-6-3-2 M – – – – M

57 3-2-1-4-5 M – – – – M
58 4-2-1-4-5 M – – – – M
59 3-5-1-4-5 M – – – – M
60 4-5-1-4-5 M – – – – M
61 3-2-6-4-5 M – – – – M
62 4-2-6-4-5 M – – – – M
63 3-5-6-4-5 M – – – – M
64 4-5-6-4-5 M – – – – M

3 65 1-3-2-1-3 – H – – L –
66 6-3-2-1-3 – L – – H –
67 1-4-2-1-3 – H – – L –
68 6-4-2-1-3 – L – – H –
69 1-3-5-1-3 – H – – L –
70 6-3-5-1-3 – L – – H –
71 1-4-5-1-3 – H – – L –
72 6-4-5-1-3 – L – – H –

89 1-3-2-6-4 – H – – L –
90 6-3-2-6-4 – L – – H –
91 1-4-2-6-4 – H – – L –
92 6-4-2-6-4 – L – – H –
93 1-3-5-6-4 – H – – L –
94 6-3-5-6-4 – L – – H –
95 1-4-5-6-4 – H – – L –
96 6-4-5-6-4 – L – – H –

Note—Across every 16 occurrences of a context with L/H successors, 
the L and H successors occurred 4 times and 12 times, respectively. 
Across every 16 occurrences of a context with M successors, each 
M successor occurred 8 times. A dash indicates that the transition did 
not occur. L, low-probability successor; H, high-probability successor; 
M, medium-probability successor.
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task was described to participants, and they were instructed to try to 
improve their RT with practice while keeping their error rate below 
6%. The structure underlying the sequence of target locations was 
not mentioned. Immediately following the last block of Session 16, 
participants performed the prediction task.

Data analysis. The 16 sessions were divided into eight epochs 
that each spanned two sessions. For each of the six versions of 
Table 2, there were 64 contexts with L/H successors. For each par-
ticipant, the median RT of responses in an epoch (excluding incor-
rect responses and the first five trials of each block) was determined 
for each of the 64 L and H successors. The 64 data points for L suc-
cessors were averaged, as were the 64 data points for H successors. 
The averaged scores were submitted to an ANOVA with successor 
(L, H) and epoch (1–8) as within-subjects factors. Tests for the effect 
of successor and the successor  epoch lin interaction (where epoch 
lin is the linear component of the epoch factor) were one-tailed. I 
was interested in detecting shorter RTs on H than on L successors 
and an increase in the RT difference across epochs. Error rates were 
analyzed in a manner identical to that for RTs. Alpha was .05. The 
effect size measure, rcontrast, is reported for all F tests with numerator 
df  1 (Rosenthal, Rosnow, & Rubin, 2000).

Results and Discussion
Reaction time. The results appear in Figure 1. For the 

RT data, there was an effect of successor [F(1,5)  7.68, 
MSe  49.91, p  .020; rcontrast  .78]. The successor  
epoch lin interaction was not significant [F(1,5)  0.00, 
MSe  4.62, p  .490; rcontrast  0]. Thus, RT was shorter 
on H than on L successors and the difference did not 
increase significantly across epochs. This suggests that 
there was learning of at least 1 of the 16 types of fifth-
order probability and that most of the learning occurred 
early in training. Indeed, there was an effect of successor 
in the first epoch [F(1,5)  5.22, MSe  11.26, p  .036; 
rcontrast  .71].

A reviewer expressed concern that in the absence of a 
successor  epoch lin interaction, the effect of successor 
might be the result of an artifact rather than learning se-
quential contingencies. This is unlikely for three reasons. 
First, the sequences of target locations in the present ex-
periment were rigorously controlled. Given the rigorous 
methodological controls, it is difficult to imagine what 
the artifact might be.

Second, I separated the M successors into two sets, M1 
and M2, just like the successors in the other tiers were 
separated into two sets, L and H. For example, in Table 2, 
the M successors in the left column in Tier 2 were labeled 
M1 if they were in an odd-numbered row and M2 if they 
were in an even-numbered row. The labeling was reversed 
for M successors in the right column. The RT difference 
between M1 and M2 successors, averaged across the eight 
epochs, was not significant [M  0.5 msec, p  .152 (one-
tailed)]. In contrast, the RT difference between L and H 
successors was significant in each of the two tiers with 
L/H successors.2 It is difficult to see how an artifact could 
selectively affect the two tiers with L/H successors, but 
not the tier with M successors.

Third, other studies using the same six-choice SRT task 
in which each target location is followed by two possible 
successors have also obtained effects of successor in the 
absence of successor  session interactions (Remillard, 
2008a; Remillard & Clark, 2001). Those studies exam-

Software developed by Remillard (2008b) was used to generate the 
sequences of target locations. For each participant, a 34,277- element 
sequence was randomly generated, with the constraint that across 
every 16 occurrences of a context with L/H (M) successors, the 
L successor occurred 4 times and the H successor occurred 12 times 
(each M successor occurred 8 times). Elements 1–124,  120–243, 
239–362, and so forth to 34,154–34,277 each constituted a block 
of 124 trials, for a total of 288 blocks (16 sessions  18 blocks per 
session). A computer program went over each 34,277-element se-
quence and determined the exact values of all first- through fifth-
order probabilities to ensure that the values were as expected. The 
practice block of 100 trials at the beginning of Session 1 was ran-
domly generated, with the constraint that across every 2 occurrences 
of a context, each of its successors occurred once.

There were six versions of Table 2. Version 1 was Table 2. Ver-
sion 2 was formed from Version 1 by exchanging L and H succes-
sors. Version 3 was created by having Tiers 1, 2, and 3 of Table 2 
describe M, L/H, and L/H successors, respectively. Version 4 was 
formed from Version 3 by exchanging L and H successors. Version 5 
was created by having Tiers 1, 2, and 3 of Table 2 describe L/H, L/H, 
and M successors, respectively. Version 6 was formed from Ver-
sion 5 by exchanging L and H successors.

Prediction task. Awareness of the fifth-order probabilities was 
assessed using a prediction task. There were 64 prediction trials 
corresponding to the 64 contexts with L/H successors (e.g., Tiers 1 
and 3 in Table 2). A prediction trial began with a press of the space 
bar in response to a prompt on the screen. This was followed by the 
disappearance of the prompt and the appearance of the six horizontal 
lines marking the six target locations. After another 1,800 msec, 
participants observed the target move across five locations (i.e., a 
context) followed by the appearance of a question mark below each 
of the context’s two possible successors. Participants indicated at 
which of the two marked locations the target was most likely to have 
appeared next during training, given the preceding five target loca-
tions, by pressing the corresponding response key. The sequence of 
target movements could be repeated any number of times by press-
ing the K key if participants felt that they needed to see the sequence 
again prior to making a prediction response. In a sequence of target 
movements, target duration was 275 msec and the interstimulus in-
terval was 300 msec. Following a prediction response, the screen 
was cleared and the prompt to press the space bar to begin the next 
trial appeared.

The 64 prediction trials were presented in a random order for each 
participant. Participants performed two practice prediction trials 
prior to starting the 64 prediction trials. Scores greater than 50% cor-
rect (random guessing performance) on the 64 trials would suggest 
an awareness of the fifth-order probabilities. Each participant was 
informed prior to beginning the prediction task that there were a total 
of 6 participants in the study and that the individual with the highest 
score on the prediction task would receive a bonus payment of $30.1

Procedure. One participant was randomly assigned to each of 
the six versions of Table 2. At the beginning of Session 1, the SRT 

Table 3 
Run Types

 Run  Example  

EEE 1-3-2-1-3-2
UEE 6-3-2-1-3-2
EUE 1-4-2-1-3-2
UUE 6-4-2-1-3-2
EEU 1-3-5-1-3-2
UEU 6-3-5-1-3-2
EUU 1-4-5-1-3-2
UUU 6-4-5-1-3-2

Note—Six-element runs were categorized as a function of the first, sec-
ond, and third elements being equal (E) or unequal (U) to the fourth, 
fifth, and sixth elements, respectively.
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are confounded than when second-order adjacent prob-
abilities vary and nonadjacent probabilities are held con-
stant. This is also the case with third- and fourth-order 
probabilities. Finally, there is no learning effect when 
fourth-order adjacent probabilities are .40 versus .60, but 
a learning effect emerges when the probabilities are wid-
ened to .33 versus .67. It is difficult to see how an artifact 
could produce such orderly results.

Because the current paradigm tends to produce rapid 
learning of sequential contingencies, the appropriate mea-
sure of learning is not an increasing difference in RT be-

ined learning of first- through fourth-order probabilities. 
Across five experiments involving 11 probability condi-
tions, the successor  session interaction failed to reach 
significance in 7 of the 11 conditions. Despite the absence 
of successor  session interactions, the learning effects 
(i.e., RT differences between L and H successors) were 
very orderly. For example, the learning effect decreases as 
one progresses from first-order to second-order to third-
order to fourth-order adjacent probabilities of .40 versus 
.60. Also, the learning effect is greater when second-order 
adjacent and nonadjacent probabilities of .40 versus .60 
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Figure 1. Reaction time (top panel) and error rate (bottom panel) as a function of successor 
(low probability, L; high probability, H) and epoch (1–8) in Experiment 1. The right side of 
each panel plots the difference between L and H successors. Each epoch spanned two sessions 
(i.e., 4,464 trials).
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eight epochs, was 4.0 msec in the original analysis and 
5.0 msec in the new analysis. Thus, it is unlikely that RT 
differences between L and H successors were due to con-
texts for which participants may have had explicit knowl-
edge of the fifth-order probabilities.

I also calculated the RT difference between L and H 
successors, averaged across the eight epochs, for each of 
the 32 sets of matched contexts and selected the 8 sets that 
yielded the largest RT differences (i.e., the top quartile). 
For example, the contexts in Rows 5, 37, and 69 of Table 2 
was one such set and the RT difference between L and H 
successors for this set was 12.1 msec (averaged across 
participants). The RT differences between L and H suc-
cessors over the 8 sets ranged from 7.7 msec to 15.2 msec, 
with a mean of 11.4 msec. Limiting the analyses to the 
8 sets of matched contexts, there was an effect of succes-
sor [F(1,5)  36.66, MSe  85.28, p  .001; rcontrast  
.94], and the successor  epoch lin interaction was not 
significant [F(1,5)  0.52, MSe  116.46, p  .252; 
rcontrast  .31]. Also, the mean percentage correct on the 
prediction task (52.1%) did not differ significantly from 
50% [F(1,5)  0.19, MSe  135.42, p  .679; rcontrast  
.19]. Thus, there was no evidence for awareness of the 
fifth-order probabilities for those contexts for which RT 
differences between L and H successors were largest.

EXPERIMENT 2

Experiment 2 used a six-choice SRT task. The se-
quences of target locations were structured such that 
sixth-order probabilities varied (.15 vs. .85) and first- 
through fifth-order probabilities were constant (.50). Ex-
periment 2 did not attempt to distinguish between learning 
of the 32 different types (1 adjacent and 31 nonadja-
cent) of sixth-order probability because these were con-
founded (e.g.,  P[3 | 3-2-6-3-2-1]   P[3 | 3-x-x-x-x-x]  
 P[3 | 3-2-x-x-x-1]  .15 and  P[4 | 3-2-6-3-2-1]  
 P[4 | 3-x-x-x-x-x]  P[4 | 3-2-x-x-x-1]  .85). Thus, 
shorter RTs on high-probability successors (e.g., on 4, 
given 3-2-6-3-2-1, where P[4 | 3-2-6-3-2-1]  .85) than on 
low-probability successors (e.g., on 3, given  3-2-6-3-2-1, 
where P[3 | 3-2-6-3-2-1]  .15) would indicate learning of 
at least 1 of the 32 types of sixth-order probability. More 
specifically, it would indicate that people can learn to use 
the location of the target on trial t 6 to predict its loca-
tion on trial t.

If people can learn sixth-order probabilities, then, on 
the basis of the results of Experiment 1 and studies by 
Remillard (2008a) and Remillard and Clark (2001), I 
expected much of the learning to occur early in training. 
Nonetheless, training was extended from 16 sessions in 
Experiment 1 to 30 sessions in Experiment 2, and suc-
cessor probabilities were widened from .25/.75 in Experi-
ment 1 to .15/.85 in Experiment 2. If participants showed 
no learning of the sixth-order probabilities, I wanted to 
be confident that this was due to a fundamental limitation 
of the sequence learning mechanism and not to the use 
of overly narrow successor probabilities or to a lack of 
training.

tween L and H successors, but rather the difference in RT 
between L and H successors. Rowland and Shanks (2006) 
make a similar point when they note that “learning tends 
to be quite rapid in the probabilistic SRT task . . . so the 
critical statistical evidence for learning is a main effect of 
target probability rather than a probability  block inter-
action” (p. 291).

Error rate. For the error rate data, there was an ef-
fect of successor [F(1,5)  11.33, MSe  0.76, p  .010; 
rcontrast  .83]. The successor  epoch lin interaction was 
not significant [F(1,5)  0.57, MSe  0.75, p  .242; 
rcontrast  .32]. Thus, error rate was smaller on H than on L 
successors and the difference did not increase significantly 
across epochs. These results parallel the RT results.

Awareness. The percentage of the 64 trials on the 
prediction task that received a correct response was de-
termined for each participant. The mean percentage cor-
rect (52.9%) did not differ significantly from what would 
be expected by random guessing (50%) [F(1,5)  1.60, 
MSe  30.68, p  .261; rcontrast  .49]. Thus, there was no 
evidence for awareness of the fifth-order probabilities.

One could argue that the mean percentage correct would 
have been significantly greater than 50% with a larger 
sample of participants. To ensure that RT differences be-
tween L and H successors were not due to contexts for 
which participants may have had explicit knowledge of the 
fifth-order probabilities, two steps were taken. First, sets of 
matched contexts were identified that, on average, yielded 
correct responses on the prediction task. For example, the 
contexts in Rows 6, 38, and 70 of Table 2 was one such 
set of matched contexts. Each of these contexts and their 
successors are matched with respect to the pattern of W/B 
transitions and to type of run (see Table 3). For a partici-
pant, two of the three contexts in the set had L/H succes-
sors. The identity of the two contexts depended on the ver-
sion of Table 2 that the participant received. For this set of 
contexts, participants selected, on average, H successors 
over L successors on the prediction task. Second, all analy-
ses described above were rerun with the exclusion of the 
16 sets of matched contexts identified in the first step. Re-
moving sets of matched contexts ensured that the remain-
ing contexts were also matched. For example, the contexts 
in Rows 5, 37, and 69 and their successors were retained 
and are matched with respect to the pattern of W/B transi-
tions and to type of run. Also, for the contexts that were 
retained, the assignment of successors as L or H was fully 
counterbalanced across the six versions of Table 2.

Not surprisingly, the mean percentage correct on the 
prediction task dropped from 52.9% in the original anal-
ysis to 40.1% in the new analysis. The latter value was 
less than 50% [F(1,5)  13.18, MSe  44.60, p  .015; 
 rcontrast  .85]. Removing contexts that tended to elicit cor-
rect responses on the prediction task had little impact on 
the RT difference between L and H successors. In the new 
analysis, there was an effect of successor [F(1,5)  8.23, 
MSe  72.88, p  .018; rcontrast  .79], and the succes-
sor  epoch lin interaction was not significant [F(1,5)  
0.27, MSe  16.26, p  .314; rcontrast  .23]. The RT dif-
ference between L and H successors, averaged across the 
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respectively, with respect to the pattern of W/B transitions and the 
response hand for the successor. For example, the context and L suc-
cessor in Row 3 and the context and H successor in Row 131 both 
form a BBWWWW pattern, and both successors require a left-hand 

Awareness of the sixth-order probabilities was not as-
sessed in Experiment 2. This would have required extend-
ing the prediction task to 128 trials, making it relatively 
lengthy.

Method
Participants. Six introductory psychology students, 18 to 21 years 

of age, participated for course credit and payment of $180.
SRT task. The SRT task was identical to that in Experiment 1 

except that there were 30 sessions. Each session was composed of 
18 blocks of trials with 131 trials per block. Session 1 began with 
a practice block of 110 trials. On a given day, there were 0, 1, or 2 
sessions (with at least 60 min between sessions). There were never 
more than 3 consecutive zero-session days. The 30 sessions were 
completed in 38 to 46 days.

Structure of the sequences of target locations. Each target 
location had two possible successors, as in Experiment 1. Conse-
quently, there were 192 (6  25) possible contexts of length 6, each 
followed by two possible successors. Letting the numbers 1 to 6 rep-
resent the six target locations from left to right, respectively, Table 4 
presents some of the 192 contexts and the probabilities with which 
successors followed contexts. The 192 contexts were divided into 
three tiers, with each tier composed of 64 contexts.

The contexts in Tier 1 (Rows 1–64) began with Locations 3 or 4 
and were succeeded by Locations 3 or 4. Every 20 occurrences of 
a context were followed 3 times by one successor (low-probability 
successor, L) and 17 times by the other successor (high-probability 
successor, H). For example, Row 3 indicates that every 20 occur-
rences of context 3-5-1-3-2-1 were followed 3 times by Successor 3 
and 17 times by Successor 4, so that P(3 | 3-5-1-3-2-1)  .15 and 
P(4 | 3-5-1-3-2-1)  .85. Sixth-order probabilities in Tier 1 were .15 
or .85. The odd-numbered rows reveal that whenever Location 3 was 
the target location on trial t 6, Locations 3 and 4 were the target lo-
cations on trial t with probabilities .15 and .85, respectively. Thus all 
32 types of sixth-order probability with Location 3 on trial t 6 and 
Location 3 (Location 4) on trial t had a value of .15 (.85). For exam-
ple,  P(3 | 3-5-1-3-2-1)  P(3 | 3-x-x-x-x-x)   P(3 | 3-5-x-x-x-x)  
 P(3 | 3-5-x-x-2-1)  .15 and  P(4 | 3-5-1-3-2-1)   P(4 | 3-x-x-x-x-x)  
P(4 | 3-5-x-x-x-x)  P(4 | 3-5-x-x-2-1)  .85. The even-numbered 
rows reveal that whenever Location 4 was the target location on 
trial t 6, Locations 3 and 4 were the target locations on trial t with 
probabilities .85 and .15, respectively. Thus, all 32 types of sixth-order 
probability with Location 4 on trial t 6 and Location 3 (Location 4) 
on trial t had a value of .85 (.15). For example,  P(3 | 4-5-1-3-2-1)  
P(3 | 4-x-x-x-x-x)   P(3 | 4-5-x-x-x-x)  P(3 | 4-5-x-x-2-1)  .85 
and P(4 | 4-5-1-3-2-1)  P(4 | 4-x-x-x-x-x)  P(4 | 4-5-x-x-x-x)  
P(4 | 4-5-x-x-2-1)  .15. Importantly, all first- through fifth-order 
probabilities in Tier 1 were .50 (e.g., P[3 | 1]  P[4 | 1]  .50 and 
P[3 | 5-x-x-x-x]  P[4 | 5-x-x-x-x]  .50), and Locations 3 and 4 
were each a target location equally often (i.e., P[3]  P[4]  .17). 
Thus, shorter RTs on H than on L successors would indicate that 
participants learned to use the location of the target on trial t 6, 
alone or in conjunction with subsequent target locations, to predict 
the location of the target on trial t (i.e., participants learned at least 
1 of the 32 types of sixth-order probability). Tier 3 (Rows 129–192) 
was similar to Tier 1 except that contexts began with Locations 2 or 
5 and were succeeded by Locations 2 or 5.

The contexts in Tier 2 (Rows 65–128) began with Locations 1 
or 6 and were succeeded by Locations 1 or 6. Every 20 occurrences 
of a context were followed 10 times by one successor (medium-
 probability successor, M) and 10 times by the other successor 
(medium-probability successor, M). For example, Row 67 indi-
cates that every 20 occurrences of context 1-4-2-1-3-2 was fol-
lowed 10 times by Successor 1 and 10 times by Successor 6, so 
that  P(1 | 1-4-2-1-3-2)  .50 and P(6 | 1-4-2-1-3-2)  .50. All first- 
through sixth-order probabilities in Tier 2 were .50.

The contexts and L (H) successors in Rows 1–64 of Table 4 were 
matched to the contexts and H (L) successors in Rows 129–192, 

Table 4 
Probabilities Inherent in the Sequences of  

Target Locations in Experiment 2

Successor

Tier  Row  Context  1  2  3  4  5  6

1   1 3-2-1-3-2-1 – – L H – – 
  2 4-2-1-3-2-1 – – H L – – 
  3 3-5-1-3-2-1 – – L H – – 
  4 4-5-1-3-2-1 – – H L – – 
  5 3-2-6-3-2-1 – – L H – – 
  6 4-2-6-3-2-1 – – H L – – 
  7 3-5-6-3-2-1 – – L H – – 
  8 4-5-6-3-2-1 – – H L – – 

 57 3-2-1-4-5-6 – – L H – – 
 58 4-2-1-4-5-6 – – H L – – 
 59 3-5-1-4-5-6 – – L H – – 
 60 4-5-1-4-5-6 – – H L – – 
 61 3-2-6-4-5-6 – – L H – – 
 62 4-2-6-4-5-6 – – H L – – 
 63 3-5-6-4-5-6 – – L H – – 
 64 4-5-6-4-5-6 – – H L – – 

2  65 1-3-2-1-3-2 M – – – – M 
 66 6-3-2-1-3-2 M – – – – M 
 67 1-4-2-1-3-2 M – – – – M 
 68 6-4-2-1-3-2 M – – – – M 
 69 1-3-5-1-3-2 M – – – – M 
 70 6-3-5-1-3-2 M – – – – M 
 71 1-4-5-1-3-2 M – – – – M 
 72 6-4-5-1-3-2 M – – – – M 

121 1-3-2-6-4-5 M – – – – M 
122 6-3-2-6-4-5 M – – – – M 
123 1-4-2-6-4-5 M – – – – M 
124 6-4-2-6-4-5 M – – – – M 
125 1-3-5-6-4-5 M – – – – M 
126 6-3-5-6-4-5 M – – – – M 
127 1-4-5-6-4-5 M – – – – M 
128 6-4-5-6-4-5 M – – – – M 

3 129 2-1-3-2-1-3 – H – – L – 
130 5-1-3-2-1-3 – L – – H – 
131 2-6-3-2-1-3 – H – – L – 
132 5-6-3-2-1-3 – L – – H – 
133 2-1-4-2-1-3 – H – – L – 
134 5-1-4-2-1-3 – L – – H – 
135 2-6-4-2-1-3 – H – – L – 
136 5-6-4-2-1-3 – L – – H – 

185 2-1-3-5-6-4 – H – – L – 
186 5-1-3-5-6-4 – L – – H – 
187 2-6-3-5-6-4 – H – – L – 
188 5-6-3-5-6-4 – L – – H – 
189 2-1-4-5-6-4 – H – – L – 
190 5-1-4-5-6-4 – L – – H – 
191 2-6-4-5-6-4 – H – – L – 
192 5-6-4-5-6-4 – L – – H – 

Note—Across every 20 occurrences of a context with L/H successors, 
the L and H successors occurred 3 times and 17 times, respectively. 
Across every 20 occurrences of a context with M successors, each 
M successor occurred 10 times. A dash indicates that the transition did 
not occur. L, low-probability successor; H, high-probability successor; 
M, medium-probability successor.
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[F(1,5)  5.75, MSe  2.11, p  .031; rcontrast  .73]. 
Thus, error rate was smaller on H than on L successors 
and the difference increased across epochs. These results 
parallel the RT results.

The RT and error rate difference between L and H suc-
cessors tended to increase across epochs in Experiment 2 
but not in Experiment 1. The reason for the discrepancy 
is not clear. Participants in Experiment 2 experienced 30 
sessions of training and successor probabilities of .15 ver-
sus .85. Perhaps a successor  epoch lin interaction would 
have emerged in Experiment 1 had participants in that 
experiment experienced more training sessions or wider 
successor probabilities. Unfortunately, almost nothing is 
known about the conditions under which implicit sequence 
learning reaches asymptote quickly or more slowly.

The RT and error rate difference between L and H suc-
cessors were also numerically greater in Experiment 2 than 
in Experiment 1. This may seem surprising, given that the 
sequences of target locations involved higher order prob-
abilities in Experiment 2 than in Experiment 1. However, 
the result was undoubtedly due to the use of wider succes-
sor probabilities in Experiment 2 (.15/.85) than in Experi-
ment 1 (.25/.75). The RT and error rate difference between 
L and H successors would likely have been smaller in Ex-
periment 2 than in Experiment 1 had both experiments 
employed the same successor probabilities (e.g., see Re-
millard, 2008a; Remillard & Clark, 2001).

GENERAL DISCUSSION

Participants in the present study learned to use the lo-
cation of the target on trial t 5 (Experiment 1) or t 6 
(Experiment 2) to predict its location on trial t, and much 
of the learning occurred in the first epoch. Learning in 
Experiment 1 was implicit. Awareness of the sixth-order 
probabilities was not assessed in Experiment 2. However, 
if awareness is assumed to have been nonexistent in the 
first epoch, then awareness was likely not responsible for 
the RT differences between L and H successors because 
most of the difference emerged in the first epoch.

The results of Experiment 2 suggest that the implicit 
sequence learning mechanism operates over a range of 
at least seven sequence elements (the six-element con-
text and successor). This exceeds the capacity of spatial 
working memory, which is estimated to be five or six 
spatial locations in college students (Nelson, Dickson, & 
Banos, 2000; Orsini et al., 1986; Vandierendonck, Kemps, 
Fastame, & Szmalec, 2004). When presented with a se-
quence of seven spatial locations, college students recall, 
on average, 50% to 70% of the sequence elements in the 
correct position (Fischer, 2001). Thus, the results of Ex-
periment 2 support the hypothesis presented in the begin-
ning of this article that implicit sequence learning is not 
bound by the capacity limits of working memory.

It has been proposed that implicit sequence learning in-
volves the operation of associative processes on sequence 
elements stored in a short-term memory system (Frensch, 
1998, pp. 87–95; Frensch et al., 1994; Frensch & Miner, 
1994). Computational models of sequence learning called 

response. Also, contexts and L (H) successors in Rows 1–64 of 
Table 4 were matched to contexts and H (L) successors in Rows 
129–192, respectively, with respect to type of run (see Table 3). For 
example, the context (excluding the first element) and L successor in 
Row 3 and the context (excluding the first element) and H successor 
in Row 131 are both UEE runs.

For each participant, a 67,506-element sequence was randomly 
generated with the constraint that across every 20 occurrences of a 
context with L/H (M) successors, the L successor occurred 3 times 
and the H successor occurred 17 times (each M successor occurred 
10 times). Elements 1–131, 126–256, 251–381, and so forth to 
67,376–67,506 each constituted a block of 131 trials, for a total of 
540 blocks (30 sessions  18 blocks per session). A computer pro-
gram went over each 67,506-element sequence and determined the 
exact values of all first- through sixth-order probabilities to ensure 
the values were as expected. The practice block of 110 trials at the 
beginning of Session 1 was randomly generated with the constraint 
that across every 2 occurrences of a context, each of its successors 
occurred once.

There were six versions of Table 4. These were generated in a 
manner similar to that described in Experiment 1.

Procedure. One participant was randomly assigned to each of 
the six versions of Table 4. At the beginning of Session 1, the SRT 
task was described to participants and they were instructed to try to 
improve their RT with practice while keeping their error rate below 
6%. The structure underlying the sequence of target locations was 
not mentioned.

Data analysis. The 30 sessions were divided into 10 epochs that 
each spanned three sessions. For each of the six versions of Table 4, 
there were 128 contexts with L/H successors. Ideally, one would 
like to obtain median RTs for each of the 128 L and H successors. 
Unfortunately, the number of observations for each of the L succes-
sors was quite small. Consequently, the 128 L and H successors were 
paired on the basis of their similarity with respect to the pattern of 
W/B transitions and to type of run. For example, the L (H) succes-
sors in Rows 1 and 64 of Tier 1 of Table 4 were paired because both, 
along with their contexts, form a WWWWWW (WWWWWB) pat-
tern and, excluding the first element of the contexts, both complete 
EEE (EEU) runs. Similarly, L/H successors in Rows 2 and 63, 3 and 
62, and so forth to 32 and 33 were paired. A similar strategy was 
employed for the other tiers of Table 4.

For each participant, the median RT of responses in an epoch (ex-
cluding incorrect responses and the first six trials of each block) 
was determined for each of the 64 paired L and H successors. The 
64 data points for L successors were averaged, as were the 64 data 
points for H successors. The averaged scores were submitted to an 
ANOVA with successor (L, H) and epoch (1–10) as within-subjects 
factors. Tests for the effect of successor and the successor  epoch 
lin interaction were one-tailed. Error rates were analyzed in a man-
ner identical to that for RTs.

Results and Discussion
The results appear in Figure 2. For the RT data, there 

was an effect of successor [F(1,5)  39.82, MSe  30.88, 
p  .001; rcontrast  .94]. The successor  epoch lin in-
teraction approached significance [F(1,5)  3.78, MSe  
2.13, p  .055; rcontrast  .66]. Thus, RT was shorter on H 
than on L successors and the difference tended to increase 
across epochs. This suggests that there was learning of at 
least 1 of the 32 types of sixth-order probability. There 
was an effect of successor in the first epoch [F(1,5)  
25.76, MSe  6.50, p  .002; rcontrast  .92], indicating 
the presence of learning relatively early in training.

For the error rate data, there was an effect of successor 
[F(1,5)  32.66, MSe  4.24, p  .001; rcontrast  .93]. 
The successor  epoch lin interaction was significant 
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Bauern schmidt, Huang, & Pisoni, 2010; Saffran, 2003). 
However, some aspects of language acquisition require 
learning remote sequential contingencies (Gomez & Maye, 
2005), and it has not been clear whether mechanisms of 
implicit sequence learning are capable of acquiring such 
remote contingencies. The results of Experiments 1 and 2 
suggest that the mechanism responsible for implicitly 
learning contingencies in visuospatial/motor sequences is 
capable. Whether the mechanism responsible for implic-
itly learning contingencies in auditory/verbal sequences is 
equally capable is an empirical question.

buffer networks implement such a short-term memory 
system (Cleeremans, 1993; Kuhn & Dienes, 2008). In 
Experiment 2, the time interval between the offset of the 
first element in a six-element context and the onset of the 
successor was approximately 3.4 sec (given a response–
stimulus interval of 300 msec and an RT of 320 msec). 
Thus, the results of Experiment 2 suggest that the short-
term memory system can hold at least seven sequence ele-
ments, with each element being held for at least 3.4 sec.

There is evidence that mechanisms of implicit sequence 
learning play a role in language acquisition (Conway, 
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Figure 2. Reaction time (top panel) and error rate (bottom panel) as a function of successor 
(low probability, L; high probability, H) and epoch (1–10) in Experiment 2. The right side of 
each panel plots the difference between L and H successors. Each epoch spanned three ses-
sions (i.e., 7,074 trials).
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jacent elements (Remillard, 2008a) and operates indepen-
dently of individual differences in intelligence (Gebauer 
& Mackintosh, 2007). This, coupled with evidence that the 
mechanism is not bound by the capacity limits of working 
memory and can operate over a range of at least seven 
sequence elements, suggests that the implicit sequence 
learning mechanism is remarkably powerful. However, the 
range of sequence elements over which the mechanism 
can operate is clearly limited. The fact that the learning 
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NOTES

1. One might argue that the prediction task is not optimally sensitive 
to explicit knowledge of the fifth-order probabilities because partici-
pants do not respond to the location of the target as they do in the SRT 
task. The empirical evidence suggests otherwise. Willingham, Greeley, 
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