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Choice reaction time with a random foreperiod

DAVID M. GREEN, ALBERT F. SMITH, and SUSANNE M. von GIERKE
HarvardUniversity, Cambridge, Massachusetts

Choice reaction latencies were measured at three different a priori probabilities for two stim
ulus alternatives. Unlike the results of some other studies, the mean latency of a given response
was nearly the same whether the response was correct or incorrect. The discriminable stimuli
were a 1000- or a 1700-Hz tone presented at 70 dB SPL. Latencies and standard deviations,
based on about 17,000 observations, are reported for three observers. The data are compared
with predictions of the optimum sequential model of Wald and Stone and two modifications
of that random-walk model, one proposedby Link and Heath and the other proposed by Laming.
Fast-guess analyses were also carried out. The three-parameter version of either the sequential
or the modifiedrandom-walkmodels provided reasonably accurate predictions of the mean data
for each observer. The parameters estimated by the fast-guess analysis were unrealistic. There
are three obvious differences between this experiment and most previous choice reaction-time
experiments. First is stimulus modality-we used an auditory signal, whereas most of the pre
vious studies used a visual signal. Second, the observers practiced more in this experiment
than in most previous experiments. Finally, there was a random foreperiodwith a heavy penalty
for anticipations. One or more of these factors is the probable reason for the discrepancy be
tween our results and those of previous studies.

Since Wald's (1947) work on sequential testing,
and Stone's (1960) suggestion of the relevance of
such analysis to reaction-time data, the sequential
probability ratio test (SPRT) has been considered a
normative, if not descriptive, model of choice reaction
time data. The most startling prediction of Wald's
model is that the entire distribution of reaction times
for a given response is independent of whether that
response is correct or incorrect. Although this very
strong prediction was initially supported in the work
of Fitts (1966), it has not been found in later studies
(pickett, 1967; Schouten & Becker, 1967; Wolfendale,
1967). Two recent studies measured thousands of re
action times and found the mean reaction time for
correct and incorrect responses to be very different
(Laming, 1968; Link, 1975). These investigators sug
gested two alternative random-walk models.

Link (1975) has abandoned the key assumption
of the SPRT model, namely that the decision de
pends only on the likelihood ratio, and in its place
has assumed that the random walks, conditional on
either stimulus, are mirror images of each other.
Since this assumption can be phrased in terms of
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symmetry, about zero, of the random-walk distribu
tion, we call it the SSR (symmetric sampling repre
sentation), following a suggestion by Luce (Note 1).
This assumption does not force the mean times for
correct and incorrect responses to be equal.

Figure 1 summarizes the main assumptions of the
SPRT and SSR models and identifies the key param
eters. Both models assume a random walk starting
at time zero, the onset of the signal. The solid line
illustrates the mean drift rates for each model, one
given stimulus A, the other given stimulus B. Sam
pling continues as long as the process is between the
two borders, marked A and B. When either bound
ary is reached, the appropriate response is initiated
and, as we will later discuss, the response occurs
some time later.

Calculating the distribution of crossing times, in
deed, calculating the mean crossing time, is difficult
because one must calculate a time to cross the border,
given that it has not occurred earlier. The mean time
to cross border A then depends on the position of
border B, since some sample tracts will cross the "in
correct" border. The formulas for the mean crossing
times are complex (see the Appendix). Derivations
of these equations can be found in Laming (1968),
Link (1975), Link and Heath (1975), Wald (1947),
and Luce (Note 1), and are obtained from the moment
generating function of the sampling process. For the
SPRT model, the average drift rate toward the cor
rect border is /AilA, where /Ai is the average step toward
the "correct" border and A is the time required for
each step. In general, the drift rates are different for
the two stimulus alternatives, as illustrated in the
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are faster than correct responses, and thus y is as
sumed to be greater than unity.

Laming suggests that the failure of the random
walk models occurs because the observer may begin
to sample, at least on some trials, before the stim
ulus alternative is presented. These presamples will
lead to some random displacement of the starting
point and to response latencies that depend on whether
the response is correct or incorrect. Laming (1968,
1979b) further supports this presampling view with
data on the autocorrelation of successive response
times. Positive autocorrelations over the course of a
few trials can be interpreted to reflect slow drift, in
the onset of the presampling interval, over successive
trials. Laming does not present a theory of sufficient
quantitative detail to allow us to predict the observed
mean latencies. Rather, his views are essentially ex
cuses (albeit supported by detailed analyses of his
data) for the failure of the existing random-walk
models and suggestions as to important variables
neglected by existing theories. Since the amount and
extent of presampling is under the observer's control,
either we must develop ways to estimate it and incor
porate it into theories predicting the observed reaction
time latencies or we must devise procedures to severely
discourage such behavior. Another tack would be
to encourage presampling by lowering the penalty
for anticipations. The amount of presampling may
also be related to the modalities in which the warn
ing signal and reaction signal are presented. In most
previous experiments, the warning signal is visual,
as is the reaction signal. In this experiment, we used
a visual warning' signal and an auditory reaction sig
nal. Perhaps presenting the two signals to different
modalities discourages presampling.

A troublesome fact, at least to us, is that previous
data are based entirely on averages over a number
of observers, with each observer contributing only
several hundred observations. Thus, the SPRT model
may fail simply because none of the observers has
had sufficient practice to reach asymptotic perfor
mance levels. In addition, both Laming's and Link's
experiments used a fixed interval between the ready
signal and the occurrence of one of the two poten
tial stimuli. This procedure can easily lead to faster
reaction times when wrong than when right, simply
because the observer is trying to achieve speed at
the expense of accuracy and therefore occasionally
initiates anticipations or "fast-guess" responses.

There are several major differences between the
procedures used in this study and those employed
in previous studies. First, we measured choice reac
tion times over an extended period of time for three
highly trained observers. We presented data and the
theoretical analyses for each observer separately.
Second, in an effort to discourage presampling or
fast-guess behavior, we imposed a random period
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figure. The surprising result is that, for a given re
sponse, the mean time to cross is the same, indepen
dent of the stimulus! Indeed, the entire distribution
of times to reach either border is dependent only on
which border is crossed and is independent of which
stimulus is presented.

For the SSR model, the average drift rate toward
the correct border is the same for both stimulus al
ternatives, namely /A/A. As stated previously, the dis
tributions of random walks, conditional on which
stimulus is presented, are symmetricabout the origin.
However, in the general case, each distribution may
be asymmetric about its own mean. The degree of
asymmetry about the mean is represented by a single
parameter y. Again the calculation of the time to
cross a border is complex. The formulas are given
in the Appendix, and derivations of these equations
can be found in Link and Heath (1975) and Luce
(Note 1). As Link and Heath (1975) derived, the mean
difference in time for correct and incorrect latencies,
given either stimulus alternative, can be very simply
expressed as (y-l)/y. The parameter y then charac
terizes the difference in latencies for correct and in
correct responses; for example, only if y=1 are cor
rect and incorrect latencies equal. Generally, errors

Figure 1. Scbematic represeDtatioD of tbe raDdom walk aDd
tbe parameten of tbe sequeDtial probability ratio model (SPRT)
and the symmetric sampUDg represeDtatioD (SSR) model. Tbe
borden are A aDd B, and eaee the process crosses those borden
response 1 or response 2 is initiated. The parameten 8, and 8. rep
reseDt the average drift rate toward the border. Tbe definitioD
of 8 iD terms of the parameten of the model is iDdicated iD tbe
AppeDdix. Tbese parameten are estimated from the probabilities
of the various stimulus response combiDations and tbe lISSodated
IateDcles.Tbeir estimates are giveDiDTable 1.
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of time between the beginning of a trial and the onset
of the reaction signal (random foreperiod). A severe
penalty was imposed on any response given before
the signal onset. Finally, we employed auditory stim
uli rather than visual stimuli, which were commonly
used in the previous studies. In our opinion, the single
most important change was the introduction of the
random foreperiod. This change was intended to
minimize the occurrence of non-stimulus-related re
sponses and to achieve an experimental situation
more consonant with the theoretical analyses.

Evidence of the effectiveness of one or more of
these differences in procedure may be seen in Fig
ure 2, which shows the mean reaction time for cor
rect and incorrect responses. The two means, av
eraged over the three observers, are plotted for the
three values of a priori probability used in this ex
periment. Similar mean latencies, averaged over 24
observers in Laming's experiment and over 4 ob
servers in Link's experiment, are also plotted in Fig
ure 2. Two things are clear. First, our auditory dis
crimination is apparently made more quickly than
the visual discriminations of the other experiments.
Second, in our data there is considerably less ten
dency for the correct response to be slower than the
incorrect response.

In the following sections we explain our procedure
in detail, present our results, and compare the data
with predictions of the SSR, the SPRT, and the fast
guess models.
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METHOD

For the observer, a trial begins with a countdown of five 100
msec events presented on a television terminal. At the end of the
last event, a random wait with density e- l occurred, where t >0
is measured in seconds. The mean wait is 1 sec and the variance
is also 1 sec, but the modal wait is zero. At the end of the wait,
a 1000- or 1700-Hz tone was presented at 70 dB SPL. For these
three observers, the level was about 70 dB, 3 dB above their ab
solute thresholds. Thus, the signal levels are also approximately
70 dB SL. The tone was turned on abruptly, starting at a zero
crossing of the sinusoid. The observers, who listened binaurally
over TDH-50 earphones in sound-treated rooms, were instructed
to push one of two buttons, depending on the frequency of the
signal. The buttons were about 3 em in diameter (Refac Model
TC-lIM7) and were located side by side, 3.2 em between centers.
A very small travel (approximately 0.01 em) is needed to set these
switches.

A system of points was associated with the various possible
events that could occur on any trial. Points were given to responses
that occurred within 380 msec following the signal onset, accord
ing to a linearly decreasing function starting with 5 points at zero
time and diminishing to no points at 380 msec. Responses occur
ring more than 380msec after signal onset were penalized 2 points.
An incorrect response (but one occurring after signal onset) was
penalized 5 points independent of its latency. If a response oc
curred before the signal was presented, what we call an antici
pation, a penalty of 50 points was imposed. Because of the severe
penalty for anticipations, they occurred rarely; 9 anticipations
occurred in the more than 50,000 responses. After each response,
a cumulative total of the points obtained in the run was flashed
on the screen for 750 msec, followed by a 5QO-msec wait, and then
the countdown for the next trial began.

The three observers, all in their early 205, had had different
amounts of practice in reaction-time experiments. One, D.S., had
participated for 5 weeks in a simple reaction-time experiment and
had recorded over 15,000 responses. Another, S.V.G., had prac
ticed for a little over a week immediately before the experiment
and had made about 5,000 responses in a choice reaction experi
ment. The third observer, C.E., was given 3 days of practice be
fore this experiment began-about 3,600 responses.

Three levels of a priori probability for a particular stimulus
were tested: 250/0, SOOfo, and 75'10. Only one a priori level was
used on any given day. Sessions of 100 trials were run, lasting
about 5 min. A typical day consisted of running 12 runs of 100
trials, or 1,200 reactions. Blocks consisted of 3 days of observa
tion with all three a priori levels represented. The order of a priori
levels was always run in the order SO"', then 25.,., and then 75'"
within blocks. Observer D.S. produced six anticipations, three
each in the 250ft and 75.,. conditions. Observer C.E. produced
two anticipations, one each in the 25.,. and 50.,. conditions. Ob
server S.V.G. produced a single anticipation in the 75.,. condition.

RESULTS

Practiee Effects
Because of the random foreperiod, all reaction

times are measured from the onset of the signal, not
the beginning of a trial. Despite the considerable ex
perience of the observers, we noted a gradual de
crease in the mean reaction time as the experiment
progressed. Figure 3 shows the weighted mean reac
tion time, averaged over right and wrong responses,
as a function of block number-that is, averages over
the 3 successive days representing all three levels of
a priori signal probability. Each mean is based on
about 3,600 responses, and a small but noticeable
trend is evident. Because of this trend, we report
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data from only the last five blocks, approximately
the last 17,500 responses for each observer, where
the means, at least on average, are reasonably stable
and no clear practice effects are evident.

Flanre 3. The lfei&hted mean reaction time computed over suc
cessive 3-day sessions (blocks). Each block represents all three
a priori probability conditions and represents about 3,600 obser
vations, about 1,200/day. The ohserven are coded as foUolfs:
D.S., circles; C.E., triangles; and S.V.G., squares.

Mean Latencies
The mean latencies for each stimulus-response

combination for three a priori probabilities and for
the three observers are shown in Table 1. In the top
portion of the table are the averaged data. For each
a priori condition, the four possible stimulus-response
conditions are listed. The mean latency, in millisec
onds, standard deviation, and number of responses
are recorded for each condition. At the bottom of
the table are the parameters of the two major theo
retical models, SPRT and SSR. The values A and
B are the boundaries of the random-walk process
and are the same for each model (see the Appendix
or Figure 1). For both models, a three-parameter fit
was obtained, /1/lJh /1/1J], and r for the SPRT model
or /1/1J, y, and r for the SSR model. For both models,
an additional parameter representing a different
delay for each response was also estimated, yielding
the four-parameter model. Basically, the parameters
were obtained by estimating the linear regression
parameters in a three- or four-variable equation.
The dependent variables of the regression are the
mean reaction times, that is, four latencies at each
of the three levels of a priori probability.

This method of estimating parameters is not the
most desirable. The problem is that the regression

1 2 3 4 5

BLOCK NUMBER
6

variables rjij are functions of the correct and error
probabilities and hence subject to error. This situa
tion can produce biased estimators (see Kendall &
Stuart, 1960, Vol. 2, chap. 29). We ran a simulation
in which the steps of the random walk came from
two equal-variance gaussian distributions whose
means differed in sign. This satisfies both the SSR
and SPRT models. Using about the same number
of simulations as we ran trials in the experiment,
we used the same procedure for estimating param
eters from the output of the simulations. About 20
to 50 steps occurred in the simulations before a border
was reached. Thus, there was little excess over the
boundary (see Wald, 1947). No bias was evident for
any of the estimates. The boundary values A and B
were estimated to within 5% at worst, and other es
timates were even better. Although we would like to
estimate the parameters in some other way, we know
of no practical alternative.

Since the SPRT model predicts that the mean la
tency for a given response is independent of the stim
ulus, we computed a weighted mean latency for each
response and used that quantity as the dependent
variable of the regression equation.

The independent variables of the linear equation
are the residual latency (r) and two quantities rjij,

weighting the theoretical parameters /1/lJt and /1/1J]
for the SPRT model and /1/1J for the SSR model. The
rjiJ parameters are functions of Pij. (See the Appen
dIX for exact equations for each model.) The fourth
parameter was the response used by the observer,
either +1 for response 1 or -1 for response 2. Twice
this quantity is the presumed difference in latency
needed to execute the different responses.

The values of all the parameters are in a reason
able range. The estimated residual latency is as small
as 146 msec (for Observer C.~.) and as large as 173
msec (for Observer D.S.). For the SPRT models, the
values of /1/lJt and /1/1J] are opposite in sign and
roughly equal in size, as one might expect. The values
of these parameters change appreciably, however,
if four rather than three parameters are estimated.
For example, the value of /1/1J] changes about 50%
for D.S. and C.B. The value of y in the SSR model
reflects the asymmetry in the random walk around
its mean and is near, but not equal to, unity. The
parameters of this model are not greatly altered when
four rather than three parameters are estimated. This
lack of change is consistent with the result that the
differential weight given to one or the other response
is very small, no greater than 6 msec. The SPRT
models suggest that the difference in mean latency
to accomplish the two responses is sizable (2 x 18.8,
or 37 msec) for D.S. We will discuss this topic further
when we present data on the latency of a simple re
action time for each response. Once the regression
estimates are complete, we have a predicted and ob
tained mean latency and can compute the RMS dif-
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Table 1

Observer D.S. Observer C.E. Observer S.V.G.

R S MRT a N MRT a N MRT a N

A Priori Probability = .25
1 1 259 42 1083 229 31 1211 243 49 1099
1 2 232 35 29 210 24 56 223 29 108
2 1 188 21 396 178 25 268 199 28 381
2 2 186 24 4489 183 29 4464 198 29 4412

A = 4.74 B = 1.31 A=4.19 B = 1.70 A = 3.44 B = 1.33

A Priori Probability = .50
1 1 238 47 2648 206 30 2503 211 36 2617
1 2 237 53 114 190 25 155 211 27 267
2 1 209 26 201 193 27 150 210 29 263
2 2 205 35 2837 200 31 2491 214 31 2653

A = 3.18 B = 2.61 A =2.78 B = 2.81 A = 2.30 B =2.30

A Priori Probability = .75
1 1 202 33 4255 189 29 4221 192 26 4214
1 2 199 23 514 179 26 268 202 24 391
2 1 233 34 34 215 31 70 217 42 76
2 2 249 57 894 229 38 1141 238 41 1018

A = 1.00 B = 4.38 A = 1.64 B =3.90 A = 1.26 B =3.71

4 Parameters 3 Parameters 4 Parameters 3 Parameters 4 Parameters 3 Parameters

SPRTModel

6/1l1 20.9 24.6 21.1 23.5 32.0 29.1
6/1l 2 -29.2 -22.0 -27.3 -23.5 -25.3 -27.6
r 163.1 166.6 146.1 147.7 161.1 161.6
response* = 18.8 9.7 -7.1
R2 .97 .88 .97 .94 .99 .96
RMS 9.00 11.66 8.90 9.25 8.1 8.2

SSRModel

6/1l 21.3 21.9 23.4 23.4 23.0 22.8
'Y 1.17 1.17 1.21 1.21 1.18 1.19
r 172.3 170.8 147.8 147.8 172.6 173.0
response 6.0 -0.3 1.5
R 2 .89 .83 .94 .94 .89 .88
RMS 7.7 9.7 4.1 4.1 4.9 5.1

Note-MRTand a given in milliseconds. "Left response, +1; right response, -1.

ference between them. These values are listed in the
table.

For the SPRT model, the weighted average of
right and wrong responses is used as the dependent
variable in the multiple regression equation. The
average mean deviation from this weighted mean
is therefore zero in the regression. In our computa
tion of the RMS error for this model, we have used
each response, whether right or wrong. Our 'mean
error is therefore close but not exactly equal to zero,
and the RMS error is about 10070 higher than what
we could obtain by forcing the mean error to zero.
For the SSR model, this problem does not arise, be
cause all 12 mean latencies are used in the original
multiple regression equation.

We also include the Pearson product moment (R2
)

between the obtained mean latencies and means pre
dicted by the multiple regression equation. Neither
the difference in correlation nor the size of the RMS
error is sufficiently different to discriminate between

the two models. The largest RMS error is about
10 msec, and the standard deviation of a typical la
tency is about 20-40 msec, so the two models predict
the mean latencies with reasonable, and roughly
equal, accuracy.

Response Latency as a Function of
Foreperiod Wait

The use of a random foreperiod means that the
stimulus will be presented at different intervals of
time following the warning signal. One may well
wonder if the different wait intervals affect the re
action-time latency. Note that this analysis is prob
ably somewhat different from many previous studies
of the effect of foreperiod interval. When the inter
val is fixed, or even randomized over a few discrete
values, the subject can occasionally time-estimate
the interval and initiate fast-guess responses, that
is, responses unrelated to the stimuli that are pre
sented on those trials (Oilman, 1966; Snodgrass,



200 GREEN, SMITH, AND von GIERKE

PCFOREPERIOD<TJ
f2I • 18 . 39 . 63 . 86 1. f2I

probability of a foreperiod wait of this amount or
less. Thus, above the I-sec mark, we find that 63070
of the waits should be less than this value. Similarly,
by 3 sec, 95070 of the waits should have expired.

The ordinate is the smoothed, or average, response
latency for that foreperiod interval. A simple cosine
window was used to smooth the data. Since there
are about 10 correct responses for every error, the
smoothing window for the errors was made about
3:::: 10Yz times larger so that the variability of the cor
rect and incorrect latencies would be roughly the
same. Since each subject showed much the same pat
tern for the various a priori probability conditions,
and because each subject was slightly different from
each other, we have presented average data for each
subject. Despite these differences, there are some
similarities. First, each subject has somewhat greater
latencies for the very short foreperiods. If the signal
arrives in the first 100msec, as about 10070 of the sig
nals do, then the response is 5 to 20 msec slower than
if it occurs somewhat later. Once this initial period
is past, the response latency increases very slowly,
about 5 to 10 msec, depending on the subject, until
a wait of 2 to 3 sec has elapsed. By this time, the stim
ulus will have occurred on 75070 to 95070 of the trials.
If a longer wait does occur, the response latency will
be increased by 10 to 20 msec, depending on the sub
ject.

Nickerson's (1967)data for simple reactions shows
a similar trend. In one of his conditions, the mean
wait was 1 sec, as it was in our data. Nickerson di
vided his data according to the duration of the wait.
He used 10waits of equal durations, and 0 to 400 msec
as the first category. For that wait, the reaction time
was somewhat slower (about 10 msec). After the first
400 msec of wait, the reaction time was largely inde
pendent of the wait. About 33070 of the stimuli will
occur in that first wait interval, so that the total ef
fect on the overall mean is about 3070 .

In the data of the present experiment, these non
homogeneous effects are also relatively small. A
change of 20 msec in 200 is only 10070. Furthermore,
of the majority of the trials, encompassing the wait
intervals of 0.1 to 1.5 sec, the change in response la
tency is less than 5070. Since the remaining trials rep
resent only 30070 of the data, and since the change
is at most 10070, the effect on the overall mean is less
than 3070.

What the latency analysis does show is that for
two of the three subjects there does seem to be a con
sistent tendency for the errors to be somewhat faster
than the correct responses. Computing the average
latency over all foreperiod intervals partially ob
scures this difference. The difference depends on
the subject, being largest for C.E., approximately
10msec, and essentially zero for S.Y.G.

A related issue is whether the occurrence of an er
ror is related to the duration of the foreperiod wait.
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1969; Snodgrass, Luce, & Galanter, 1967; Yellott,
1967). Nickerson (1967) and Nickerson and Burnham
(1969) have most thoroughly investigated the truly
random or "nonaging" foreperiod for simple reac
tion times. In the truly random foreperiod, the prob
ability that the stimulus is going to appear in the next
small interval of time is fixed and constant, and in
dependent of the amount of time that has elapsed.

To analyze how the foreperiod interval affects the
latency of response, we sorted the responses into
categories corresponding to the foreperiod wait. The
foreperiod wait, which is exponentially distributed,
was divided into 256 intervals such that an equal
number of stimuli should occur for each wait. We
also separated the correct responses from the error
responses, since the equality of the two response la
tencies is crucial for the SPRT model. Mean response
latency was then computed for each of the 256 wait
intervals; the smoothed, or running, average of these
means is presented in Figure 4.

The abscissa is simply the number of the fore
period wait where time has been transformed so that
an approximately equal number of responses occur
at each time. The actual value of time is shown along
the bottom of the figure. At the top, we indicate the

Figure 4. Mean latency of respoDSe for correct (soUd nne) or
incorrect (dotted Une)as a function of the foreperiod wait. The
Unes represent rnnDing averages computed over several walt in
te"ais. The 256 wait Inte"ais were selectedso that approximately
eqDainumhen of Obse"atioDSfall into each In~". The time in
seconds associated with the Inte"ais Is indicated along the bottom
abscissa. The probability that the foreperlod wait will he equal
or less than that time Is given along the top abscissa. The point
plotted Is based on an avenge over Dine Inte"ais for the correct
responsesand over 31lnte"ais for the incorrect responses.
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. To study this issue, we divided the foreperiod wait
into 16 categories so that if the errors were indepen
dent of wait interval we would expect to find an equal
number of errors in each category. We then could
compute a simple chi-square test, using l/16th of the
total number of errors as the expected number in
each category. The expected chi-square value is 15
and the standard deviation is about 4. The average
chi-square over all observers and conditions is 15.5.
The largest chi-square value is 24, which does not
quite reach the 5010 significance level. Thus, the er
rors seem to occur equally often at all foreperiod
intervals.

FURTHER TESTS OF THE MODELS

The SPRT Model
According to the SPRT model, not only should

the mean latency for a given response be independent
of whether it is right or wrong, but also the entire
distribution of latencies should be the same. The
most straightforward test of the equality of two dis
tributions is the Kolmogorov-Smirnov maximum
deviation test (Bradley, 1968, pp. 296-303). Of the
18 such tests, 2 responses, 3 levels of a priori prob
ability, and 3 observers, 14 were significant at the
1% level and many would be significant at even higher
levels of significance. Thus, we may safely conclude
that the distributions differ. To explore how the two
distributions differed we constructed cumulative dis
tributions of the right and wrong latencies for each
response. Each distribution represented the prob
ability that a response latency occurs before some
time, 1. Thus, we can plot one cumulative distribu
tion against the other as the time, t, is varied in the
manner of an ROC curve. We adopted the conven
tion of plotting the cumulative error distribution
along the ordinate and the cumulative correct dis
tribution along the abscissa. If the distributions are
the same, the cumulative line should fall along the
major diagonal. If one distribution is slower or
faster than the other, the line will deviate from the
major diagonal. Inspection of the curves showed that
most hovered around the diagonal, but that some of
the lines lie consistently above or below the diagonal.
Thus, a simple and sensitive test of whether or not
the distributions are the same is whether the area
under the ROC curve is equal to 0.5. The computed
area is shown in Table 2. As can be seen, the area
fluctuates about the value of 0.5 and the average
value is 0.56, which means that the error distribution
rises somewhat faster than the correct distribution.
The area statistic also has very simple statistical prop
erties. Bamber (1975) has described this kind of
analysis and points out that this area is proportional
to Mann-Whitney's U statistic. For a large number
of observations, the variance of the area is gaussianly
distributed and has a variance equal to

Table 2
Area Under Cumulative Distributions of Incorrect (y)

Versus Correct (x) Latencies

Observer D.S. Observer C.E. Observer S.V.G.

R A z A z A z

A Priori Condition .25
I .72 2.73 .69 3.15 .63 2.82
2 .44 -2.36 .55 1.82 .49 -.24

A Priori Condition .50
I .52 .49 .68 5.49 .48 -.62
2 .43 -1.88 .56 1.57 .55 1.66

A Priori Condition.75
1 .50 -.00 .62 4.04 .38 -5.08
2 .58 .93 .60 1.79 .70 3.71

Note-Mean A =0.56; mean z =1.11; R =response

Variance (area) = Area (1- Area)/N,

where N is the lesser number of latencies in the two
distributions. Thus, for each area value we can com
pute a z score to indicate how many sigma units the
observed area is from 0.5. A value of 1.96 is signif
icant at the 5% leveland 2.60 is significant at the 1%
level. Thus, many values are significant. The average
z score value is 1.11, indicating, as does the average
area, that correct responses are slightly slower than
error responses.

The preceding analysis is a good test to see if two
distributions are different in location. The area sta
tistic can be 0.5, however, and the two distributions
could be different in variance but have exactly the
same mean. The ROC curve for such a case would
be an S-shaped curve that crosses the diagonal twice.
We tested the two distributions with a simple F test
to check the equality of the variance. The majority
of tests were nonsignificant, but three conditions
showed highly significant F ratios. They are: S.V.G.
for response 1 in the 25% and 50% conditions and
D.S. for response 1 in the 75% condition. The sigmas
for these conditions differ by 9 msec or more (see
Table 1). In all three cases, the variance of the cor
rect distribution is larger than the error distribution.
Inspection of the ROC curves for these cases showed
the expected S curve in two cases and a curve that
wandered about the diagonal in the third case. Thus,
it appears that there are genuine differences in the
variances in some cases.

In summary, the prediction of equal distribution
of latencies for correct and incorrect responses can
be rejected with some statistical confidence. The dif
ference arises largely because errors are faster than
correct response, but the size of this departure is not
very great. In some cases, the difference arises be
cause of differences in the variability of the two dis
tributions.
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The SSR Model
A strong prediction of the SSRmodel is that a pro

portional relation should be obtained between the
border parameters A or B and the difference between
the mean correct and mean incorrect responses. This
prediction is easily derived if we subtract AlO from
A9 or All from AI2 (see Appendix). The difference
in mean is a linear function of the parameter A or
B with zero intercept. Figure 5 shows plots of this
relationship for the three observers and for the data,
where we have averaged over the three observers.
Except for Observer C.E., the intercept is far from
zero, and the intercept for the average is also far
from zero. Thus, although the theory can predict
the mean responses with some accuracy, this cor
respondence appears to be fortuitous.
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Figure 5. A test of the ODear prediCdOD of the SSR model that
the meaD differeDce ID lateDcy for correct aDd IDcorrect respOIUe
Is simply proporUoaal to the boUDdaryvalue assoclated with that
respolUe, either A or B. Three observen are showDwith two polDts
for each a priori cODdidoD. We have also averaged the data over
observen to compare with previous tests of this predicUOD. The
iDtercept, "b1ch should be zero, Is Dot, except perhaps for Ob
serverC.E.

Autocorrelation of Latencies
As stated previously, Laming has advanced the

hypothesis that failure of the SPRT model may arise
because the observer samples before any signal is
presented. Since these presamples are unrelated to
the correct alternative, they lead to asymmetries in
the correct and incorrect responses. Laming has also
shown that choice reaction-time data shows sizable
autocorrelations, which could arise from drifts, over
time, in the amount of presampling. We analyzed
the present data to determine if such autocorrelations
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Figure 6. The correladoD of the lateDcy OD the preseDt trial with
the lateDCY T trials past. The dotted ODe represeDts the average
of Lam!Dg'S (1979b, Figure I) results. The three ebservers iD this
experimeDt are coded ID the foUowlDg maDDer: D.S., circles; C.E.,
triaDpes; S.V.G., squares.

were apparent. Figure 6 shows a graph of the data.
The autocorrelations were computed for each a priori
condition separately, and the correlations averaged.
None of our observers displayed much of an auto
correlation, even for a lag of one trial. Observer D.S.
has no correlation that exceeds ±O.OI for any lag
or any a priori condition. The other two observers
show trends similar to that measured by Laming,
but the magnitude of the effect is much smaller. Al
though we cannot be certain about the causes of the
different results, likely candidates are the difference
in practice between our observers and his, and/or
the difference in modality, and/or the fact that we
used a random foreperiod and a heavy penalty for
anticipation. The latter should particularly discour
age presampling.

We do not believe that the difference lies in the
different procedures used to compute the autocorre
lation values. In our computation, we simply took
the raw latencies, delayed them by the appropriate
amount, and computed a standard correlation co
efficient. In the appendix to Laming's (1979b) ar
ticle, is an explanation of an involved computation
to estimate the correlation coefficients for various
lags. That method, on inspection, is identical, except
for round-off error, to our simple, direct estimates.
The point Laming is trying to make is that direct es
timates can be contaminated by other factors that
will reduce or mask the coefficients estimated by the
direct approach. The argument for this position and
formula for estimating the autocorrelation coeffi
cients can be found in Laming (1968).

The effects of masking, or screening, as it is some
times called, by some third variable is a well-known
topic in regression analysis. Hays (1963, p. 575) and
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Kendall and Stuart (1960, p. 331) give the following
formula for the case of three variables:

R12.3 = [(1- r131) (1- r1 / )] v,·

Since the denominator is positive, the increase in
the correlation will occur only if r13 and r1 3 are op
posite in sign. Suppose they are equal and opposite
in sign; then some algebra shows that

R -r
r1/=r131= 12.3 12

I-RI2.3

Thus, for example, if the direct correlation r11 is
0.05 and the partial R12.3 is 0.15, then the correla
tion with some other factor must be as large as 0.34.
Furthermore, this correlation with some third factor
must be positive for one lag and negative for the
other, a most unusual circumstance. One would need
to find a variable showing considerably more influ
ence than any found so far in order to use masking
as a means of explaining the discrepancy between
our estimates of the autocorrelation function and his
estimates.

Laming Error Analysis
Another characteristic of choice reaction behavior

observed by Laming is the decrease in the probability
of an error following an error on the previous trial.
Such a result is intuitively reasonable-one has just
made an error and should be more cautious. Accord
ing to Laming's theory, such behavior is consistent
with a sharp decrease in the amount of presampling
following an error trial. For example, the proportion
of errors dropped from about 6070 to 1% in one ex
periment and from 3% to essentially zero in two
other experiments on the trials following an error
(Laming, I979b).

In the data obtained in this experiment, however,
the error proportion changed very little. The ratio of
the error proportion following an error to that fol
lowing a correct response was 1.21 for D.S., 1.26 for
C.E., and 0.84 for S.Y.G. In Laming's data, this
ratio was at 0.18 or smaller. Thus, the performance
following an error was quite different in the two ex
periments.

We also computed a z score for the difference in
percentage of errors followinga correct and incorrect
response. The average of these z scores for the three
a priori conditions and the three observers was 0.34.
Three of the z scores exceeded2.0, and thus is "sta
tistically significant," but two of the three were in
the direction of an increase in the error percentage
following an error trial.

Given the relatively few number of trials used in
Laming's experiment, it does not seem surprising

that the observer tends to be cautious following an
error and to make relatively fewer errors on the sub
sequent trial. One might also expect that the decrease
in error proportion should be accompanied by a
slightly longer latency, as Laming observed. The
change is about 70 msec in his data. In our data, the
observers are more practiced and have participated
in the experiment for a much longer period of time.
Errors do occur, about I in every 10 or 20 responses,
but they do not seem to change the observer's be
havior on the next trial. The nonhomogeneity in our
data is consistent with a general waxing and waning
of performance. Periods of better or worse perfor
mance, extending over several trials, will tend to
make errors come in bunches rather than be evenly
distributed throughout the trials. But even this ten
dency is slight. The change in latency of responses
following a correct or incorrect response was also
small. There was an overall tendency to go more
slowly following an error, but the change in the av
erage latency of any response, correct or incorrect, was
only 5 msec when averaged over all conditions and
observers.

These differences between Laming's results and
ours suggests that either presampling has been elim
inated in our experiment or that the pattern of pre
sampling has been altered. Our exponential forepe
riod would discourage presampling because such
behavior would necessarily lead to occasional antic
ipations that were heavily penalized. Of course, nine
anticipations did occur in the entire experiment, so
some presampling may have occurred. The effects
observed by Laming can be explained by systematic
changes in presamplings as a result of the outcomes
on a given trial. Such systematic changes clearly have
been altered or eliminated in our experiment.

Simple Reaction-Time Latency
Both of the models assume a residual component

(labeled r in Table 1) that is a random variable and
independent of a decision process. In effect, this pa
rameter introduces an additional random delay be
tween the response and the time taken to decide be
tween the two stimulus alternatives. One should note
that any delay, as long as it is independent of the
choice process, may contribute to this residual. A
peripheral sensory delay in processing the signals,
a decoding delay, or, most certainly, a motor com
ponent involved in executing the response could be
part of this residual delay.

Furthermore, in the four-parameter estimation
procedure, both models, but particularly the SPRT
model, suggested that the delay associated with one
response was considerably greater than that asso
ciated with the other response. This difference could
arise if there were a greater delay in processing one
of the two signal frequencies or if one response could
be executed more quickly than the other.



204 GREEN, SMITH, AND von GIERKE

To investigate these matters more fully, we con
ducted some simple reaction-time tests with our ob
servers. The experimental situation was exactly the
same as that used in the choice reaction experiment,
except that, by setting the probability of one of the
signals to one and the other to zero for a number of
trials, we eliminated any uncertainty about which
signal would be presented. Thus, in any session only
one signal occurred and the observers used only one
response. They tried to respond as fast as possible,
in order to maximize the number of points. The point
schedule was the same as that used in the choice re
action experiment, including the penalty for antici
pation.

They were instructed to execute the response in
the same fashion as they did in the choice experi
ment. Two of the observers, C.E. and S.V.G., used
the index fingers of each hand for the left and right
responses. Observer D.S. used the index and middle
fingers of his right hand for the left and right re
sponses. About 300 reactions were obtained for each
of the two responses. No anticipations were recorded
for Observer C.E., one was recorded for Observer
D.S., and six were recorded for Observer S.V.G.,
three errors for each of the two possible responses.

Table 3 presents the mean and standard deviation
for each stimulus-response pair. The next column of
the table expresses the mean of the two responses
and next to it the differences in mean reaction time
for the two responses. First, note that the responses
are relatively fast for a 70-dB SPL or SL signal. Sec
ond, note that there are practically no differences
between the mean latencies of the two responses.
Thus, either there are no large asymmetries in the
audibility of either tone, or, if there are, this asym
metry is exactly counterbalanced by an opposite
asymmetry in the time to execute the different re
sponses. Because such fortuitous canceling seems
unlikely, we conclude that the residual latencies are
nearly equal.

When separate residuals are estimated for each re
sponse, both the SPRT and the SSR models estimate
considerably more difference betweenthe two response
latencies than is evident in the simple reaction-time
data. This is especially evident for the SPRT model.
The best predictor of the mean of the simple reaction
time is the estimated residual value for the three
parameter SPRT model, that is, when the model is
forced to predict the same residual delay for the two
responses. The three-parameter SSR model's predic
tions are nearly as good, but the average error is
about 9 msec for the SSR model and only about
3 msec for the SPRT model.

The agreement between the simple reaction-time
mean and the parameter estimated from the choice
data is particularly remarkable, because similar at
tempts by previous investigators have produced quite
different results. Laming (l979c) and Swensson (1972)
have made similar calculations and found discrep
ancies of 50 to 100 msec. The reasons for these dis
crepancies are not apparent, although the methods
used to estimate the residual latency, r, are not ex
actly the same. Swensson uses a linear equation ex
pressing the observed latency as a residual, r, plus
a term representing the accuracy of the choice. He
argues that as the accuracy goes to zero, the speed
of the response must be maximum, hence the value r.
The linear estimates produce r values in the 280- to
31O-msec range, whereas the fastest observed re
sponses, with essentially chance accuracy, are about
200 msec. Laming notes that an equation true of
both SSR and SPRT models is as follows:

and

M.2 =P22B - PI2A,

where M.
I

is the mean latency of a response to stim-

Response 1

Table 3
Results (in Milliseconds) of Simple Reaction Time Experiment

Response 2 Estimated Residual

Observer Mean a Mean a Average Difference Model Rl R2 Difference

D.S. 166 23 167 17 166 -1 SPRT (4) 181 144 +37
SSR (4) 178 166 +12

SPRT (3) 167
SSR (3) 171

C.E. 148 15 143 14 146 +5 SPRT (4) 156 136 +19
SSR (4) 148 147 +1

SPRT (3) 148
SSR (3) 148

S.Y.G. 158 14 157 15 157 +1 SPRT (4) 154 168 -14
SSR (4) 174 171 +3

SPRT (3) 162
SSR (3) 173

Note-Number ofparameters given in parentheses.
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ulus i, whether right or wrong, Pij is the probability
of response i given stimulus j, ana A and B are the
border values (see Appendix). Laming adds an inter
cept value r to each equation and estimates it by linear
regression. The estimated intercept is at least 50 msec
greater than the observed value.

Using exactly this procedure on the present data
produces the following values of r: D.S., 170 msec
(Rl= .74); C.E., 150 msec (Rl= .91); and S.V.G.,
158 msec (R1 = .94). These values are slightly differ
ent from the parameters estimated from the linear
equation given in the Appendix, but their discrep
ancy from the measured simple reaction time is no
greater than 5 msec. We are perplexed by the dis
crepancies found in the previous studies.

Before concluding our discussion of results, we
will consider these data in terms of a mixture, rather
than a random-walk, model. This general class of
models is called "fast-guess models."

Fast-Response Model
Consider an observer who wishes to increase the

speed of a response at the expense of accuracy. A
simple way to do this is to select one response and
initiate it as soon as the signal is presented, indepen
dent of which signal occurs. Such a speeded response
is, in effect, a simple reaction time and can be accom
plished somewhat faster than a response in which the
observer waits to attempt to identify the correct stim
ulus alternative. OIlman (1966) has called these re
sponses fast guesses. Obviously, on average, only
half of these fast responses are correct; hence, this
strategy can be pursued only infrequently, if the er
ror rate is to be held at a low level. Typical error rates
in this, and in other, choice reaction-time experi
ments are in the range of 5070 to 10070. If we assume
that the speeded response is responsible for about
half these errors, the effect is to reduce the latencies
on error trials by about half of the difference in la
tency between choice and fast-guess responses. The
effect on the latency of correct responses is slight,
since the speeded response represents only 2.5% to
5% of all the correct responses, and would affect
the mean latency by only a few milliseconds. What
ever the exact amounts, correct responses will have
latencies slower than incorrect responses even if this
speeded response occurs very infrequently.

The experimenter is in an awkward situation vis
a-vis this strategy. One can increase the penalty im
posed for an incorrect response, since this should
lessen the probability of a fast guess's occurring. But
a reduction of the number of errors makes an esti
mate of the exact error probabilities more difficult.
Estimates of the error probabilities are critical be
cause they determine the boundaries of the random
walk, the values A and B. These values, in turn, ap
pear in all the estimation equations. Thus, the experi-

menter can reduce errors with larger penalties, but
only at the expense of prolonging the experiment.
This problem becomes further confounded when one
averages over observers, since one or two observers
may contribute the bulk of the errors, via speeded
responses.

To evaluate the applicability of such a fast-guess
model to our experiment, we compare the data of
this experiment to the standard predictions made by
these models. OIlman (1966) has derived the follow
ing equations:

P(1 11)L(1 11)+ P(2 I2)L(2 I2)

= k1[P(111) +P(212) -1] + C (1)

P(112)L(112) + P(21 I)L(21 1)

= k1[P(111) + P(212) -1] + C, (2)

where P(i Ij) is the probability and L(i Ij) is the la
tency of the [th response given the jth stimulus, k, and
k1 are constants, and C is the mean latency of the fast
guess. Figure 7 shows these kinds of plots for the
three observers used in this experiment. The regres
sion lines are also shown in the figure. The ones with
positive slope are for the "correct" responses, Equa
tion 1, and are based on considerably more data than
the lines of negative slope which represent "incor
rect" responses, Equation 2. Despite the very re
stricted range of the independent variable, the corre
lation coefficients are reasonably high, the lowest
being 0.96.

The intercepts of the two equations are, according
to Equations 1 and 2, estimates of the mean fast
guess latencies. They are very roughly equal, except
for C.E. Also plotted on the graph is the mean la
tency measured in the simple reaction-time experi
ment, the solid point at the extreme left side. In all
cases, it is appreciably less than the mean estimated
for a fast-guess latency. Just why this should be is
something of a puzzle. Our simple reaction-time
procedure is practically a simulation of the way in
which a fast guess should occur. Perhaps intermixing
choice and fast-guess reactions leads to somewhat
slower fast guesses.

Another way to evaluate fast-guess models is to
subtract Equation 2 from Equation 1, obtaining the
following equation, first suggested by Yellott (1967):

P(lll)LOll) + P(212)L(212) - POI2)L(112) - P(21 1)L(211)

POI 1)+P(2 I2)-P(2 I I)-PO 12) =~.,

where lAs is the mean of a true choice response. As
Yellott points out, this is independent of C, the mean
latency of a fast guess, which may change from con
dition to condition.
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reaction time and the simple reaction time. Thus, the
true choice estimates should represent upper bounds
on the observed means, neglecting sampling error.
For all of our observers, the latency for a correct re
sponse to the less frequent stimulus, in conditions
in which the two signals occur with unequal prob
abilities, exceeds the estimated true choice reaction.
For D.S., the observed values are 259 and 249 msec,
for C.E., they are 229 and 229 msec, and for S.V.G.,
243 and 238 msec. The observed values are, on av
erage, 26 msee faster than the estimated upper bound.
Since these means are based on more than a thousand
reactions, it seems clear that the parameters estimated
from the fast-guess model are unrealistic and not
accurate reflections of the observer's behavior.

Summary and Conclusions
Extensive data from a choice reaction-time experi

ment with three levels of a priori probability for the
different stimulus alternatives have been obtained.
Despite extensive previous practice, improvement
in the mean reaction time was evident after the first
3,600 trials of this experiment. The mean latencies
for a given response, whether correct or incorrect,
are nearly equal. Two random-walk models, the se
quential probability ratio test (SPRT) of Wald and
Stone and the symmetric sampling representation
(SSR) of Link and Heath, were compared with the
data. Both models, using either three or four free
parameters, could fit the mean data with an RMS
error of about 1/30th of the mean value. Estimated
parameter values were within reasonable ranges for

Flpre 8. Tbe data from tbe present experiment analyzed In
aceordance witb YeUott's equation for tbe fast-pess model. Tbe
relatioDSblp sbould be Onearwitb zero intercept. Tbe slope of the
Onerepresents tbe mean latency of a stlmul~ontroUed response.
The values of tbe estimated parameters are dlscused In tbe text.
Tbe tbree obseners In tbls experiment are coded in tbe following
manner: D.S., circles; C.E., triangles; S.V.G., squares.
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Flpre 7. Tbe data for tile tbree eonditioDS .....yzed In 1ICC0r
dance witb oUman's equation for abe f.t-pess model. Tbe er
dinate Is tbe welgbted latency of eorrect (or Incorrect) respoases
plotted alalast abe sum of abe probabDItles of beinl correct (or
ineorrect) mlnu 1. Accordial to tbe tbeory, abe relation sbould
be linear and tbe intercept sbould be abe latency of a fast pellS.
The soOdpoint plotted at abe zero abldssa yalue Is tbe measured
latency of a dmple reaction time.

Figure 8 shows this type of plot for our data. Again,
considering the restricted range, the correlation for
the individual observers is impressive. The three cor
relations are .999, .972, and .982. A linear fit to the
data yields slopes of 210 msec (D.S.), 189 msec
(S.V.G.), and 157 msec (C.E.), but the intercepts
are not zero. The intercepts are + 19 msec (D.S.),
+39 msec (S.V.G.), and +82 msec (C.E.), but again,
because of the amount of extrapolation, these values
should not be taken too seriously. Forcing the inter
cept to zero and evaluating the best-fitting slope pa
rameter, which should be an estimate of the mean
latency for a true choice response yields 223 msec
(D.S.), 217 msec (S.V.G.), and 207 msec (C.E.).
These values are happily in the same narrow range
and 60± 3 msec longer than the measured means of
the simple reaction times for the same observers.

The problem with these estimates is that the ob
servedlatencies should be a mixture of this true choice
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both models. When three rather than four param
eters were used (omitting a differential residual la
tency for each response), the basic parameters of the
SSR model remained nearly the same, whereas the
parameters of the SPRT model showed considerable
change.

For a given response, the mean difference between
correct and incorrect responses was nearly a linear
function of the boundary value, either A or B, as the
SSR model would predict. The intercept was not
zero, however, as that theory also predicts. Little
autocorrelation was evident in the data, a result dif
ferent from that found by Laming. We believe our
random foreperiod and heavy penalty for anticipa
tion effectively stops presampling.

The fast-guess models predicted certain linear re
lations that were supported by very high correlation
coefficients, despite the restricted range of the inde
pendent variable. The estimates of the mean latency
for a fast guess were not the same for each of the
linear relations and both estimates were larger than
the mean latency for a simple reaction time. For all
three observers, the residual latency estimated by the
three-parameter SPRT model was almost exactly
equal to the mean of the simple reaction time. The
estimate, according to Yellott's equations, of the
mean true choice reaction was nearly 60 msec slower
than the mean simple reaction time for all observers.

The fact that the simple reaction times were nearly
the same for each response and that good fits were
obtained for the three-parameter models, which ig
nore asymmetry between the responses, leads us to
believethat the four-parameter models are inaccurate
and misleading. The most serious fault of the SPRT
model is that statistically one can reject the hypothe
sis that error and correct distributions of latency for
a given response are equal. The nonzero intercept
for the linear prediction of the SSR model (mean
correct minus incorrect latency vs. A or B, Figure 5)
is its most serious fault.

The fact that the SPRT model provides reasonable
predictions of this data, and very poor predictions
of some previous data, is either because more prac
tice was given to our observers and individual data
were analyzed or because there was a random fore
period between the start of a trial and the onset of
the signal, with a very heavy penalty for responses
occurring before the signal was presented, or because
the modality of the warning and reaction signal in
fluences choice reaction-time behavior in ways we
have, hitherto, not appreciated. Further experiments
are underway to explorethe nature of this discrepancy.
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APPENDIX

The following are the equations used in the regression
equation to estimate the theoretical quantities. The nota
tion is Prs' where r is the response and s the stimulus. Sim
ilarly, Mu refers to the mean latency of the first response
given the second stimulus was presented.

For the SPRT model, there is a residual latency r and
two theoretical parameters MIJ.' and M1J.3' where A is a
sample step per unit time and IJ.I and 1J.3 are the means of
the stimulus alternative.

A A
Mll = M u = r + - '111 + - '1u, (AI)

IJ.I 1J.3
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where

1)11 = fA - B P1
1) e

B
•

\' P Il ell- e- A

1)11 = fA - B Pll) e-B ,
\' P I1 e-B-eA

(Al)

(A3)

(A4)

(AIO)

(All)

(AI2)

1)11 = fB - A PIl) e-
A

,
~ P11 eIl-e-A

IB-A~ eA •
~ P;;; e- 8 - eA

A=ln~Pl1

(AS)

(A6)

(A7)

where

Pn
1)A = PIl+Pn-l

[AP" - B(I- PU)]. (AB)

P"
11a= P,,+P11-1

[BPn - A(l- Pu)], (AI4)

(AS)

For the SSR model. we follow Noreen (Note 2) and use
the following equations:

P"A=ln-p •
11

P11
B = In-p .

11

(A9)

For the four-parameter model. we added a fourth param
eter response. which was weighted +1 when the first re
sponse occurredand -1 when the second response occurred.
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