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A dog was kept in the stables, and yet, though someone
had been in and had fetched out a horse, he had not barked
enough to arouse the two lads in the loft. Obviously the
midnight visitor was someone whom the dog knew well.

Sherlock Holmes discovered the criminal in one of his
celebrated cases (Silver Blaze) thanks to his paying atten-
tion to the absence of an event: The dog had not barked.
This event’s nonoccurrence provided the famous fictional
detective with relevant and important information. Al-
though countless events are not occurring when something
else is occurring, making it more economical to deploy our
cognitive resources to process the events that do occur,
there are occasions when event absences can be very sig-
nificant. If two close friends arrive separately at a party, if
our plane does not take off after we have already stopped
on the runway, or if a normally happy person does not

show us her infectious smile, then we are prompted to
give extra thought to these episodes. An absent event can
in fact be very informative. The nonoccurrence of an
event, like its occurrence, can be of very real psycholog-
ical significance (Hearst, 1991).

Nevertheless, a vast number of events are not occurring
at any given moment. It might be intuitively surmised that
the absence of an event will be salient only when the event
is expected. In an experimental situation, if two stimuli,
Cue A and Cue X, are always presented together, and
Cue A later occurs, then it is reasonable also to expect the
occurrence of Cue X. More formally expressed, when two
cues are conjointly presented, an associative link may be
established between their central representations. Once
this linkage has been formed, the representation of one
cue can be activated not only by the presentation of that
cue by itself, but also by associative links it has forged
with other cues. When Cue A is presented alone, the rep-
resentation of Cue X will be activated by means of this as-
sociative link; because its representation is now activated,
the absent cue becomes salient.

Learning and conditioning theories have not tradition-
ally paid much attention to how organisms learn about
absent events nor even to whether organisms are sensi-
tive to the nonoccurrence of events except, of course, in
the case of the nonoccurrence of expected reinforcers
(e.g., Amsel, 1967). However, the modification of re-
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It is said that “absence makes the heart grow fonder.” But, when and why does an absent event be-
come salient to the heart or to the brain? An absent event may become salient when its nonoccurrence
is surprising. Van Hamme and Wasserman (1994) found that a nonpresented but expected stimulus can
actually change its associative status—and in the opposite direction from a presented stimulus. Asso-
ciative models like that of Rescorla and Wagner (1972) focus only on presented cues; so, they cannot
explain this result. However, absent cues can be permitted to change their value by assigning different
learning parameters to present and absent cues. Van Hamme and Wasserman revised the Rescorla–
Wagner model so that the α parameter is positive for present cues, but negative for absent cues; now,
changes in the associative strength of absent cues move in the opposite direction as presented ones.
This revised Rescorla–Wagner model can thus explain such otherwise vexing empirical findings as
backward blocking, recovery from overshadowing, and backward conditioned inhibition. Moreover,
the revised model predicts new effects. For example, explicit information about the absence of non-
presented cues should increase their salience (that is, their negative α value should be larger), leading
to stronger associative changes than when no explicit mention is made of cue absence. Support for this
prediction is detailed in a new causal judgment experiment in which participants rated the effective-
ness of different foods’ triggering a patient’s allergic reaction. Overall, these and other findings en-
courage us to view human causal learning from an associative perspective.
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sponding to a cue—even when this cue is absent—was
actually observed in some of the earliest animal condi-
tioning experiments. Sensory preconditioning is one ex-
ample. After presenting a bell and a light together several
times, Brogden (1939) found that, when the bell alone
was later paired with shock, the light, although it was
never paired with shock, also elicited a conditioned re-
sponse; that is, the bell–shock pairings led animals to
change their responding to an absent cue, the light.

More recent evidence in the animal literature concern-
ing the possibility of learning about absent cues comes
from Holland’s studies of mediated conditioning. In Hol-
land’s (1981) experiments, a tone was paired with food.
The tone was later paired with a LiCl injection. When the
food was presented again, it had become aversive (see
also Ward-Robinson & Hall, 1996). According to Hol-
land, during tone–LiCl pairings, the tone activates a rep-
resentation of food, which becomes associated with the
illness produced by LiCl. The food becomes aversive
through this mediated association and its consumption
correspondingly decreases. The tone–LiCl pairings evi-
dently prompted the animals to revalue their response to
the absent stimulus—food.

Despite these earlier animal studies, it was primarily
when associative theories were applied to how humans
learn causal relationships that event nonoccurrence be-
came a major challenge for these accounts. How did this
story unfold?

Tasks as different as Pavlovian and instrumental con-
ditioning and human causality judgment seem to require
organisms to combine information from multiple sources
in order to acquire new behavior. Several researchers
have noted that the same factors seem to affect behavior
in both paradigms: Both were sensitive to temporal con-
tiguity (Shanks & Dickinson, 1991; Shanks, Pearson, &
Dickinson, 1989; Wasserman & Neunaber, 1986), to the
contingency between events (e.g., Chatlosh, Neunaber, &
Wasserman, 1985; Dickinson, Shanks, & Evenden, 1984;
Shanks & Dickinson, 1987; Shanks & Dickinson, 1991;
Shanks, López, Darby, & Dickinson, 1996; Wasserman,
Elek, Chatlosh, & Baker, 1993), and to cue competition;
that is, learning depends not only on the relationship be-
tween the cue and the outcome, but also on the relation-
ship of other cues with the outcome (e.g., Arcediano,
Matute, & Miller, 1997; Chapman, 1991; Chapman & Rob-
bins, 1990; De Houwer, Beckers, & Glautier, 2002; Dick-
inson et al., 1984; Shanks, 1985).

These empirical parallels encouraged the possibility
that the same underlying learning mechanisms might
also be operative in studies of associative learning in an-
imals and causal judgment in humans (Allan, 1993; Alloy
& Tabachnik, 1984; Dickinson et al., 1984; Gluck &
Bower, 1988; Shanks & Dickinson, 1987; Wasserman,
1990b; Young, 1995). Indeed, some authors interpreted
conditioning in animals as involving causal perception
(i.e., Dickinson, 1980; Killeen, 1981; Mackintosh, 1977).
Other authors, such as Kaufman and Bolles (1981), sug-
gested that animals learn about both contiguity and causal-

ity, but their responses reflect their knowledge of causal re-
lationships. If one assumes that, during a conditioning pro-
cedure, even animals acquire information about the causal
structure of their environment, then the correspondence
between animal conditioning and human causality learn-
ing might not be at all far-fetched.

One of the most representative and influential cases of
the application of a conditioning model to explain human
causal learning is the Rescorla and Wagner (1972) model
(hereafter RW), which was not originally intended to ex-
plain learning about absent cues, but to explain the fail-
ure of learning about present cues. RW can explain, for
example, why when a compound of two cues is paired
with an outcome (AX�) after one of the cues has previ-
ously been paired with the same outcome (A�), a very
weak response to Cue X is observed, although Cue X
was directly paired with the outcome. This is the well-
known blocking effect found by Kamin (1968) with rats,
and subsequently reported with human beings as well
(e.g., Arcediano et al., 1997; Chapman, 1991; Chapman &
Robbins, 1990; De Houwer et al., 2002; Dickinson et al.,
1984; Shanks, 1985). The RW model explains the blocking
effect as the result of a failure of Cue X to acquire asso-
ciative strength. According to the RW model, changes in
the associative strength of Cue X should proceed accord-
ing to the following learning rule:

ΔVX � αβ (λ � ΣVi)

so that the change in the associative strength of a Cue X
on a particular trial (ΔVX) is proportional to the differ-
ence between the outcome that actually occurs (λ) and
the outcome that is predicted by the sum of all present
cues (ΣVi), weighted by the learning parameters α and β,
corresponding to the salience of the cue and the out-
come, respectively. When there is no discrepancy be-
tween what it is predicted and what actually occurs, there
is no disparity in the associative strength of the corre-
sponding cue and, therefore, there is no learning. Ac-
cording to RW, in a blocking experiment, at the end of
the first phase, the organism has already learned that
Cue A perfectly predicts the occurrence of the outcome;
that is, the error term (λ � ΣVi ) is equal to 0. When, in
the second phase, Cue X is presented along with Cue A,
because the occurrence of the outcome is already fully
predicted, nothing is learned about Cue X. Thus, RW
predicts the blocking effect because changes in the asso-
ciative strength of Cue X depend on the associative sta-
tus of other cues presented along with it.

In the last decade, several human studies have consis-
tently found weaker responding to Cue X even when AX�

trials precede A� trials, relative to a condition when the
AX� trials precede A� trials—a so-called retrospective
revaluation effect (Chapman, 1991; De Houwer et al.,
2002; Dickinson & Burke, 1996; Wasserman & Berglan,
1998; Williams, Sagness, & McPhee, 1994). This retro-
spective revaluation effect poses a considerable problem
for RW. According to RW, when AX� pairings are first
given, the outcome is not predicted by either cue, A or X;
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so, participants should learn the A–outcome and X–
outcome associations and respond strongly to Cue X in
testing. A� trials after AX� trials should not influence re-
sponding to Cue X, because Cue X is not presented dur-
ing those trials; but, they do. Retrospective revaluation
studies indicate that the later pairing of Cue A with the out-
come after AX� pairings leads to weakened responding to
Cue X in testing. Thus retrospective revaluation is a par-
ticular problem for RW because this model only allows for
changes in the associative value of presented cues—absent
cues should not change their associative value.

But, if the premises of the RW model are reconsid-
ered, then the problem can be solved. Van Hamme and
Wasserman (1994) observed that the RW model explic-
itly considers the occurrence and nonoccurrence of the
outcome in two different ways: (1) by adjusting the as-
ymptotic level of associative strength that is supportable
from λ to 0 (presence vs. absence of the outcome) and
(2) by applying different learning-rate parameters on tri-
als with the outcome (β1) and without the outcome (β2).
However, the RW model does not explicitly consider both
the occurrence and nonoccurrence of the antecedent
event, the cue. Only a cue that is actually presented is as-
signed a learning-rate parameter (α); a nonpresented cue
is not entered into any associative process and therefore
is assigned a zero value.

Van Hamme and Wasserman (1994) suggested that, just
as in the case of presented and nonpresented outcomes (the
terms β1 and β2, respectively), one can assign different
learning-rate parameters with nonzero values to presented
and nonpresented cues (the terms α1 and α2, respectively).
As we will see, this theoretical maneuver allows the RW
model to explain many otherwise problematic findings.

Updating the Strength of Both Present
and Absent Cues: Van Hamme and
Wasserman (1994)

Until recently, researchers had not seriously considered
the possibility that people who are engaged in evaluating
a causal relationship might not only change their ratings
of the cues that are presented on an informational trial, but
they might also change their ratings of cues that are not
presented. Nevertheless, it seems reasonable to believe
that, if the presented cue were to gain strength in light of
evidence, then nonpresented cues might immediately and
correspondingly lose strength; conversely, if the presented
cue were to lose strength in light of evidence, then non-
presented cues might immediately and correspondingly
gain strength.

In fact, work on contingency learning has shown that
participants’ judgments reflect the use of information
about both the occurrence and the nonoccurrence of both
the cue and the outcome. Specifically, when participants
are provided with: (a) the frequency of occurrence of
both a cue and an outcome together, (b) the frequency of
occurrence of the cue without the outcome, (c) the fre-
quency of occurrence of the outcome when the cue is ab-
sent, and (d) the frequency of nonoccurrence of both the

cue and the outcome, participants’ utilization of this in-
formation has generally been found to reflect the follow-
ing biased weighting of the four types of information: a �
b � c � d (Anderson & Sheu, 1995; Kao & Wasserman,
1993; Levin, Wasserman, & Kao, 1993; Mandel &
Lehman, 1998; Wasserman, Dorner, & Kao, 1990).

The key purpose of the Van Hamme and Wasserman
(1994) project was to see whether participants would up-
date on every trial the associative value of not only the
present cues but also the absent cues. During the exper-
imental task (Wasserman, 1990a), participants rated the
plausibility of three different foods’ (e.g., shrimp, straw-
berries, and peanuts) being the source of a hypothetical
patient’s allergic reaction (0 � definitely not; 4 � possi-
bly; 8 � definitely the cause of the reaction). On any
given trial, two of three different foods (A, B, or X) were
given as possible causes of the allergic reaction, as shown
in Table 1. Both AX and BX trials were randomly pre-
sented, half of which were paired with the occurrence of
the allergic reaction and half with the nonoccurrence of
the allergic reaction. The precise compound cue–outcome
pairings differed in each of three experimental condi-
tions. In Condition 1.00, each AX trial was paired with
the occurrence of the allergic reaction and each BX trial
was paired with the nonoccurrence of the allergic reac-
tion; the score of 1.00 represents the difference in the
probability of the allergic reaction given AX (1.00) minus
the probability of the allergic reaction given BX (0.00). In
Condition 0.50, AX was assigned a probability of the al-
lergic reaction of 0.75 and BX was assigned a probability
of the allergic reaction of 0.25, a difference of 0.50. And,
in Condition 0.00, AX was assigned a probability of the
allergic reaction of 0.50 and BX was assigned a probabil-
ity of the allergic reaction of 0.50, a difference of 0.00.

This experimental design was inspired by the classical
and instrumental conditioning work developed by Wagner,
Logan, Haberlandt, and Price (1968) and later extended by
Wasserman (1974), who showed that, although Cue X had
been paired with reinforcement equally often in these ex-
perimental conditions, rats’, rabbits’, and pigeons’ condi-
tioned responding to Cue X systematically decreased as
the differential predictiveness of AX and BX increased.
Presumably, as the A and B cues came to better signal the
occurrence and nonoccurrence of reinforcement, Cue X
more poorly competed with A and B for the control of con-
ditioned responding.

Indeed, in this human judgment experiment, we found
that participants’ final ratings of the causal efficacy of

Table 1
Van Hamme and Wasserman’s (1994) Experimental Design

Condition 1.00 Condition 0.50 Condition 0.00
Outcome Outcome Outcome

AX 8 Yes 0 No 6 Yes 2 No 4 Yes 4 No
BX 0 Yes 8 No 2 Yes 6 No 4 Yes 4 No

Note—AX and BX are compounds of two cues that were paired with
the occurrence (Yes) or nonoccurrence (No) of the outcome.
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common Cue X systematically fell as the AX�BX dif-
ference increased from 0.00 to 0.50 to 1.00. Although
the actual relation of Cue X to the allergic reaction did
not change across the three conditions, the causal ratings
of Cue X decreased as Cue A became a more reliable
cause of the occurrence of the allergic reaction and
Cue B became a more reliable predictor of its nonoccur-
rence. This parallel between humans’ causal ratings and
animals’ conditioned responses was certainly important
and it greatly increased our confidence that similar psy-
chological processes may be at work in these two very
different situations. But, the central interest in this ex-
periment was to see whether participants lawfully changed
their ratings of both the presented and nonpresented cues.
In order to do so, we had participants rate all three foods
(A, B, and X) on every trial, meaning that one of the two
distinctive cues (either A or B) was not presented. We then
compared participants’ ratings on trial n � 1 and on trial n
to determine the momentary impact of outcome occur-
rence and nonoccurrence on causal ratings.

The results for the distinctive A and B cues were clear.
When a cue was given on trial n � 1, reinforcement on
that trial increased ratings of that stimulus on trial n by
a mean of 1.23; when a cue was given on trial n � 1, non-
reinforcement on that trial decreased ratings of that stim-
ulus on trial n by a mean of 0.57. These results were
completely unproblematic and were expected by asso-
ciative learning models like that of Rescorla and Wagner
(1972). However, when a cue was not given on trial n �
1, reinforcement on that trial decreased ratings of that
stimulus on trial n by a mean of 0.86; when a cue was not
given on trial n � 1, nonreinforcement on that trial in-
creased ratings of that cue on trial n by a mean of 0.22.
These results confirmed our hypothesis that nonpre-
sented cues are reevaluated in a way that contrasts with
the changes in ratings of presented cues. As well, the
changes in ratings for presented cues were of greater ab-
solute value than those for nonpresented cues: 1.23 ver-
sus 0.86 and 0.57 versus 0.22. Because associative learn-
ing models like RW focus only on the signaling cues that
are actually presented, these results were quite problem-
atic and required serious theoretical consideration.

Revised Rescorla–Wagner Model: Van Hamme
and Wasserman (1994)

One way to deal with this empirical embarrassment is
to reconsider the premises of associative learning theory
and to modify it in light of the evidence. As explained
above, the RW model does not explicitly consider both
the occurrence and nonoccurrence of a signaling cue.
Only a signaling cue that is actually presented is as-
signed a learning-rate parameter (α); a nonpresented sig-
naling cue is not entered into any associative equations,
presumably because nonpresented stimuli have no psy-
chological significance. But, what if nonpresented stim-
uli do have psychological significance? We suggested
that, just as in the case of presented and nonpresented re-
inforcing stimuli (the terms β1 and β2, respectively), one
could assign different learning-rate parameters with non-

zero values to presented and nonpresented signaling cues
(the terms α1 and α2, respectively). This theoretical ma-
neuver not only introduces symmetry into the treatment of
cues and outcomes, but it also allows the RW model to em-
brace the very results on causal judgment change scores
that at first had appeared to be so embarrassing.

In order to see how the revised RW model accom-
plishes this theoretical feat, consider both the original
and the revised models. As shown in Table 2, there are
only two equations in the original model, corresponding
to cases in which a cue is given and the outcome follows
and to cases in which a cue is given and the outcome
does not follow. The revised model adds two equations,
corresponding to cases in which a signaling stimulus is
not presented and the reinforcing stimulus is, and to
cases in which neither the signaling stimulus nor the re-
inforcing stimulus is presented. If the α2 parameter is 0,
then the revised model reduces to the original model;
however, if the α2 parameter takes on a negative value,
then changes in the associative strength of nonpresented
stimuli will move in the opposite direction as changes in
the associative strength of presented stimuli. If the ab-
solute value of α2 is less than that of α1—amounting to
the plausible assumption that presented stimuli are more
salient than are nonpresented stimuli—then, after rein-
forcement, presented stimuli will increase in strength
and nonpresented stimuli will decrease in strength, but to
a smaller degree. Oppositely, after nonreinforcement,
presented stimuli will decrease in strength and nonpre-
sented stimuli will increase in strength, again to a smaller
degree. The data from the Van Hamme and Wasserman
(1994) experiment perfectly correspond to these predic-
tions. What else can the revised model do?

Trial-by-Trial Backward Blocking and
Backward Conditioned Inhibition: Wasserman,
Kao, Van Hamme, Katagiri, and Young (1996)

We suspected that the revised model might be able to
explain at least two other empirical findings that have
challenged the original model: backward blocking and
backward conditioned inhibition. Each of these effects
entails the apparent retrospective revaluation of a cue,
something that is unpredicted by the original model.

In backward blocking, a first phase of training in-
volves AX being followed by the outcome. Then, a sec-

Table 2
Original and Revised Rescorla–Wagner Models

Original Rescorla–Wagner Model
Cue present–outcome present (cell A): ΔVX � α1β1(λ � ΣVi)
Cue present–outcome absent (cell B): ΔVX � α1β2(0 � ΣVi)

Revised Rescorla–Wagner Model
Cue present–outcome present (cell A): ΔVX � α1β1(λ � ΣVi)
Cue present–outcome absent (cell B): ΔVX � α1β2(0 � ΣVi)
Cue absent-outcome present (cell C): ΔVX � α2β1(λ � ΣVi)
Cue absent–outcome absent (cell D): ΔVX � α2β2(0 � ΣVi)

Note—α1 � learning rate parameter for Cue X present, α2 � learning-
rate parameter for Cue X absent, β1 � learning-rate parameter for out-
come present, and β2 � learning-rate parameter for outcome absent.
Vis are summed only for the cues that are present on a given trial.
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ond phase of training is given involving Cue A alone,
also followed by the outcome. If causal ratings of Cue X
are lower at the end of Phase 2 than at the end of Phase 1,
then backward blocking can be said to have occurred.
But, this effect cannot be predicted by the original model;
associative strength to Cue X cannot change during
Phase 2 because it is not given. The revised model does
predict backward blocking, because A� trials are trials in
which the representation of Cue X will be activated; be-
cause Cue X is absent, these trials will effectively reduce
associative strength to Cue X.

In backward conditioned inhibition, a first phase of
training involves AX followed by no outcome. Then, a
second phase of training is given involving Cue A alone
now followed by the outcome. If causal ratings of Cue X
are lower at the end of Phase 2 than at the end of Phase 1,
then backward conditioned inhibition can be said to have
occurred. This effect cannot be predicted by the original
model either; associative strength to Cue X cannot change
during Phase 2 because it is not given. The revised model
does predict backward conditioned inhibition, again be-
cause A� trials are trials in which the representation of
Cue X will be activated; because Cue X is absent, these
trials will effectively reduce associative strength to Cue X.

Chapman (1991) had previously reported both back-
ward blocking and backward conditioned inhibition in a
stock market prediction task. Wasserman et al. (1996)
sought to both extend the generality of Chapman’s results
to a different judgment task and to document changes in
participants’ ratings on a trial-by-trial basis. We therefore
examined both forward and backward blocking as well as
both forward and backward conditioned inhibition within
a clinical setting. We also provided participants with in-
formation from all four cells of the contingency table in
each type of problem. In order to allow trial-by-trial rat-
ings of all relevant stimuli on every trial, after each piece
of information, participants were asked to rate the effect
of each of three foods on a person’s allergic reaction
from �100 (makes very unlikely) to 0 (doesn’t affect the
likelihood) to �100 (makes very likely) the allergic re-
action. Only one or two of these foods were actually
given on each trial, again allowing us to see whether both
presented and nonpresented cues would be affected by
the presentation or nonpresentation of outcomes.

Ratings at the end of Phase 1 and Phase 2 of training
showed that both forward blocking and forward condi-
tioned inhibition had occurred. Ratings of Cue X were
lower after A�/AX� training (21.76) than after AX� train-
ing only (68.54), indicating forward blocking; ratings of
Cue X were lower after A�/AX� training (�33.98) than
after AX� training only (1.93), indicating forward condi-
tioned inhibition. These results are consistent with the
original RW model. More interestingly, both backward
blocking and backward conditioned inhibition were also
obtained. Ratings of Cue X were lower after AX�/A�

training (15.09) than after AX� training only (68.54), in-
dicating backward blocking; ratings of X were lower after
AX�/A� training (�27.22) than after AX� training only

(1.93), indicating backward conditioned inhibition. These
results are not predicted by the original RW model, but
they are predicted by the revised model.

Also noteworthy are the trial-by-trial ratings in the back-
ward blocking and backward conditioned inhibition con-
ditions. Figure 1 shows participants’ ratings of Cue X dur-
ing the whole set of trials in both the backward blocking
and backward conditioned inhibition conditions along with
the ratings that were predicted by the original and revised
RW models. The values chosen for the predictions of the
revised RW model were based on independent research by
Kao (1993): α1, α2, β1, and β2 were 0.70, �0.40, 0.50, and
0.40, respectively. In the backward blocking condition, the
original RW model predicts that ratings of Cue X should
increase during Phase 1, but remain constant throughout
the second phase, because it is not presented during that

Figure 1. Trial-by-trial ratings of participants in the backward
blocking and backward conditioned inhibition conditions of Van
Hamme and Wasserman (1994) along with those predicted by
Rescorla and Wagner’s model and by the revision of their model
by Van Hamme and Wasserman.
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period; however, participants’ ratings of Cue X progres-
sively decreased during Phase 2, as predicted by the re-
vised model. In the backward conditioned inhibition, the
original RW model predicts that ratings of Cue X should
also remain constant throughout the second phase, in
which this cue is not presented; however, participants’ rat-
ings of Cue X progressively decreased during Phase 2,
again confirming the prediction of the revised model.

The Role of Within-Compound Associations:
Wasserman and Berglan (1998)

As we have just seen, human research participants at-
tend to and evaluate both present and absent cues. But, on
any given trial, very few events are actually presented,
whereas countless other events are not. To which nonpre-
sented cues do participants attend? It is reasonable to sug-
gest that participants attend only to those cues whose mem-
ories or representations are active on a particular trial. Van
Hamme and Wasserman (1994) suggested how those rep-
resentations might be activated. First, people can be given
instructions to consider particular cues, even though they
may not have been presented on a given trial. Second, con-
textual or discrete cues that had been presented along with
the target cues can also trigger representations of those
now-absent cues. So, when two cues are paired, a within-
compound association will be formed between them,
which will then allow the presentation of one of the cues to
activate the representation of the other cue.

Dickinson and Burke (1996) explored the possibility
that, for retrospective revaluation to occur, participants
must form within-compound associations. It should be
noted that the formation of a within-compound associa-
tion is necessary to explain backward blocking (where
AW� trials precede A� trials) or recovery from over-
shadowing (where CY� trials precede C� trials), but it is
not required to explain forward blocking (where A� tri-
als precede AW� trials) or superconditioning (where C�

trials precede CY� trials) (for further discussion of this
issue, see Aitken, Larkin, & Dickinson, 2001; Larkin,
Aitken, & Dickinson, 1998; Melchers, Lachnit, & Shanks,
2004). Dickinson and Burke found that retrospective re-
valuation occurred when it was possible for participants to
form within-compound associations, but not when it was
impossible for them to do so.

Unfortunately, the retrospective revaluation effect that
Dickinson and Burke (1996) reported could have in-
volved not only backward blocking but also recovery
from overshadowing. When two compound cues are first
presented, both followed by the outcome (e.g., AW�,
CY�) and then in a second training phase only one cue
of each compound is presented—one followed by the
outcome (e.g., A�), but not the other (e.g., C�)—lower
ratings of Cue W than Cue Y could be due to a decre-
ment in the strength of Cue W (backward blocking), to
an increment in the strength of Cue Y (recovery from
overshadowing), or to the sum of both effects. In addi-
tion, Dickinson and Burke did not independently assess
participants’ learning and memory of the putative within-

compound associations. These two design shortcomings
prompted us to conduct our next study.

First, we aimed to clarify the nature of the retrospective
revaluation that was reported by Dickinson and Burke
(1996). We hoped to see whether backward blocking, re-
covery from overshadowing, or both effects were involved
in their reported results. As shown in Table 3, a control
condition, BX, was included, without training of any of
the cues in the compound during Phase 2, so that the
causal ratings of Cue X could serve as a baseline for other
critical comparisons. If ratings of Cue W were lower than
ratings of Cue X at the end of Phase 2, then this result
would define backward blocking. If ratings of Cue Y were
higher than ratings of Cue X at the end of Phase 2, then
this result would define recovery from overshadowing.
Cues D and Z were included in order to force participants
to discriminate among the compound stimuli in Phase 1.

To independently assess the formation and retention
of within-compound associations after the experimental
task had been learned, at the end of the experiment, we
asked participants to report which cues had been pre-
sented with one another during the first phase of train-
ing. We hypothesized that those participants who had
learned and remembered the compounds would show
backward blocking and recovery from overshadowing,
whereas those participants who had not learned and re-
membered the compounds would not show these retro-
spective revaluation effects.

As predicted by the revised RW model, both backward
blocking and recovery from overshadowing occurred.
Final ratings of Cue W were lower than final ratings of
Cue X (4.75 and 5.63, respectively)—backward blocking.
In addition, final ratings of Cue Y were higher than final
ratings of Cue X (6.81 and 5.63, respectively)—recovery
from overshadowing. Because final ratings were ordered
W � X � Y, it is likely that both backward blocking and
recovery from overshadowing contributed to Dickinson
and Burke’s (1996) reported results.

Furthermore, those participants who correctly identi-
fied the stimulus compounds reliably exhibited the W �
X � Y pattern of results (W � 4.42, X � 5.63, and Y �
6.92); but, those participants who did not correctly iden-
tify the stimulus compounds did not respond differen-
tially to the target cues (W � 6.00, X � 5.60, and Y �

Table 3
Wasserman and Berglan’s (1998) Experimental Design

Training

Phase 1 Phase 2 Test

AW� A�
W

BX� –
X

CY� C�
Y

DZ� D�

Note—A, B, and C refer to the competing cues and W, X, and Y refer
to the target cues; D and Z are the filler cues. The � denotes reinforce-
ment, the � denotes nonreinforcement, and the – indicates that none of
the individual cues in the compound BX was presented in that training
phase.
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6.40). These data thus are consistent with the notion that
within-compound associations mediate the retrospective
revaluation of causal judgments. More recently, the stud-
ies of Aitken et al. (2001) and Melchers et al. (2004)
have further demonstrated that the formation and preser-
vation of within-compound associations between the
cues that were presented in compound are necessary for
retrospective revaluation effects to occur.

In summary, the revised RW model correctly predicts
trial-by-trial changes in the strength of nonpresented
cues in the form of backward blocking, backward condi-
tioned inhibition, and recovery from overshadowing.
The revised RW model also correctly predicts the partic-
ipation of within-compound associations in the retro-
spective revaluation effects. In the present study, we
delved more deeply into the RW model.

The Present Experiment
As we have just seen, recent research suggests that ab-

sent cues are behaviorally relevant when they are expected
to occur due to within-compound association with other
cues that are actually presented. Presented cues activate
the representations of nonpresented cues with which they
have formed within-compound associations, allowing the
nonpresented cues to be involved in the learning process.

In human studies, one might more strongly activate the
representations of absent cues through verbal instruc-
tions, as Van Hamme and Wasserman (1994) suggested.
In the present experiment, we hypothesized that explicit in-
formation about the absence of nonpresented cues would
increase their salience, leading to stronger retrospective
revaluation effects than when no explicit mention is made
about the absence of nonpresented cues. This prediction
emerges directly from the revised RW model. Increased
salience of absent cues translates into a larger negative α
value; therefore, increases or decreases in the associative
value of absent cues should also be larger, yielding stronger
retrospective revaluation effects.

Using the same design as in the prior study, in the
present experiment, we tried to modify the salience of
absent cues through instructions: we explicitly told par-
ticipants which of the cues were or were not presented on
a particular trial. Tassoni (1995) had earlier used this
strategy, but he was not interested in documenting retro-
spective revaluation effects, only in showing that the
quantity of information provided by giving notice about
the absence of a cue is greater than is the quantity of in-
formation arising from the mere nonoccurrence of a cue.
Our clear expectation was that providing explicit informa-
tion about absent cues would produce stronger retrospec-
tive revaluation effects.

METHOD

Participants
A total of 91 students at the University of Iowa received course

credit for their voluntary participation. Random assignment re-
sulted in 48 participants in the uninformed group and 43 in the in-
formed group.

Materials
The experiment was programmed using PsyScope Version 1.0.2

(Cohen, MacWhinney, Flatt, & Provost, 1993) on four iMac comput-
ers. Eight different foods (yogurt, mushrooms, carrots, grapes, wal-
nuts, noodles, oranges, and chicken) served as cues. As in Wasserman
and Berglan (1998), the cues were counterbalanced following a between-
participants Latin square design, which ensured that every food was
equally often assigned to each cue role and that each competing cue
was equally often paired with each target cue. The cues were written
in black type at the top of the screen. During training, the uninformed
group observed the names of one or two foods on each trial: the two
foods of each pair in Phase 1 and one food of each pair in Phase 2.
The informed group observed the names of both foods of each pair
in both Phases 1 and 2: Below the name of each food, the word yes
or no was written, indicating whether or not the particular food had
been eaten by the hypothetical patient. We reasoned that telling par-
ticipants that a particular food had not been eaten (Group Informed)
would make such information more prominent than when a partic-
ular food simply did not appear (Group Uninformed). In each
group, the outcomes were Allergic Reaction on reinforced trials and
No Allergic Reaction on nonreinforced trials.

Procedure
From 1 to 4 participants were studied concurrently on each of 4

identically configured computer workstations. All the procedures, in-
structions, and questionnaires were the same as in Wasserman and
Berglan (1998). Each participant sat in front of a workstation and was
instructed to fill in the first paper-and-pencil questionnaire, in which
they were asked to provide an initial evaluation of the probability that
each of the foods could cause an allergic reaction in an ordinary in-
dividual. This first rating, as well as the subsequent ones, was made
on a scale of 1 to 9. Then, participants were introduced to a sce-
nario in which they played the role of an allergist trying to discover
which foods would or would not cause an allergic reaction in a spe-
cific individual, Mr. X (see Appendix for instructions). In order to
perform that task, participants had to study different daily allergy
tests in which Mr. X had or had not suffered an allergic reaction
after eating certain foods. The individual food or compound of
foods appeared at the top of the screen, and after 3 sec, participants
were required to predict whether Mr. X would develop an allergic
reaction. Once the participants pressed “1” to indicate yes or “3” to
indicate no, the actual outcome appeared below. After 3 sec, partic-
ipants could proceed to the next trial.

In the first training phase, participants observed four compounds
that were presented 30 times each. Compounds AW, BX, and CY
were always paired with the allergic reaction; Compound DZ was
never paired with the allergic reaction. The 120 trials in Phase 1
were presented in a block-randomized order; each compound cue
was seen six times every 24 trials. After the first training phase,
participants again had to evaluate the eight foods, except that they
were now asked to use all of the information that they had received
to evaluate the likelihood of each food causing an allergic reaction
in Mr. X. Participants had no access to their initial ratings.

During the second training phase, Cue A was always paired with
the allergic reaction; Cues C and D were never paired with the aller-
gic reaction. In this second phase, each of the cues in isolation was
presented to the uninformed group. The informed group, however,
observed the competing cues along with the target cues that had been
presented in compound with them during Phase 1. Below each of the
foods, the words yes or no appeared, indicating whether or not the pa-
tient had eaten it; that is, indicating its presence or absence on any
given trial. For example, the two foods corresponding to the com-
pound AW had been presented during Phase 1. Now, during Phase 2,
the names of both foods were shown to the informed group; the word
yes appeared below Cue A, indicating that Cue A had been presented
on that trial and the word no appeared below Cue W indicating that
the Cue W had been absent on that trial. Each of the three types of
trials was presented 30 times in a block-randomized order for a total
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of 90 trials in the second training phase; each type of trial was seen
six times every 18 trials. Phase 2 was followed by a third rating pe-
riod that was identical to the second.

Once participants had completed the third rating period, they were
given a postexperimental questionnaire in which they were presented
with 16 pairs of foods; their task was to circle the four two-food com-
pounds that had actually been presented during the experiment.

Preanalysis of the Data
To avoid the influence of possible preexperimental biases to the

foods, which might produce a ceiling effect prior to the experi-
mental learning stages, we eliminated from the analysis data from
participants who gave extremely high initial ratings (a rating equal
to or greater than 7 to any of the cues in Rating Period 1). With this
criterion, the data from 2 participants in each group were elimi-
nated. We also eliminated the data from 4 participants who invalidly
or incompletely marked their questionnaires: 3 participants in the
informed group and 1 participant in the uninformed group. In total,
the data from 8 participants were eliminated from the analysis. An
alpha level of .05 was adopted for all tests of statistical significance.
When multiple comparisons were performed, Bonferroni correc-
tion was used to set the alpha level.

RESULTS

Causal ratings of all eight cues in each of the three rat-
ing periods are provided in Table 4. In both groups, ini-
tial ratings, prior to any experimental training, were low
and similar for all cues. After Phase 1 training, the ratings
of reinforced cues increased, while the ratings of nonre-
inforced cues remained low in both groups, confirming
that training proceeded smoothly. More interesting re-
sults came after the crucial Phase 2 training. Table 4 and
Figure 2 display the final ratings of Target Cues W, X,

and Y. Participants rated the target cues differently al-
though all three had been associated with the same rein-
forcement schedule throughout the experiment. More-
over, the differences among the target cues were larger in
the informed group than in the uninformed group.

A 2 (group: informed vs. uninformed) � 3 (rating pe-
riod: 1 vs. 2 vs. 3) � 3 (cue: W vs. X vs. Y) analysis of vari-
ance (ANOVA) revealed a significant main effect of rating
period [F(2,162) � 279.45, MSe � 4.73], simply showing
that ratings of the target cues, low at the beginning of the
experiment, increased due to the reinforcement of the cues,
as expected. There was also a significant main effect of cue
[F(2,162) � 15.70, MSe � 3.56] and a significant rating
period � cue interaction [F(4,324) � 25.52, MSe � 2.07],
showing that ratings of the target cues changed differently
during the different rating periods. A significant Group �
Rating Period interaction [F(2,162) � 10.86, MSe � 4.73]
and a significant group � rating period � cue interaction
[F(4,324) � 4.73, MSe � 2.07] were also found, indicat-
ing that changes among the target cues in the three rating
periods differed in the informed and uninformed groups.

In the uninformed group, simple effects analyses con-
firmed that significant differences existed among the
cues in Rating Period 3 [F(2,162) � 7.04, MSe � 4.45],
but not in Rating Period 1 [F(2,162) � 1] or 2 [F(2,162) �
1]. Figure 2 shows that the final causal ratings of the three
cues in Group Uninformed were in the expected order:
W � X � Y. Planned comparisons revealed that ratings of
Cue W were lower than ratings of Cue Y [F(1,81) �
11.27, MSe � 5.54], replicating the typically reported ret-
rospective revaluation effect. The significant difference
between ratings of Cue W and Cue X [F(1,81) � 5.94,
MSe � 3.29] indicated that backward blocking is involved
in this effect. The difference between ratings of Cue Y
and Cue X, which would indicate recovery from over-
shadowing, was in the expected direction, but it fell just
short of statistical significance in this analysis [F(1,81) �
2.66, MSe � 4.53, p � .10].

In the informed group, with explicit information about
the absence of cues during Phase 2, simple effects analy-
ses also confirmed that significant differences existed
among the cues in Rating Period 3 [F(2,162) � 31.91,
MSe � 4.46], but not in Rating Period 1 [F(2,162) � 1]
or 2 [F(2,162) � 1.28, MSe � 1.84]. Figure 2 shows that
the final causal ratings of the three cues in Group In-
formed were also in the expected order: W � X � Y.
Planned comparisons revealed that ratings of Cue W
were lower than ratings of Cue Y [F(1,81) � 51.27,
MSe � 5.54], replicating the retrospective revaluation ef-
fect in this group. The difference between ratings of
Cue W and Cue X was significant [F(1,81) � 18.98,
MSe � 3.29], documenting backward blocking. Also sig-
nificant was the difference between ratings of Cue Y and
Cue X [F(1,81) � 17.65, MSe � 4.53], documenting re-
covery from overshadowing.

Moreover, as shown in Figure 2, these effects seemed
to be even stronger in the informed group than in the un-
informed group. To further analyze the difference in the

Table 4
Mean Ratings for All Cues in Each Rating Period in Group

Uninformed and Group Informed

Rating Rating Rating
Period 1 Period 2 Period 3

Cue M SE M SE M SE

Group Uninformed
A 2.20 .20 6.84 .29 8.77 .17
W 2.31 .21 6.82 .31 5.31 .34
B 2.46 .19 6.77 .29 5.95 .29
X 2.48 .22 6.55 .33 6.24 .29
C 2.35 .20 6.95 .30 1.08 .04
Y 2.53 .21 6.84 .32 6.97 .33
D 2.91 .27 1.35 .15 1.08 .05
Z 2.37 .17 1.95 .31 2.31 .35

Group Informed

A 2.23 .23 6.60 .37 8.52 .29
W 2.26 .22 7.36 .25 2.89 .38
B 2.21 .22 7.13 .29 5.02 .33
X 2.36 .20 6.86 .33 4.71 .38
C 2.31 .21 7.21 .31 2.10 .36
Y 2.42 .23 7.10 .30 6.76 .45
D 2.39 .24 1.31 .18 1.84 .35
Z 2.18 .24 1.05 .03 1.89 .37

Note—Cues W, X, and Y, in boldface, are target cues; Cues A, B, and
C are their associated competing cues; Cues D and Z are filler cues.
Rating Period 1 provided initial ratings prior to training. Rating Period 2
followed Phase 1 training (AW�, BX�, CY�, DZ�). Rating Period 3
followed Phase 2 training (A�, C�, D�).
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magnitude of retrospective revaluation effects, we cal-
culated difference scores among all three target cues: a
backward blocking score, by subtracting the mean rating
for Cue W from the mean rating for Cue X (1.82 and
0.93, for Groups Informed and Uninformed, respec-
tively), and a recovery from overshadowing score, by
subtracting the mean rating for Cue Y from the mean rat-
ing for Cue X (2.05 and 0.73, for Groups Informed and
Uninformed, respectively). A 2 (group: informed vs. un-
informed) � 2 (difference score: backward blocking vs.
recovery from overshadowing) ANOVA yielded a main
effect of group [F(1,81) � 9.00, MSe � 5.54], showing
that the difference scores were significantly higher in
Group Informed than in Group Uninformed. No inter-
action was found. Planned comparisons revealed that the
difference between groups in the backward blocking
score and in the recovery from overshadowing score, al-
though numerically larger in Group Informed than in
Group Uninformed, fell short of statistical significance
[F(1,81) � 2.43, MSe � 6.59, p � .12, and F(1,81) �
3.95, MSe � 9.07, p � .05, for the backward blocking
score and for the recovery from overshadowing score, re-
spectively]. Therefore, explicit information about absent
cues effectively increased the magnitude of the overall
retrospective revaluation effect, but not to the degree
necessary to allow us to observe a reliable difference in
each of its two components: backward blocking and re-
covery from overshadowing.

In addition, we considered the results of the postex-
perimental questionnaire, which allowed us to determine
which participants remembered the four compound cues
that had been presented during the experiment. Eight
participants in the informed group and 15 participants in
the uninformed group did not correctly identify the four
compounds. Group Uninformed performed less accu-

rately (67% correct) than Group Informed (80% correct),
which is reasonable given that participants in Group In-
formed had been explicitly informed about the two cues
of the compound stimuli during Phase 2 (those cues pres-
ent, indicated with yes, or those cues absent, indicated
with no), whereas participants in Group Uninformed had
only been explicitly informed about the presented cues.
Because the enhanced retrospective revaluation effect in
the informed group might be due not only to enhanced
salience of the absent cues but also to enhanced memory
of the within-compound associations, we further ana-
lyzed the final ratings of the target cues, segregating the
data of participants who had correctly identified the four
compounds from the data of participants who had not.
These reformatted data are displayed in Figure 3.

A 2 (condition: informed vs. uninformed) � 2 (com-
pound memory: incorrect vs. correct) � 3 (cue: W vs. X
vs. Y) ANOVA confirmed reliable differences among the
ratings of Cues W, X, and Y by participants who correctly
identified the compounds in the informed and uninformed
conditions, but yielded no differences for participants who
failed to correctly identify the compounds. There was a
significant main effect of condition [F(1,79) � 16.25,
MSe � 7.07], a significant main effect of compound
memory [F(1,79) � 6.95, MSe � 7.07], and a significant
main effect of cue [F(2,158) � 17.65, MSe � 4.30]. No-
tably, there was also a significant compound memory �
cue interaction [F(2,158) � 4.64, MSe � 4.30], showing
that cue ratings were different in participants who cor-
rectly identified the compounds and in participants who
did not correctly identify the compounds. Planned com-
parisons confirmed that participants who remembered
the compounds in the informed condition showed both
backward blocking [F(1,79) � 23.30, MSe � 3.20] and
recovery from overshadowing [F(1,79) � 16.51, MSe �

Figure 2. Mean final ratings of Target Cues W, X, and Y in the present ex-
periment for all participants in the uninformed and informed groups. Error
bars indicate the standard errors of the means.
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4.52]. Participants who remembered the compounds in
the uninformed condition again showed backward block-
ing [F(1,79) � 5.65, MSe � 3.20]; recovery from over-
shadowing, which had not reached significance in the
previous analysis, was now significant [F(1,79) � 4.25,
MSe � 4.52].

Especially interesting was the fact that participants who
did not correctly identify the compounds did not show any
of the retrospective revaluation effects. There was no sig-
nificant difference between ratings of Cue W and Cue X,
in either the informed condition [F(1,79) � 0.07, MSe �
3.20] or in the uninformed condition [F(1,79) � 0.84,
MSe � 3.20]. Nor was there a significant difference be-
tween ratings of Cue Y and Cue X in the informed condi-
tion [F(1,79) � 1.66, MSe � 4.52] or in the uninformed
condition [F(1,79) � 0.01, MSe � 4.52]. There was not
even a significant difference between ratings of Cue W
and Cue Y [F(1,79) � 2.03, MSe � 5.18, in the informed
condition, and F(1,79) � 0.41, MSe � 5.18, in the unin-
formed condition]. These results are consistent with the no-
tion that the formation and retention of within-compound
associations in this task is necessary to produce retro-
spective revaluation effects (see also Aitken et al., 2001;
Dickinson & Burke, 1996; Melchers et al., 2004; Wasser-
man & Berglan, 1998; but see Matute & Pineño, 1998a,
1998b, and Escobar, Pineño, & Matute, 2002).

We also analyzed the difference in the magnitude of
the retrospective revaluation effects, now without the
participants who did not remember the compounds. We
again calculated the difference scores among all three of
the target cues to yield a backward blocking score (2.23
and 1.10, for the informed and uninformed conditions,
respectively) and a recovery from overshadowing score

(2.23 and 1.13, for the informed and uninformed condi-
tions, respectively). A 2 (condition: informed vs. unin-
formed) � 2 (difference score: backward blocking vs.
recovery from overshadowing) ANOVA yielded a main
effect of condition [F(1,58) � 6.44, MSe � 5.80], show-
ing that the difference scores were significantly higher in
the informed condition than in the uninformed condi-
tion. No interaction was found. Planned comparisons re-
vealed that the difference for the backward blocking score
and the recovery from overshadowing score, as before, al-
though numerically larger in the informed than in the un-
informed condition, fell short of statistical significance
[F(1,58) � 3.13, MSe � 19.26, p � .08, and F(1,58) �
2.61, MSe � 18.15, p � .11, for the backward blocking
score and for the recovery from overshadowing score, re-
spectively]. Most important was the fact that the enhanced
overall retrospective revaluation effect in the informed
condition compared with the uninformed condition per-
sisted, despite the removal from both conditions of par-
ticipants who had not correctly identified the compounds
(Figure 3). Thus, differential memory alone cannot ac-
count for the difference in the magnitude of the overall ret-
rospective revaluation effect in the informed and unin-
formed groups.

Finally, we should comment on the time course of par-
ticipants’ causal ratings. If we compare ratings after
Phase 1 training to final ratings (Table 4), we see that in
both groups, causal ratings of Cue W decreased from the
end of Phase 1 to the end of Phase 2, consistent with back-
ward blocking.

Ratings of Control Cue X—which should maintain a
similar value from the second to the final rating because
neither it nor its associated Cue B were presented in

Figure 3. Mean final ratings of Target Cues W, X, and Y in the present experiment for par-
ticipants in the uninformed and informed conditions separated according to whether or not
they correctly identified all four compounds presented during training. Error bars indicate
the standard errors of the means.
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Phase 2—did so in Group Uninformed, but they decreased
in Group Informed. It might be that the 90 trials of Phase 2,
without Cue X (or Cue B), is responsible for this decre-
ment. Although this decrement did not occur in the pres-
ent uninformed group, it did occur in Wasserman and
Berglan (1998), which also involved an uninformed group.
Another explanation might be that training of other cues
(Cue A in our case) with the same outcome as previously
trained cues (Cue X in our case) can produce an interfer-
ence effect that results in a decrement in the value of a cue
even when neither that cue nor any associated cue is further
trained (see Matute & Pineño, 1998a, 1998b, for an ex-
tended explanation of this effect).

Causal ratings of Cue Y did not seem to increase from
the end of Phase 1 to the end of Phase 2 in any of the
groups; such a rise would be expected from recovery
from overshadowing. Nonetheless, it should be noted that
when the data from participants who did not remember
the compounds were excluded, ratings of Cue Y rose
from 6.76 in the second rating period to 7.26 in the final
rating period in Group Informed, and from 7.10 in the
second rating period to 7.60 in the final rating period in
Group Uninformed; changes in Cue W and Cue X main-
tained the same pattern with or without the participants
who did not remember the compounds. It could also be
that, because Cue Y is already rated quite highly after
Phase 1 training, a ceiling effect occurred that allowed
only a weak increment in causal ratings for this cue.

DISCUSSION

Our present success in obtaining backward blocking
and recovery from overshadowing, both with and with-
out explicit information about absent cues, joins other ex-
perimental research showing increments and decrements
in the strength of absent cues when other cues are pre-
sented. Most of the earlier retrospective revaluation stud-
ies lacked a control condition that would allow experi-
menters to determine whether the observed behavioral
differences were due to backward blocking, to recovery
from overshadowing, or to both effects (Chapman, 1991;
Chapman & Robbins, 1990; Dickinson & Burke, 1996;
Williams et al., 1994). Wasserman and Berglan (1998)
showed, using a control condition without training in
Phase 2, that both effects were involved in retrospective
revaluation. Our uninformed group followed Wasserman
and Bergman’s design and it yielded the same results.
Furthermore, both backward blocking and recovery from
overshadowing occurred, with even greater magnitude, in
the informed group. Processing an event as “absent” can
thus be enhanced by explicitly noting its absence; evi-
dently explicit information about the absence of an event
is even greater than is information arising from the mere
nonoccurrence of an event.

Still, some recent studies have found that recovery
from overshadowing can be a more robust retrospective
revaluation effect than is backward blocking. Larkin
et al. (1998), using the same control condition without

training in Phase 2, obtained recovery from overshad-
owing but not backward blocking (see also Lovibond,
Been, Mitchell, Bouton, & Frohardt, 2003). Although
the revised RW model predicts both backward blocking
and recovery from overshadowing, other theoretical ac-
counts predict only recovery from overshadowing; they
predict that backward blocking should be weak, nonex-
istent, or intertwined with other effects.

According to Wagner’s (1981) SOP model, stimuli are
represented as nodes consisting of several elements. The
elements in a node can be in an inactive state (I) or in
one of two possible activation states: a primary activation
state (A1) or a secondary activation state (A2). The ele-
ments of the representation of a particular Cue X change
from being inactive to the maximal activation level, the
A1 state, only when the cue is presented; thereafter, they
decay into the secondary activation state, A2; and, finally,
they again become inactive. The elements of the repre-
sentation of a cue can also change from the inactive state
to the A2 state when another cue is presented that had
previously been paired with Cue X. When the elements of
a representation of Cue X are in A1, it can enter into as-
sociations with other active representations. An excita-
tory association between representations will be formed
when the elements of both representations are in the A1
state; on the contrary, an inhibitory association will be
formed when the elements of a representation are in A1
and the elements of another representation are in A2.

Dickinson and Burke (1996) extended Wagner’s SOP
model to allow the development of an excitatory associ-
ation from a representation in A1 or A2 to another con-
current representation in the same activation state; on the
other hand, an inhibitory association should be formed
when two concurrent representations are in different
states (see also Aitken & Dickinson, 2005). Thus, after
training of Compound CY� in Phase 1, presentation in
Phase 2 of Cue C� should activate the representations of
both Cue Y and reinforcement in A2; since both repre-
sentations are in A2, an excitatory association between
them should be strengthened, leading to an increment in
responding to Cue Y in testing. By contrast, after AW�

training, when Cue A� is presented alone in Phase 2, it
should activate both Cue W and reinforcement in A2.
Because reinforcement is also present, some elements of
its representation will also be in A1. Cue W will be in-
volved in two learning processes: one excitatory, a con-
sequence of Cue W’s activation in A2 and the activation
in A2 of representative elements of the reinforcer, and
another inhibitory, a consequence of Cue W’s activation
in A2 and the activation in A1 of representative elements
of the reinforcer. So, backward blocking should be a
weak effect that may or may not occur, depending on
which of these two processes is stronger.

Other researchers, who propose that retrospective reval-
uation is the result of statistical and inferential processes,
also doubt that backward blocking is a genuine effect. For
example, according to Cheng (1997), in order to evaluate
the causal efficiency of a cue, participants have to deter-
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mine to what extent the cue influences the probability of
the occurrence of the outcome. In the case of backward
blocking, Cue W is presented along with Cue A predict-
ing the outcome, and then Cue A alone is established as a
cause of the outcome. Because during this training the
outcome is always present, it is not possible to know
whether Cue W alone could have the capacity of increas-
ing the probability of occurrence of the outcome; this
“ceiling effect” would preclude any conclusion about the
causal status of Cue W. In other words, in the case of
backward blocking, if Cue A is a cause, then Cue W
could still be a cause; people simply cannot rationally
make this decision. The low ratings that participants may
give to Cue W may reflect their uncertainty about its
causal status instead of their certainty about Cue W
being noncausal.

The case of recovery from overshadowing is different.
When Cue Y is presented along with Cue C predicting the
outcome and then participants are informed that Cue C
alone does not cause the outcome, participants can logi-
cally infer that Cue Y has to be the cause of the outcome.
In this case, there is no uncertainty and participants should
show a genuine effect. However, Cheng (1997) would not
be able to explain why we found an even stronger back-
ward blocking effect when participants were explicitly
told that Cue W is absent than when Cue A alone was pre-
sented. Uncertainty about what would happen if Cue W is
presented alone should be the same in both uninformed
and informed groups. Cheng would have a similar prob-
lem explaining why informed absence also enhanced the
strength of recovery from overshadowing.

In addition to Larkin et al. (1998), De Houwer et al.
(2002) and Lovibond et al. (2003) did not find backward
blocking under standard training procedures, although
these researchers were able to get backward blocking
when they minimized possible ceiling effects on rein-
forcer magnitude. However, not only the present study
and that of Wasserman and Berglan (1998), but also the
studies of Shanks (1985) and Le Pelley and McLaren
(2001), have obtained backward blocking with the con-
trol condition in which none of the cues is trained in
Phase 2. In fact, in the present experiment, it was back-
ward blocking that tended to be stronger than recovery
from overshadowing. In Group Uninformed, although
the trend existed for the whole set of participants, recov-
ery from overshadowing was statistically significant
only when the data from participants who did not cor-
rectly identify all of the compounds were eliminated,
whereas backward blocking was significant in both in-
formed and uninformed groups, both with and without
the data from the participants who did not correctly iden-
tify the compounds.

One possible reason for earlier unsuccessful efforts to
obtain backward blocking might be the necessarily low
salience of absent cues. Because of this low salience, a
considerable amount of training might be needed to form
or to modulate associations involving absent cues. As
Larkin et al. (1998) noted, in the case of backward block-

ing, an absent cue must be involved in an inhibitory pro-
cess, which can take longer than the excitatory process
involved in recovery from overshadowing. Studies that
have yielded backward blocking have generally involved
a large number of trials in Phase 2 (around 30 trials of
each type, although Le Pelley & McLaren, 2001, used
only 8 trials), whereas studies that have not yielded back-
ward blocking have generally involved a small number
of trials (10 or fewer trials of each type). Determining
whether it is the number of trials or some other variable
that is responsible for some researchers’ difficulty in ob-
taining backward blocking awaits further research.

Conclusions
The nonoccurrence of an event, like its occurrence,

can be informative, indeed. Learning theories should be
concerned not only with events that are actually present,
but also with those that are absent. We have found that a
cue’s strength can be changed even when this cue is ab-
sent. Moreover, the change in an absent cue’s strength
seems to be in the opposite direction of the change in a
present cue’s strength. When two cues are first presented
together in compound and one of the cues is later pre-
sented alone, the strength of the absent cue will decrease
if the present cue alone is paired with the outcome, whereas
the strength of the absent cue will increase if the present cue
alone is not paired with the outcome. These changes can be
observed even when judgments are required after every
trial, thereby allowing us to conclude that modifications in
the strength of absent cues are updated in a trial-by-trial
fashion. Finally, we have here reported that the salience of
a nonpresented cue can be enhanced through explicit infor-
mation about its absence. It seems to us that an associative
learning theory, like the revised RW model, is well suited to
explain all of these facts of human causal judgment. This
success is notable because the revised RW model provides
a mechanistic process account of behavioral effects that
some theorists believe can only be explained by complex
statistical formulations.

Statistical models of human causal learning explain
the different phenomena observed in causality judg-
ments as the result of an inductive reasoning process that
takes place only after people have been provided with all
of the relevant contingency information. People are said
to extract information about event covariation and the
frequencies or probabilities of the events, and later to
apply a rule to integrate this information (e.g., Cheng,
1997). Although we can compare people’s final perfor-
mance to evaluate associative and statistical models, as
many studies have done (see, e.g., Baker, Murphy, Vallée-
Tourangeau, & Mehta, 2001; Lober & Shanks, 2000;
Perales & Shanks, 2003; Wasserman et al., 1996), it should
be noted that these two kinds of theories actually focus on
different stages of the learning process. In Marr’s (1982)
terminology, statistical accounts are normative models that
specify the objectives that people have to satisfy when
solving a particular task; in other words, these accounts
are concerned with what is computed. On the other hand,
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associative accounts are normally algorithmic models
that describe how the computations are carried out (see
López, Cobos, Caño, & Shanks, 1998; Shanks, 1995).

Statistical models are not concerned with the nature
of the processes underlying the acquisition of contin-
gency information. Acquisition processes and other phe-
nomena that may take place during this stage of training
cannot therefore be explained (e.g., the unfolding of
learning curves; the nature of trial order effects; or the
fact that retrospective revaluation depends on the cues
having been presented together). Statistical models are
concerned with a particular input and what the corre-
sponding output must be, not with the processes that the
input undergoes or the factors that influence how that
input produces that output. But, if learning theory cannot
explain those processes, then what can? Any final account
of contingency learning and judgment need not be an as-
sociative model; but, up to now, associative models have
most successfully explained the phenomena of learning
and contingency judgment.

Learning is an adaptive process, one that is driven by
surprise. We infer its existence from changes in behav-
ior; but, learning is more than this behavior change. As
the revised RW model indicates, we learn only when
there is a discrepancy between what happens and what
we predict ought to have happened; we learn when some-
thing is surprising, be it the occurrence or the nonoccur-
rence of an outcome, be it the occurrence or the nonoc-
currence of a cue. Thus, we reaffirm that an associative
account like the revised RW model can be a valuable the-
oretical tool if we are to explain causal learning.

We have argued that human research participants eval-
uate both present and absent cues in light of evidence
they receive about outcome occurrence and nonoccur-
rence. This claim is not difficult to accept because we
can verbally instruct humans to consider and to rate a set
of cues, even cues that are not given. But, is it at all rea-
sonable to believe that something akin to this process
goes on with nonhuman animals, who cannot be so in-
structed? We believe so, but only if there is some other
cue that is presented on a trial that might trigger a mem-
ory or representation of the absent cue. Such a trigger or
retrieval stimulus might be either a contextual cue or a
discrete cue with which the target cue has previously been
associated.

In animal conditioning research, changes in respond-
ing to absent cues due to additional training with other
associated cues have been reported; the first such effect
was recovery from overshadowing (Kaufman & Bolles,
1981; Matzel, Schachtman, & Miller, 1985). Backward
blocking has proven to be more difficult to obtain, unless
the associated cues are of low biological significance
(Miller & Matute, 1996b). Cues of high biological signif-
icance appear to be resistant to retroactive interference,
which may be reasonable from an evolutionary point of
view (for further discussion about possible species and task
differences in backward blocking, see Miller & Matute,
1996a, 1996b).

Backward blocking and recovery from overshadowing
are interpretively embraced by the revised RW model.
But, other recent data on retrospective revaluation can-
not be explained by our model. Denniston, Savastano,
Blaisdell, and Miller (2003; see also Denniston, Savas-
tano, & Miller, 2001) found that rats change their re-
sponding to absent cues even when they do not have a
direct within-compound association with an additionally
trained cue. In their study, the Compound AB was fol-
lowed by the outcome in Phase 1, and then, in Phase 2,
the Compound BX was also followed by the outcome.
Then, in Phase 3, Cue A was either presented on its own
without the outcome or was not presented at all. When
tested with Cue X, rats’ responding was weaker when
Cue A had been followed by no outcome than when Cue A
had not been presented. Although Cue X had never been
presented with Cue A—and therefore an A–X within-
compound association could not have been formed—fur-
ther training with Cue A influenced responding to Cue X,
presumably because Cues A and X had each been paired
with Cue B.

The revised RW cannot explain this effect because there
is no a within-compound association between Cue A and
Cue X. And, even if one were to propose that presentation
of Cue A activates the representation of Cue B, which in
turn activates the representation of Cue X, allowing an as-
sociative change in this absent cue, the obtained effect is
still unexplainable by the revised RW model. According
to the revised RW model, when Cue A is not followed by
the outcome, if absent Cue X were somehow activated,
then it should increase its associative strength; however,
the opposite result is actually observed. This so-called
“second-order” retrospective revaluation effect has also
been found with human participants (De Houwer & Beck-
ers, 2002a; Melchers et al., 2004); De Houwer and Beck-
ers (2002b) have further documented “second-order”
backward blocking and “second-order” recovery from
overshadowing.

A final point deserves discussion. At the beginning of
our paper, we mentioned sensory preconditioning (e.g.,
Brogden, 1939) and mediated conditioning (e.g., Hol-
land, 1981) as established effects in which learning about
absent cues is observed. But these effects are not retro-
spective revaluation effects. In sensory preconditioning
and mediated conditioning, the change in strength of the
absent cue is in the same direction as the change in strength
of the present cue; but, in the case of retrospective revalu-
ation effects, the change in strength of the absent cue is in
the opposite direction from the change in strength of the
present cue. These opposite changes in the associative val-
ues of absent cues pose a critical challenge to all learning
models because models that can explain one directional
effect cannot explain the opposite one.1

Some authors have tried to resolve this disparity. In his
flavor conditioning studies, Dwyer (1999, 2001) sug-
gested that the timing of the cue–outcome relationship
may produce opposite effects. If the representation of the
absent cue is retrieved while the outcome is present, then
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the associative strength of the absent cue might decrease;
conversely, if the outcome is presented after the retrieval
of the absent cue has occurred, then the associative
strength of the absent cue may increase. Other researchers
have proposed that the number of training trials may play
a critical role in producing opposite associative changes.
After training Cue A followed by the outcome and the
Compound AB followed by the nonoccurrence of the
outcome, Yin, Barnet, and Miller (1994) found second-
order conditioning when few AB trials were given, ei-
ther after or interspersed with A� trials; but, they found
conditioned inhibition when the number of AB trials was
large and interspersed with the A� trials. In other words,
strong responding to Cue B was obtained with a small
number of trials, but Cue B became an inhibitory stimu-
lus after a large number of trials (see also Rashotte, Mar-
shall, & O’Connell, 1981; Rescorla, 1973; Santoveña,
Álvarez, Fernández, Pérez, & Loy, 2002; Stout, Escobar,
& Miller, 2004). We earlier conjectured that a small
number of trials might account for past failures to obtain
backward blocking (Larkin et al., 1998). It would be
worthwhile to see whether a large number of trials facil-
itates backward blocking or whether the opposite effect
would be obtained with a small number of trials.

Clearly, there are still many questions awaiting an an-
swer. If animal conditioning research takes into account the
challenges and advances that are coming from human
learning in the same way as human learning has benefited
from animal learning discoveries and models, then the
fruitful interchange of ideas and theories might continue
and enhance our knowledge about how the cognitive sys-
tem works.
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NOTE

1. Because the output of the SOP model reflects the net effect of a set
of opponent learning processes, the possibility exists that this model
might predict mediated conditioning or sensory preconditioning under
some circumstances and retrospective revaluation under other circum-
stances. However, which specific factors can lead to these opposite results
needs first to be found and detailed before any model can explain them.

APPENDIX
Experimental Instructions

Initial instructions, presented before Rating Period 1
This is an exercise to gauge how people form opinions. Before we begin the experiment, we would like to

get your initial opinions of some foods. This is to check whether you happen to hold any opinions about the
foods that we will be using in these tests. We would like for you to imagine that an ordinary individual who
is completely unknown to you has eaten certain foods. In this questionnaire, you will see a list of foods. We
will ask you to rate the likelihood that this individual would have a nasty allergic reaction after eating each of
those foods. This person may not have an allergic reaction to any foods. Imagine that you had to bet on whether
or not this individual would have an allergic reaction after eating each of the foods. We would like for you to
remember the following two facts before continuing:

1) You should base your opinions on the fact that most people do not suffer from allergic reactions to any
foods.

2) You have no reason to believe that this individual is any different from most people.

Instructions presented after Rating Period 1
Now we would like you to imagine that you are an allergist, that is, you are someone who tries to discover

the cause of allergic reactions in people. You have just been presented with a new patient, “Mr. X,” who suf-
fers from allergic reactions. In an attempt to discover which foods cause him to have allergic reactions, you
arrange for him to eat various foods for a meal on each day and you observe if he has an allergic reaction or
not. The results of the daily allergy tests will be shown to you on a series of screens. You will see a separate
screen for each day of the allergy test. On each screen you will be told what the patient ate for dinner that day
and if there was an allergic reaction. Sometimes you will be shown the name of one food and sometimes two.
Please read the food names carefully and remember that your task as an allergist is to determine which food
or foods are causing an allergic reaction.

After seeing each day’s foods, you will be asked to predict whether or not each meal caused an allergic re-
action in your patient. You simply press the “1” key on the keyboard if you believe that your patient will suf-
fer an allergic reaction and you press the “3” key if you think the patient will not suffer an allergic reaction.
After you make your prediction, the computer will inform you whether or not the patient actually suffered from
a reaction. Obviously, at first you will have to guess because you will not know anything about your patient,
but hopefully you will begin to learn which foods cause him an allergic reaction and which do not. You might
view this experiment as a game and try to score as many points (correct predictions) as you can. You will see
the number of correct predictions that you have made near the bottom of the screen during the daily allergy
tests. Later in the experiment, you will again be asked to rate the foods you previously rated. But, in those fu-
ture ratings, we would like for you to rate the likelihood that each food would cause “Mr. X,” your patient, to
have an allergic reaction. You should use all of the knowledge that you have acquired during the daily allergy
tests when you make your ratings in the future.

Instructions presented before Rating Periods 2 and 3
Now we would like you for you to rate the foods again, but now for “Mr. X,” your patient. You will see a

rating scale identical to the one you used previously. When you make your ratings this time, please consider
all of the information that you have received throughout the experiment, not just the information from the last
day.
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