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Over the winter of 2000/2001, the Applied Vision Re-
search Unit at the Universityof Derby conductedthe world’s
largest eye movement experiment. An automated eye
tracker was left running in a room of the National Gallery,
London, as part of the millennium exhibition “Telling
Time.” During the 3 months of the exhibition, over 5,000
participantshad their eye movements successfully recorded
while they viewed digitized images of paintings from the
National Gallery collection. The quantity of data (well in
excess of 1 million f ixations) was unprecedented and
posed many challenges in terms of both academic analysis
and communicationof the results to the public.Aside from
the traditional measures, such as mean fixation duration,
number of fixations, and so on, it became clear that novel
methods of manipulation, analysis, and representation of
the large amount of data would be required.

Before free-viewing each of three images, participants
had been presented with a series of questions that put them
into different categories on the basis of, for example, their
sex, age, and experience of art. Where individuals and
groups of participants had looked in an image would
clearly be an important part of the analysis. It was felt that
the concept of similarity between the eye movement pat-
terns of different individuals and groups should be ex-

plored, along with the degree to which their fixations had
covered the image.

Lastly, it was clear that a means of visualization and
communicationof these unwieldydata sets was necessary,
to satisfy both public and academic interest in the work.

These issues are, to a large extent, addressed by the use
of fixation map analysis, which represents a versatile ana-
lytical tool that retains objectivityand minimizes the num-
ber of assumptions made in the process. The methodology
of the technique and its applications are described in the
following sections.

FIXATION MAP ANALYSIS

At its simplest, the fixation map is a two-dimensional
(2-D) record of the locations of all the fixations being an-
alyzed, whether in an individual eye movement trace or in
a selection of traces. However, the maps developed for the
analysis in this paper are three dimensional (3-D), with the
third dimension being the quantity of property d obtained
from that fixation.The precise definitionof d is deliberately
left vague in this paper. The definition is not essential to
the concept of the fixation map; as a parameter, d can be
defined to suit the analysis required. It can be thought of as
a low-level measure of the amount or quality of informa-
tion obtained from a single fixation or, at a higher level, the
degree of discrimination,detection,or perception achieved.

Since the property d falls off with distance from the
center of the fixation, the (3-D) form of an individual fix-
ation is approximated to a (3-D) Gaussian or, less ele-
gantly, a lump (Figure 1A). In this way, it is an extension
of the concept of the soft-shelled visual lobe (Overington,
1976), functional visual field (Nelson & Loftus, 1980),
useful field of view (Sekuler & Ball, 1986), or perceptual
span (Rayner, 1998).

This Gaussian representation should not be taken to
mean that little or no information is available to the visual
system in more peripheralregions.The peripherycontributes
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essential information, such as that utilized in the planning
of subsequent fixations.A typicalGaussian width might be
the size of the fovea projected onto the stimulus. The true
width depends on the area over which a fixation can be
said to exist, and this is determinedby the properties of the
stimulus that the visual system utilizes in its examination.
As with the visual lobe or useful field of view, the width
of the Gaussian is therefore stimulus and task dependent.
A simple detection task may well be modeled best by a
large width, whereas a task involving discrimination of
small detail would require a smaller width. Less well de-
fined tasks, such as the free examinationof artistic works,
will require the calculation of an appropriate lobe size
from analysis of the data, and this will be explored in fu-
ture publications.

Creation
Building a fixation map. The creation of a fixation

map begins with a blank map of the stimulus presented.
For digital images, it is reasonable to use a blank map of
the same dimensions in pixels as the original stimulus,
with one value of d per pixel. This arrangement will be as-
sumed in the followingdescription,with the individual lo-
cations in the fixation map being termed map pixels. The
scale of the map is, though,essentially arbitrary and under
the control of the experimenter.

For each fixation location, an identical 3-D Gaussian of
unit height is dropped onto the map (Figure 1A). If this
overlaps with an existing fixation, the height at any map
pixel is added to the existing height at that point. With in-
creasing numbers of fixations, a landscape is built up
(Figure 1B), indicating the variation in d across the image.

With large numbers of fixations, the fixation may be
approximated to a cylinder, rather than to the 3-D Gauss-
ian. As more cylinders overlap and superimpose, the fix-
ation map effectively “softens.”

The fixation map itself is a 2-D array of the property d.
The depictions of the fixation map used in Figure 1B

might be more descriptivelytermed a landscapeor terrain,
since the value at any point on the surface shown indicates
the height or amount of property d at that point. Since the
terrain is the most easily accessible visualization of the
fixation map, it will be described as a fixationmap for the
purposes of this paper.

It should be noted that in analyzing fixation data in this
way, the only assumptions that have been made have been
(1) to represent the property d associated with the fixation
as a 3-D Gaussian and (2) to determine a width for the
Gaussian (i.e., over what area it is said to act). These as-
sumptions are well defined and repeatable and can be
quoted when any results are reported.

The choice of Gaussian width will, to a degree, be re-
flected in the final map: A small width will result in a
more “spikey” surface, whereas a larger width will pro-
duce a more gently undulating one. The final appearance
of the map is not in itself an indicator of the “correctness”
of the Gaussian width, sincediscriminationof a very coarse
pattern might be possible over a large area, resulting in an
appropriately large width. Having said that, it may be pos-
sible to obtain a value of the Gaussian width from the
mean separation of fixations or by maximizing the simi-
larity in fixation maps between two halves of a large pop-
ulation, and this will be the subject of a future paper.

Since the author’s first publicationon the subject (Wood-
ing, 2002), it has been noted that Pomplun, Ritter, and
Velichkovsky(1996) adopted an initiallysimilar treatment
of fixation data in order to illustrate and investigate con-
flicting views of ambiguous figures. In their methodology,
they constructed what they termed attentional landscapes
along similar lines to those described here. They used 3-D
Gaussians of widths approximatingto the projected width
of the fovea (a standard deviation of 2º of visual angle
from Hood & Finkelstein, 1986). In an attempt to repre-
sent the attention deployed by their experimental partici-
pants, they adjustedthe heightof their 3-D Gaussian in pro-
portion to the durationof the fixation (although they noted

Figure 1. Building a fixation map: (A) three individual fixations on a fixation map and (B) the appearance of
the fixation map after17 fixations, some having overlapped.
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that “not every fixation is ‘filled with attention’”). Their
landscape therefore became a type of “dwell map,” repre-
senting not only the areas fixated, but also the amount of
time spent there.

Although the attentional landscape makes for an inter-
esting analysis, the present paper is not concerned with
fixation duration, concentrating instead on whether re-
gions of the stimulus received a fixation, without making
any assumptionsabout the nature of that fixation.This as-
sumes that all fixationsare “equal”—that is, that a constant
amount of information is acquired in each fixation over
an identicalarea. In reality, each fixationwill be different—
for example, (1) each fixation may fall on a different part
of the image, resulting in the processing of different visual
information, (2) fixations of different durations may indi-
cate the acquisition of differing information, (3) the pro-
cessing required of or undertaken by the visual system
may well vary during examinationof the stimulus, (4) later
fixations may have a different character owing to infor-
mation already obtained about that region of the stimulus
or the stimulus as a whole, or (5) some fixations, such as
those preceding corrective saccades, may contribute less
in terms of information about the stimulus.

It shouldbe noted that adaptationof the Gaussian to take
into account any or all of the issues above will necessitate
making certain assumptions. It might be possible to in-
clude in the analysis only fixations with properties within
an “acceptable” range (e.g., excluding short duration fix-
ations, such as those in Point 5 above). Since the process-
ing that takes place within a fixation is only poorly un-
derstood, even equating fixationdurationwith the amount
of information obtained may be an inappropriate step.
Needless to say, constantly to vary the properties of the
Gaussian would also result in a considerably more com-
plex analysis. In this paper, to simplify the analysis and to
limit the number of assumptions, each fixation makes the
same contribution to the analysis and is, therefore, repre-
sented by a Gaussian of unit height.

All the fixation maps in this paper have been prepared
on the basis of real data from the National Gallery exhibit,
and a Gaussian with a standard deviationof 2º (i.e., approx-
imating the size of the fovea) has been used throughout.
Details of the images are given below in the Appendix.
The generation of the maps, together with all visualiza-
tions and calculations,was undertaken with software writ-
ten by the author, using Microsoft Visual Basic v6.0.

Normalization. The map can represent the fixations
of one trace by one individual or, just as easily, those of
many traces by one or many individuals. As has been de-
scribed, the map is a representation of the cumulative fix-
ations used in its construction.

If the map is to be compared with another map to de-
termine differences in location of fixations, it is desirable
to normalize the map so that the maximum value of d (the
highest peak) is given a value of 1. If the comparison is
made in order to determine whether one map contains
more clusters of fixations and another a more even distri-
bution of fixations, the absolute totals of d may well be

important, and it would be desirable to leave the map un-
normalized.

Applications
Graphical descriptions. The principal goal in under-

taking fixation map analysis might be to answer the ques-
tion, Where in the image did people tend to look? This is
particularly the case when results are communicated to a
nonacademicaudience.Fixationmaps are particularlywell
suited to the communication of eye movement data from
a large number of participants,where the alternative (i.e.,
the representation of large numbers of individual eye
movement traces) would soon lead to a complex and con-
fusing result. Fixation maps afford a consistent represen-
tation regardless of the number of observers.

The simplest and most direct approach to a graphical de-
scription is to change the image in some way so as to reflect
the variation in height of the fixation map. The chosen
method was to change the luminance of each pixel in the
original image to reflect the value of d from the fixation
map at the point. In other words, those parts of the image
that received more fixations appeared brighter than those
areas that received fewer fixations.Coincidentally, this treat-
ment of images was also that preferred by Pomplun et al.
(1996), who used the eye movements of experimental par-
ticipants to alter the appearance of the presented stimuli be-
fore presentingthese newversions in a newexperiment.The
disadvantageof this treatment of the image is that the final
luminance of a pixel in the modified image depends both
on the value of d and on the initial luminance at that point.
There is clearly a tradeoff between the faithful represen-
tation of data values and a clear representation of the orig-
inal image. It was felt that this method provided the most
accessible integrationof fixation map and original image.

Various other methods were considered. The degree of
blurring of parts of the image can be altered dependingon
the value of d at that point, with those areas receiving the
highest density of fixations appearing more clear. A sim-
ilar method was used by Shiori and Ikeda (1989), although
this was not derived from eye movement data. In the con-
text of the National Gallery experiment, it was felt that
this method was open to misinterpretation, particularly
with fixation maps created from multiple traces, since the
graphical representation might be construed as a repre-
sentation of visual function.A false-color spectrum could
also be used to represent the range of values of d, although
the representation of the original image would suffer as a
result, making interpretation difficult.

Results of the luminancemethod are shown for two im-
ages: Figure 2 for Image N0931 and Figure 3 for Image
N1313. In each block of four images, the top left panel is
the original image, the top right is the fixation map for
around 130 individual traces, the bottom left panel is the
contour plot corresponding to the fixation map, and the
bottom right panel is the original image modified so that
areas receiving larger numbers of fixationsappear brighter.
Figure 2D illustrates how the distributionof fixationswith
Image N0931 mainly occurred in a very small informative
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part of the image, leaving the remainder of the image in
darkness. Figure 3D illustrates that Image N1313 provided
a greater number of regions of interest to the observer and
that these were well distributed around the image.

In part, this paper contributes to the growing body of
work on information visualization. Thomas et al. (2001)
described the advantagesof such descriptionsof data: Re-
searchers use their own visual systems to detect emerging
patterns and trends in graphical representations of data
sets, determining where best to employ further statistical
analysis. Unlike the mapping of complex text data by
Thomas et al., the spatial relationship between different
fixations is not a constructionof the analysis used; rather,
it is their real spatial separation relative to the stimulus
used. This makes the analysis of fixation data by fixation
maps both powerful and more straightforward. Visualiza-
tion is only one application of fixation map analysis and
is the least quantitativeof the applicationsdescribed here.
It does, however, provide a useful and intuitive means of
describing and communicating the underlying patterns of
otherwise overwhelming data sets.

Regions of interest. The graphical representations of
the data described above are an immediate and powerful

demonstrationof a key feature of eye movement data: that
the fixations are not spread evenly or randomly over the
stimulus but cluster into regions of interest according to
the features of the stimulus.

Fixation map analysis affords an opportunity to define
objectively the principal regions of interest of observers
when they view an image. This can be achieved on the
basis of all the areas in which the value of d is greater than
a critical value, dcrit. To visualize this, if we return to the
landscape metaphor, the landscape is flooded to the level
of dcrit , leaving only the highest peaks (the regions of in-
terest) as islands. Alternatively, the “top five” areas (for
example) can be determined by gradually increasing dcrit
from zero until the required number of areas remains on
the map. Figure 4 illustrates the initialmap (top panel) and
the same map “flooded”with two valuesof dcrit. Figure 4D
is a 2-D contour map of the same data as those for the ter-
rain in Figure 4C, to illustrate the regions of interest.

The regions of interest in an image are usually defined
a priori, with the experimenter using his/her own under-
standing of the stimulus or of the regions that are of inter-
est to the investigationat hand. It is thendeterminedwhether
these areas received fixation. Avoiding the subjective bias

Figure 2. (A) The original image N0931 (copyright the National Gallery Co. Ltd; see the Appendix for details). (B)
Map of fixations of 131 traces. (C) The contour plot corresponding to the map in panel B. (D) The image redrawn with
areas receiving higher numbers of fixations appearing brighter.
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of this approach, others (e.g., Privitera & Stark, 1998)have
developed algorithms with which to process the stimuli
and suggest regions according to the presence of symme-
try, edges, and so on. Another approach is to use the eye
movement fixations themselves as the locationsof regions
of interest (e.g., Privitera & Stark, 2000). Although this
may be useful in the examination of an individual trace,
the analysis becomes extremely complex if multiple traces
are being examined with a view to establishing the shared
regions of interest of a population.

Coverage. A measure of the amount of the originalstim-
ulus covered by the fixations included in the analysis is
easily obtained from the fixation map. The analysis re-
quires that a critical threshold value of d, dcrit, is defined,
as in the previous section. Clearly, the value of dcrit is in
some way impliedwhen setting a width for the 3-D Gauss-
ian that represents a fixation. As d falls off from the center
of the fixation, it will reach a critical level at which it is not

high enough for the task being undertaken (such as detec-
tion).

To determine coverage, for each map pixel, if d is less
than dcrit, d is set to zero, and if it is greater than dcrit, d is
set to 1. The sum of values of d across the map, divided by
the area of the map, therefore gives the proportion of the
map effectively covered by fixations.This is equivalent to
the fractional area occupied by the “islands” in Figure 4D
(a coverage of 17%).

Figure 5 offers some examples of the calculation of
coverage at different values of dcrit. The value of coverage
will of course depend on the value of dcrit at which the cal-
culation is made, and so it may be best used as a compar-
ative measure between two fixation maps at a set value of
dcrit. Both Figures 5B and 5D illustrate that at a dcrit of
50%, only a small fraction of the image is covered (6.4%
and 2.8%, respectively). The area in Figure 5D is half that
of Figure 5B, illustrating how the participants have con-

Figure 3. (A) The original image N1313 (copyright the National Gallery Co. Ltd; see the Appendix). (B) Map
of fixations of 130 traces. (C) Contour plot corresponding to the map in panel B. (D) The image redrawn with
areas receiving higher numbers of fixations appearing brighter.
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centrated their fixationsaround the smaller main region of
interest in that image (i.e., the train in N0538). As dcrit is
lowered to 10%, the value of coveragegets greater at 44.9%
but does not approach the value of 88.1% for N4240, where
the uniform distribution of detail and objects in the image
have led to a more evenly distributed pattern of coverage.

Similarity. Another application of fixation map analy-
sis is the quantificationof the similarity between eye move-
ment traces. Nearly all previous studies in which similar-
ity in eye movement traces has been examined have relied
on a subjective decision by the authors as to the degree of
similarity or, more usually, the general family of similar
traces to which a particular pattern belongs.

The quantification of the similarity between one eye
movement trace and another initially appears to be a sim-
ple task. It is easy, however, to create a number of artifi-
cial traces that do not appear similar, although one trace
comprises fixationswith identical locations to those in the
other trace. This raises two important questions: (1) How
important is the path taken (i.e., the temporal and spatial
arrangement of fixations) in assessing similarity of traces?
(2) What importance should be given to differences in the

path? For example, if one trace involves two saccades in
travel between two locations, how similar is this to a trace
in which the journey is made with only one saccade?

The answers to these questions will, of course, depend
on the analysis being undertaken.However, for many pur-
poses, it is the location of fixations, not the order, that is
important. This is fortunate, since the addition of order
would markedly increase the complexity of the analysis,
assuming it is possible to come by a solution that is suffi-
ciently objective.A subjective interpretation,unavoidably
taking into account the path and drawing on an unknown
internalized set of weightings in the mind of the individ-
ual undertaking the analysis,will lead to a misleadingand
probably unrepeatable answer.

Attempts at quantifying similarity are rare, presumably
because the complexity of the undertaking means that so-
lutions are not easily yielded and the compromises, which
are made in deriving a workable method, result in coarse
methodsor methodslimited in applicabilityto othersettings.

A popular approach (Brandt & Stark, 1997; Eigen,
Winkleroswatitsch, & Dress, 1988; Hacisalihzade, Stark,
& Allen, 1992) has been to impose a grid of cells on the

Figure 4. The original fixation map (A) is “flooded” to different values of d: 0.3 (B) and 0.5 (C). The contour map (D) corre-
sponding to panel C is also shown.
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spatial distribution of fixations, with each cell assigned a
unique letter. An eye movement trace can then be trans-
formed into a letter string according to the sequence of
cells in which the fixations landed. Two letter strings can
then be compared. For example, a string-editingalgorithm
can be used to calculate the minimum editing cost of
transforming one letter string into another. The cost can
then be normalized by dividing by the length of the ana-
lyzed strings to give the relative distance and, therefore, a

measure of similarity between the eye movement patterns.
This method provides a measure of the similarity in se-
quence of the locations. Stark and Ellis (1981) derived
Markov matrices from such letter strings, demonstrating
the existence of a few structured processes, although the
size of the higher order Markov matrices was a limiting
factor in this analysis.

Mannan, Ruddock, and Wooding (1995) concentrated
on fixation location without regard to the order in which

Figure 5. Calculation of coverage: (A) original N0052, (B) dcrit 50%, coverage 6.4%;
(C) original N0538, (D) dcrit  50%, coverage 2.8%, (E) dcrit 10%, coverage 44.9%;
(F) N4240, dcrit 10%, coverage 88.1%. (Original images are copyright the National
Gallery Co. Ltd; see Appendix for image details.)
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the fixations were made. They used a least-squares index
of similarity, Is, to calculate, for each fixation, the distance
between the center of a fixation in one trace and its near-
est neighbor in the other trace. Their index compared a sin-
gle trace with another. In order to give similarity measures
for populations of traces (e.g., in the calculation of intra-
or intergroup similarity), it was necessary to average the
similarities of separate trace pairs. In later work, Mannan,
Ruddock, and Wooding (1997) adapted this method to ex-
amine sequences of fixations by the similarity of frag-
ments of traces. Privitera and Stark (2000) also examined
similarity in location of fixationsbut simplified the analy-
sis by setting a threshold separation below which points
were said to be coincident and above which they were not.

Pomplun et al. (1996) imposed a grid of dimensions nx
and ny on the fixationpattern, calculating the sum sn of the
durationsof fixationsfallingon each square.By thismethod,
each fixation set generated a distributionvector of the val-
ues of sn that consisted of nx 3 ny dimensions. They then
calculated the angle between the resultant distribution
vectors from each set. This measure of similarity was av-
eraged over a range of grid size determined experimen-
tally in order to overcome stimulus-dependenteffects.

Fixation map analysis promises to be a powerful tool in
this area, since it allows the comparison of fixation maps
of individuals and of groups. Tompa (2001) used a map
comparison method to compare the locations of image
features with those of fixations.The degree of overlap be-
tween fixations and image features (both represented as
“hard-shelled” objects, rather than the “soft-shelled” fix-
ations in the fixation maps described in this paper) were
used as a measure of the correspondence between the two.

Although a reliable method of calculating the similarity
of two fixation maps is still being refined, at the simplest
level two normalized maps can be subtracted from each
other. A third,dissimilaritymap is thereby created, in which
the d value for each map pixel is the magnitude of the dif-
ferenceof the d values for the correspondingmap pixels in
the two original maps. The value of d in the dissimilarity
map will range from zero (for identical) to 1 (for completely
dissimilar).

In the examplegiven in Figure 6, the 130 participantswho
had viewed the same image were randomly assigned to two
groups of 65. Figure 6A is the fixation map for the indi-
vidual traces of the participants in the first group, with Fig-
ure 6B being the fixationmap for the participantsin the sec-

Figure 6. Fixation maps (A and B) for two different groups of 65 participants viewing the same image
and (C) the similarity map obtained by subtracting one map from the other.
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ond. Figure 6C (the magnitudeof the difference between the
two maps in Figures 6A and 6B) shows that there is little dif-
ference in regions fixated by the two groups and that the
mean value of d per map pixel is appropriately low at 0.04.

The normalization of the two initial maps ensures that
the analysis is between the two distributions of fixations.
This is an analysis made on the basis of eye movement
patterns and is deliberately insensitive to the relative num-
bers of fixations (which can be compared by using other
methods). Unlike the vector method of Pomplun et al.

(1996) and the letter string approach, the grid size of the
fixation map is not critical, since each fixation contributes
to the final value of many map pixels, and indeed it is de-
sirable that the fineness of the grid size should be maxi-
mized. The smooth decrease in the value of d from the fix-
ation’s center also ensures that the measure is insensitive
to the precise location of fixations.

Map sequences. Fixation maps can be produced to
represent a particular time slice in the presentation, and
multiple slices can then be combined to produce a se-

Figure 7. Principal locations of fixations for 139 participants viewing Image N1909 (copyright the National
Gallery Co. Ltd; see the Appendix for details) in time slices of 200 msec. Each panel depicts the principal loca-
tions of all fixations occurring within the first 200 msec of each second. The digits in the top left-hand corner of
each panel indicate the total presentation time that has elapsed (in seconds and hundredths of a second). For ex-
ample, the second frame represents the fixations in the interval of 1.00–1.20 sec. The presented stimulus is given
in the bottom right for reference.
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quence of fixation locations for all observers as the stim-
ulus presentationprogressed. Figure 7 shows fixation data
for 139 participants for the first 10 sec of the presentation
of Image N1909, in time slices of 200 msec. For example,
the second panel is constructed from the fixations that
were occurring in the time interval of 1.00–1.20 sec. The
panel is therefore a depiction of where the participants
were looking during that part of the presentation.

This method can be used to examine the way in which re-
gions of interest changed over the duration of the presen-
tation. In Figure 7, the initial regions of interest are concen-
trated around the central figure of Lady Jane Grey, with
some interest being paid to the block at her feet. It is only
after a few seconds that the main regionsof interest become
more distributedaround the stimulus, and there is then little
change in distributionfor the remainder of the presentation.

Althoughthis is onlyone example, it is clear that the tech-
nique could be used to examine the prioritization of re-
gions of interest in a search and the existence of different
phases of a search and may be useful in determining the
importance of temporal order to fixations. One of the un-
known factors in the analysis of patterns of fixations is the
relevance of temporal order, and although there is evi-
dence that it is not important (e.g., Mannan et al., 1997),
this technique might offer useful new insights.

CONCLUSIONS AND FURTHER WORK

Fixation map analysis represents an objective method
of quantifying aspects of eye movement traces. As has
been described above, it can be used to define various pa-
rameters of the eye movement trace, including the degree
of coverage and regions of interest, and can provide a
method of comparing the similarity of traces or of popu-
lations of traces. It has also proved itself to be a useful
technique in the visualizationand communicationof large
eye movement data sets.

Fixation maps can be utilized in a predictive way, iden-
tifying not only the regions of interest, but also their rela-
tive attractiveness to the eye movement system. It should
be possible to use the fixation map as a probabilitymap to
anticipate the likely location of fixationsof a viewer. This
is well illustrated in Figure 6, in which two populationsof
participants have very similar fixation maps. The degree
to which an individualconforms to this group pattern will
be the subject of future research.

Clearly, the concept of a fixation map can be developed.
Further work will identify appropriate widths for the
Gaussians and will investigate how these vary with stim-
ulus and task. This will, in turn, increase our understanding
of the perceptual processes that occur during such tasks.
Through selection of particular parameter values (such as
Gaussian width), it may be possible to distinguishbetween
subgroups of observers or to test a particular hypothesis.

Finally, in addition to their usefulness in applied situa-
tions, fixation maps have the potential to illuminate some

of the more basic questions of research into visual search
and eye movements. Figure 7 shows a sequence of fixation
maps representing the distribution of fixations at various
times in the stimulus presentation. This sequence can be
used as a probe to examine differences in eye movement
behavior throughouta search, monitoring the phases of dif-
ferent activity and the developmentof different strategies.

Once we are able to say where people look in an image,
why they lookedthere becomesan easier questionto answer.
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APPENDIX
Images Used in This Paper

The images of paintings used in this study all appear with the permission
of the NationalGallery, and remain copyrightedby the National Gallery,Lon-
don, with annotations copyrighted by IBS, University of Derby. All images
were digitized and then scaled to a maximum resolutionof 1,024 3 768 pix-
els and 16-bit color and were presented at a maximum size of 22.5º 3 16.2º
for 20 sec.

N0052:Portraitof Cornelis van der Geest. Anthony van Dyck (about1620).
Scaled to 653 3 768 pixels. 137 participants.

N0538:Rain, Steamand Speed– The Great WesternRailway. JosephMallord
William Turner (before 1844). Scaled to 1,024 3 764 pixels. 179 participants.

N0931:Christ Addressinga KneelingWoman. Paolo Veronese(about1546).
Scaled to 1,024 3 734 pixels. 131 participants.

N1313: The Origin of the Milky Way. Jacopo Tintoretto (probably 1575–
1580). Scaled to 858 3 768 pixels. 130 participants.

N1909: The Executionof Lady Jane Grey. Paul Delaroche (1833). Scaled to
926 3 768 pixels. 139 participants.

N4240: The Water-Lily Pond. Claude-OscarMonet (1899).Scaled to 788 3
768 pixels. 192 participants.

(Manuscript received March 20, 2002;
revision accepted for publication October 15, 2002.)


