
First proposed by Agrawal, Imielinski, and Swami (1993), 
association rule mining (ARM) refers to the discovery of 
relationships among a large set of variables. That is, given a 
database of records, each containing two or more variables 
and their respective values, ARM determines variable-value 
combinations that frequently occur. Similar to the idea of 
correlational analysis (although they are theoretically dif-
ferent), in which relationships between two variables are 
uncovered, ARM is also used to discover variable relation-
ships, but each relationship (also known as an association 
rule) may contain two or more variables. ARM has been ex-
tensively employed in business decision-making processes, 
and a typical example of its use is in market basket analy-
sis (Agrawal et al., 1993). Here, ARM analyzes the buying 
habits of customers to identify associations between the 
different items that the customers place in their “shopping 
baskets.” In such analyses, each record in the database rep-
resents a shopping basket, and the variables represent items. 
Variable values will typically be binary and indicate whether 
the respective item was purchased (true) or not (false). Put 
differently, ARM discovers what items customers typically 
purchase together. These associations can then be used by a 
supermarket, for example, to place frequently co-purchased 
items in adjacent shelves to increase sales. Thus, if bread 
and cereal are often purchased together, placing these items 
in close proximity may encourage customers to buy them 
within single visits to the supermarket.

ARM is a technique that is part of the field of data min-
ing. Also known as knowledge discovery in databases, 

data mining attempts to discover useful information or 
patterns in large databases containing thousands to mil-
lions of records, where conventional statistical analysis is 
not feasible. Data mining is a broad field and encompasses 
many disciplines, including statistics, machine learning, 
databases, and artificial intelligence, among others. For 
this reason, a variety of techniques are available and are 
described in Fayyad, Piatetsky-Shapiro, and Smyth (1996) 
and Han and Kamber (2001). Data-mining techniques 
have been extensively employed in a number of indus-
tries, such as medical diagnosis, marketing and sales, and 
finance (Bose & Mahapatra, 2001; Klösgen & Żytkow, 
2002; Langley & Simon, 1995). In particular, specific 
examples where ARM has been applied include the fol-
lowing: marketing and sales (Anand, Patrick, Hughes, & 
Bell, 1998; Wang, Chuang, Hsu, & Keh, 2004), medical 
diagnosis (Doddi, Marathe, Ravi, & Torney, 2001; Pen-
dharkar, Rodger, Yaverbaum, Herman, & Benner, 1999), 
hospital administration (Brosette et al., 1998), education 
(Ma, Liu, Wong, Yu, & Lee, 2000; Zaïane & Luo, 2001), 
and law (Ivkovic, Yearwood, & Stranieri, 2002). A com-
mon theme in these examples is that they employ ARM 
to discover relationships among variables—that is, which 
variable-value combinations frequently occur. Such vari-
ables include items purchased, medical procedures, diag-
nosis codes, and examination grades.

Although ARM has broad applicability, as is demon-
strated in the list of applications, it has not been widely 
used in the social sciences, especially in education, coun-
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seling, and associated disciplines. For example, a litera-
ture search in major databases, such as PsycINFO, Web of 
Science, and EBSCOhost, yielded a dearth of publications 
in which ARM was employed in these areas. In fact, the 
two ARM articles on education (Ma et al., 2000; Zaïane & 
Luo, 2001) were authored by computer scientists.

The focus of this article is thus to introduce ARM and 
demonstrate how it may be applied in the social sciences 
(e.g., education and counseling). Realizing that the ARM 
literature is huge and diverse, we attempt to synthesize 
and present aspects of existing work that will be relevant 
and useful to social science researchers and practitioners. 
Furthermore, since ARM is still a relatively new area of 
research in the social sciences, we also present guidance 
and recommendations for its use. The remainder of this ar-
ticle is organized as follows. The next section will review 
ARM and related concepts. We then will provide an ex-
ample based on our existing research, to demonstrate how 
ARM can be applied in school-based counseling settings. 
We will conclude by discussing issues related to ARM and 
data mining.

AN INTRODUCTION TO  
ASSOCIATION RULE MINING

To better explain the concepts behind ARM, an education-
related example adapted from market basket analysis will 
be used. Consider a university department that maintains a 
database of courses taken by its students. A hypothetical list 
of course combinations taken by nine students is shown in 
Table 1. Each row is often referred to as a transaction, each 
comprising a combination of items or variables. Suppose 
the department wants to discover popular combinations of 
courses taken by its students and finds, for example, that 
the counseling and the classroom management courses tend 
to be taken together. Such information could be used for 
curriculum planning to drop low-demand courses or in-
troduce courses related to popular ones. It could also be 
used to determine whether course combinations taken by 
students meet the learning objectives set by the department 
and, also, to make recommendations for students needing 
suggestions.

Basic Concepts and Definitions
The analysis of frequently occurring variable combina-

tions does not imply causality nor allude to any theories 

about education or student behavior. Rather, these rela-
tionships are found by analyzing the co-occurrences of 
variables in the database of transactions. Such relation-
ships are known as association rules and may be defined 
as an implication of the form A  B, where A (also known 
as the antecedent) and B (also known as the consequent) 
are conjunctions of variable-value pairs. An association 
rule may be interpreted as meaning that when the vari-
ables represented by A occur in a database, the variables 
represented by B also occur. For example, the rule “Coun-
seling  ClassroomManagement  Statistics” suggests 
that when counseling and classroom management courses 
are taken (Counseling  ClassroomManagement), the sta-
tistics course is also taken (  Statistics).

An issue with ARM is that there is an exponential 
growth in the number of association rules as the number of 
variables used increases. In ARM, two measures are com-
monly used to help a researcher decide the usefulness of an 
association rule: support and confidence. The support of 
an association rule A  B is the percentage of transactions 
that contain A  B. The confidence of an association rule 
A  B is the ratio of the number of transactions that con-
tain A  B to the number of transactions that contain A.

Support measures how frequently an association rule 
occurs in the entire set of transactions, whereas confidence 
measures the strength/reliability of a rule. In ARM, rules 
are selected only if they satisfy both a minimum support 
and a minimum confidence threshold. Table 2 lists some 
examples of association rules, together with their support 
and confidence values generated from Table 1. For exam-
ple, in Rule 3, the courses in the set co-occur in approxi-
mately 20% of the entire set of transactions, and this rule 
holds all the time: Every time counseling and classroom 
management are taken, statistics is also taken. This is a 
stronger rule than Rule 5, since only 17% of the time when 
counseling is taken is creative thinking also taken.

Generating Association Rules
The Apriori algorithm (Agrawal & Srikant, 1994) is an 

influential algorithm in ARM for generating association 
rules and is found in most commercial data-mining soft-
ware. The basic algorithm requires variables to be cate-
gorical, and numeric variables will need to be discretized, 
although more sophisticated variants do not have such a 
restriction. The Apriori algorithm is so named because it is 
based on the fact that it uses prior knowledge of frequent 
itemset properties known as the Apriori property. These 
terms are defined as follows. An itemset is any subset of 
all the items in the database of transactions. An itemset 
that contains k items is known as a k-itemset. A frequent 
(or large) itemset is one that satisfies a minimum support 
threshold. The Apriori property states that all nonempty 
subsets of a frequent itemset must also be frequent. That 
is, if an itemset satisfies the minimum support threshold, 
so do all of its subsets. Conversely, if an itemset does not 
satisfy the minimum support threshold, any superset of it 
will not be frequent as well.

The Apriori algorithm is iterative. In each iteration i, it 
generates candidate itemsets Ci of size i from the database 
of transactions and then counts these to see whether they are 

Table 1 
Hypothetical Set of Course Combinations Taken by Students

 No.  Course Combination  

1 Counseling, statistics, classroom management
2 Statistics, creative thinking
3 Statistics, developmental psychology
4 Counseling, statistics, creative thinking
5 Counseling, developmental psychology
6 Statistics, developmental psychology
7 Counseling, developmental psychology
8 Counseling, statistics, developmental psychology, 

 classroom management
 9  Counseling, statistics, developmental psychology  
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frequent (i.e., satisfy the minimum support threshold). Only 
those candidates that are frequent (denoted as Li) are used 
to generate candidate itemsets Ci 1 for the next iteration. To 
generate the next set of Ci 1 candidates of size i 1, joins 
are made of frequent itemsets, Li, found in the previous it-
eration. Here, a join takes place if two itemsets have i 1 
items in common. Duplicate candidates are discarded after 
the join process is completed. The process stops when all 
Ci 1 candidates in the next iteration are not frequent.

Following this, association rules are generated for every 
frequent itemset l for all the itemsets, Li. Here, for every 
l, all nonempty subsets of l are generated. Next, for each 
nonempty subset s belonging to l, a rule of the form s  
(l  s) is generated only if it satisfies the minimum confi-
dence threshold. All the rules are guaranteed to satisfy the 
minimum support threshold since they are derived from 
itemsets that already satisfy this requirement. For exam-
ple, Table 3 shows the association rules generated from 
the frequent three-itemset {Counseling, Statistics, Class-
roomManagement}. Only those rules meeting the mini-
mum support and confidence thresholds are accepted.

A STUDY OF HELP-SEEKING BEHAVIOR 
AMONG SECONDARY SCHOOL STUDENTS

This section will demonstrate how ARM can be applied 
to school-based counseling research. Different cultural 
groups have their own characteristic and preferred ways 
of handling personal problems (Sue & Sue, 1999). Most 
studies on help-seeking behavior have consistently shown 
that adolescents rarely seek professional help (Offer, 
Howard, Schonert, & Ostrov, 1991), preferring instead 
to approach informal helping agents, such as parents or 
friends (Dubow, Lovko, & Kausch, 1990; Tishby et al., 
2001). This preference for informal helping agents also 
extends to Chinese students (Cheung, 1984). In addition, 
Asian families in the United States have been found to un-
derutilize mental health services and to overutilize infor-

mal sources of support, in comparison with other ethnic 
groups (Suan & Tyler, 1990). There is limited published 
research on adolescent help-seeking behavior in Asia. To 
date, fewer than five studies on adolescent help-seeking 
attitudes and behavior based in Asia have been identi-
fied (Ang, Lim, Tan, & Yau, 2004; Fukuhara, 1986; Yeh, 
2002). More empirical work is urgently needed to better 
understand Asian adolescents who seek professional help 
versus those who do not. In addition, among adolescents 
who have not sought professional help, it would be crucial 
to differentiate those who are open to this possibility in the 
future versus those who are not.

The purpose of the present study was to investigate 
help-seeking behavior in a sample of secondary school 
students in Singapore. The study is part of a larger col-
laborative research study with the Tampines Family Ser-
vice Center (TFSC), a voluntary welfare organization in 
Singapore, to better understand secondary students’ at-
titudes toward counseling and help-seeking behavior. A 
voluntary welfare organization in Singapore is a nonprofit 
organization that works with government authorities, pri-
vate organizations, and the community to provide social 
and community services. Specifically, in this study, the 
following research question was examined: What are the 
characteristics of students who are open to seeking coun-
seling and of those who are not?

Since the focus of this article is on introducing ARM 
and demonstrating its use in school-based counseling re-
search, we will present only the methodology and results of 
our study that are relevant to these goals. Hence, the anal-
yses presented that pertain to counseling and adolescent 
help-seeking behavior are not meant to be comprehensive. 
Readers interested in the substantive counseling-based is-
sues of this research may refer to Ang and Yeo (2004).

Method
Participants. Four hundred forty-eight secondary 

school students from one secondary school in Singapore 

Table 2 
Support and Confidence for Some Association Rules

No.  Association Rule  Support  Confidence

1 Counseling  DevelopmentPsychology 4/9  .44 4/6  .67
2 DevelopmentPsychology  Statistics 4/9  .44 2/2  .67
3 Counseling  ClassroomManagement  Statistics 2/9  .22 2/2  1.00
4 Counseling  Statistics  DevelopmentPsychology 

ClassroomManagement
 

1/9  .11
 
1/2  .50

5  Counseling  CreativeThinking  1/9  .11  1/6  .17

Table 3 
Association Rule Generation Example for 

{Counseling, Statistics, ClassroomManagement}

Rule  Support  Confidence  Accepted?

Counseling  Statistics  ClassroomManagement .22 2/4  .50 Yes
Counseling  ClassroomManagement  Statistics .22 2/2  1.00 Yes
Statistics  ClassroomManagement  Counseling .22 2/2  1.00 Yes
Counseling  Statistics  ClassroomManagement .22 2/6  .33 No
Statistics  Counseling  ClassroomManagement .22 2/7  .29 No
ClassroomManagement  Counseling  Statistics  .22  2/2  1.00  Yes
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participated in the study. There were 245 male students 
(54.7%), 195 female students (43.6%), and 8 students 
(1.7%) who did not provide any information about gender. 
The age of the students ranged from 12 to 18 years, with a 
mean age of 14.28 years (SD  1.77). Self-reported eth-
nic identification for the sample was as follows: 51.1% of 
the participants were Chinese, 39.5% were Malay, 3.6% 
were Indian, 1.8% endorsed “Others” (which includes all 
other ethnic groups not listed), and 4% did not provide 
information on ethnic identification.

Questionnaire. All the participating students com-
pleted a short questionnaire consisting of a demographic 
sheet, questions relating to the students’ preferences for 
counselor characteristics, such as gender and ethnicity, 
and questions relating to the students’ help-seeking be-
havior in general. An additional question that was asked 
of the students concerned to whom they might talk when 
they encountered problems. For this question, the students 
could select one or more of the following options: friends, 
parents, brothers/sisters, other relatives, teachers, counsel-
ors, or others (e.g., religious leaders or medical doctors). 
Finally, questions were asked about the students’ opinions 
on those who spoke to counselors and the problems that 
they worry about most.

Procedure. We wanted to find relationships between the 
students’ attitudes, opinions, and behaviors and whether 
they sought or would seek counseling help or not. ARM 
was selected for this exploratory study because it allowed 
us to examine combinations of variables that characterize 
students in relation to our research question. Specifically, 
the goal was to discover frequently occurring attitudes, 
opinions, and behaviors that describe help-seeking behav-
ior. In the general form of ARM, there is no restriction on 
the variables that can appear as the antecedent and conse-
quent. Our research question, however, required that the 
consequents were restricted to one variable: “If you were 
to have problems in the future, would you see a counselor 
about it?” (“yes” or “no”). Stated differently, this variable 
divided the participants into two groups on the basis of 
their responses. All the other variables were used as an-

tecedents and served to characterize the participants who 
were open to the possibility of seeing a counselor and 
those who were not. An alternative to using ARM in this 
way, in which a single variable serves as a consequent, 
is to employ supervised-learning techniques (Dunham, 
2003) that are also a part of the field of data mining. These 
techniques are used to classify or predict dependent vari-
ables, which may be categorical or numeric, and examples 
include decision trees and neural networks. Employing 
different criteria for mining patterns, such techniques may 
be used to complement or confirm the results of ARM.

In consultation with a domain expert (one of the au-
thors) familiar with the larger study and with counsel-
ing and adolescent help-seeking behavior, variables not 
relevant were removed, to prevent the generation of too 
many rules and making their interpretation difficult. For 
example, variables denoting gender and racial preferences 
for counselors were removed. The Apriori algorithm im-
plemented by Clementine (SPSS, 2005), a commercial 
data-mining software product, was used in the study. Due 
to the relatively small size of the data set, a low support 
threshold of 1% was used to ensure that as many rules 
were generated as possible. Sliding confidence values 
were used, starting initially at 60%. At each stage, the 
rules were inspected by the domain expert to determine 
their interpretability. Confidence values were reduced by 
10% until the final threshold value of 40% was reached. 
The number of rules generated for each of the three stages 
was 1,161 (60% confidence value), 1,186 (50% value), 
and 1,207 (40% confidence value).

In addition, twofold cross-validation was performed to 
ensure stability of the association rules. The data set was 
randomly split into two subsets, A and B. Subset A (N  
184) was used to generate association rules, employing the 
Apriori algorithm, and for further analyses, where Subset B 
(N  182) was used to verify the stability of those rules, 
again employing the Apriori algorithm. Cross-validation 
results indicated that the association rules generated across 
Subsets A and B were similar, with support for many rules 
varying by only a few percentage points (refer to Tables 4 

Table 4 
Association Rules for Adolescents Open to the Possibility of Seeing a Counselor

 
No.

   
Rule

   
Support (%)

 

 
 

Confidence (%)

  Cross-Validated  
Support (%)

  Cross-Validated  
Confidence (%)

1 Normal people  Counseling time  Talk to 
 teachers  See counselor

 
12.5

 
100

 
11.54

 
 90.48

2 Talk to parents  Talk to teachers   
 See counselor

 
11.41

 
100

 
 9.34

 
 88.24

3 School work  Talk to counselors   
 See counselor

 
 9.78

 
100

 
 7.14

 
100.00

4 Self-referral  Talk to parents  Talk to 
 teachers  See counselor

 
 9.78

 
100

 
 7.69

 
 92.86

5 Counseling time  Loneliness  Talk to 
 teachers  See counselor

 
 5.43

 
100

 
 6.59

 
100.00

Note—“See counselor,” adolescents who are open to seeing a counselor; “Normal people,” adolescents’ opinions that those who 
speak to counselors are normal people who need some guidance and advice; “Counseling time,” adolescents’ opinion that coun-
seling does not take up too much time; “Self-referral,” the knowledge that adolescents can see a counselor for help on their own 
without a formal referral; “Talk to parents,” “Talk to teachers,” “Talk to counselors,” when adolescents responded to the question 
“When you have problems, who would you usually talk to?”; “School work,” “Loneliness,” when adolescents were asked about 
the problems that they worry about most.
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and 5). Larger variations in confidence values for some 
rules can be accounted for by the small subset sizes.

During association rule generation, the domain expert 
had to sift through the rules to extract those that yielded 
useful information. The cross-validation procedure as-
sisted in this, since only rules that appeared in both sub-
sets were considered for further evaluation by the domain 
expert. Next, rules that were redundant or contradictory 
were removed. An example of redundant rules is the dif-
ferent permutations of variables in a set of antecedents 
that characterized adolescent students who had not seen 
a counselor but were open to the possibility of seeing one 
in the future. Here, commonly occurring variables in the 
association rule antecedents included a willingness to 
speak to parents, counselors, and teachers, as well as the 
students’ positive attitudes toward counseling. In general, 
the number of association rules rapidly increases with the 
increase in the number of variables. The domain expert 
thus had to decide which set of antecedents constituted 
useful information in the present study. On the other hand, 
contradictory rules involve sets of rules with permutations 
of opposing antecedents but the same consequent. For 
example, one rule might indicate that bullying in school 
is not a major concern among students open to seeing a 
counselor, whereas another rule might indicate otherwise. 
Here, the domain expert had to examine the other vari-
ables in the antecedents to determine which rule should 
be considered as useful information. Note that there is no 
substitute for domain expertise and, hence, manual in-
spection. Therefore, with larger data sets that yield tens of 
thousands of association rules, it is advisable that support 
and confidence thresholds be set higher initially and then 
gradually decreased.

Results and Discussion
Association rules were generated to determine the 

characteristics of adolescent students who had not seen 
a counselor but were open to the possibility of seeing a 
counselor in the future and of those who had not seen  
a counselor and were not open to the possibility of seeing 
a counselor in the future. For clarity, these two sets of rules 
are presented separately in Tables 4 and 5, respectively. 

Only a selection of high-support and high-confidence 
rules relevant to the present study are shown for brevity, 
and implications for further research on adolescent help-
seeking behavior will be discussed.

Two distinct patterns of association rules emerged 
across the two groups of adolescent students. For those 
open to seeing a counselor, problems such as school work 
and loneliness surfaced (see Rules 3 and 5 in Table 4). 
Positive attitudes toward seeing a counselor were also 
found among all the adolescents (100% confidence), who 
felt that students who spoke to counselors are normal peo-
ple who need some additional help and guidance and that 
counseling was not a time-consuming process (see Rules 
1 and 5 in Table 4). In addition, the knowledge that ado-
lescents could see a counselor on their own without being 
formally referred was important (see Rule 4 in Table 4). 
Finally, these adolescents seemed open to talking to adults 
and authority figures, in that they expressed a willingness 
to talk to counselors, parents, and teachers when they en-
countered problems (see Rules 1–5 in Table 4).

In contrast, adolescents not open to seeing a counselor 
exhibited a different set of characteristics. In particular, 
they were not aware that they could see a counselor on 
their own without being formally referred (see Rules 1–5 
in Table 5). Although the confidence values were within 
the 60%–80% range, this response was still in the majority. 
Another major difference was that adolescents in this group 
did not appear to be open to talking to adults and authority 
figures when they encountered problems (see Rules 1–3 in 
Table 5). However, they did have a similar positive attitude 
toward counseling, in that they felt that counseling was not 
a time-consuming process (see Rule 4 in Table 5).

Chi-square tests were used to determine whether these 
association rules could accurately characterize and differ-
entiate students who were open to counseling and those 
who were not. In the present study, the phi coefficient was 
used to report nonparametric effect size estimates (Kline, 
2004). For brevity, only a few examples will be described 
here. Chi-square tests yielded statistically significant re-
sults between the two groups of adolescents for the follow-
ing association rules: “self-referral” [ 2(1, N  184)  
7.79, p  .005,   .21], “talk to parents and talk to teach-

Table 5 
Association Rules for Adolescents Not Open to the Possibility of Seeing a Counselor

 
No.

  
Rule

  
Support (%)

   
Confidence (%)

 Cross-Validated  
Support (%)

 Cross-Validated  
Confidence (%)

1 Not self-referral  Not talk 
 to counselors  Not talk to 
 teachers  Not see counselor

 
 

10.11

 
 

67.27

 
 

 9.89

 
 

81.82
2 Not self-referral  Not talk to 

 counselors  Not see counselor
 

10.33
 

65.65
 

 9.89
 

85.71
3 Not self-referral  Not talk to 

 teachers  Not see counselor
 

10.33
 

65.52
 

 9.89
 

85.71
4 Not self-referral  Counseling 

 time  Not see counselor
 

10.87
 

60.61
 

10.44
 

70.37
5 Not self-referral  Not see counselor 10.87 60.61 10.44 70.37

Note—“Not see counselor,” adolescents who are not open to seeing a counselor; “Not self-referral,” adolescents who re-
sponded that they did not know they could see a counselor for help on their own without a formal referral; “Not talk to teach-
ers,” “Not talk to counselors,” when adolescents responded negatively to the question “When you have problems, who would 
you usually talk to?”; “Counseling time,” adolescents’ opinion that counseling does not take up too much time.
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ers” [ 2(1, N  184)  15.24, p  .001,   .29], and 
“not self-referral and not talk to counselors” [ 2(1, N  
184)  10.09, p  .001,   .23].

Some researchers have suggested that for Asians, the 
underutilization of professional psychological help has 
included lack of knowledge or cultural stigmas (Leong, 
1986; Leong & Lau, 2001; Mau & Jepsen, 1988; Yeh, 
2002). The present study of adolescent students in Singa-
pore supports such work, since the data indicate that lack 
of knowledge is one of the reasons why adolescents unde-
rutilize formal sources of help. In addition, the analyses 
suggest that adolescents who refuse to seek professional 
help very likely consist of those who choose not to talk to 
adults or authority figures, especially those outside their 
immediate family.

The discussion above illustrates how an application of 
ARM to adolescent help-seeking data may be of interest 
to educators and counselors. Mental health researchers 
and practitioners may benefit substantially from a better 
understanding of the characteristics associated with the 
adolescent help-seeking process: The association rules 
generated provide an indication of various adolescent 
help-seeking characteristics that are likely to occur to-
gether. In addition, the TFSC was able to use the profiles 
generated by the association rules to assist in the identifi-
cation of groups of students who might be open to coun-
seling versus those who were not. The provision of coun-
seling services was then tailored specifically to address 
the barriers to adolescent help-seeking and to further en-
hance outreach programs. Finally, these association rules 
provide a sound basis for the generation of future research 
hypotheses that can then be empirically tested.

GENERAL DISCUSSION

Addressing the Data-Mining Controversy
ARM, being classified as a data-mining technique, is 

subject to the same criticisms as those directed at statisti-
cians and researchers who rely heavily on statistical meth-
ods. For example, data mining has had negative connota-
tions in the statistics literature, and the term is sometimes 
synonymous with data dredging or fishing (Chatfield, 
1995; Selvin & Stuart, 1966)—the process of trawling 
through data in the hope of discovering interesting pat-
terns. Glymour, Madigan, Pregibon, and Smyth (1997) 
have argued, however, that data-mining techniques have 
their place, especially in situations involving large num-
bers of variables and records. Here, computational effi-
ciency and scalability may take precedence over statistical 
consistency. Hand and Blunt (2001) concurred and drew 
parallels between data mining and exploratory data analy-
sis, which has gained respectability due to the work of 
Tukey (1977). A major difference, however, is the size of 
the data sets involved in data mining, thus requiring stor-
age and manipulation techniques that are not addressed 
in statistics. Note, however, that there is no agreement on 
the optimal sizes of the databases used in data mining, and 
interesting and useful patterns have been obtained from 
databases as small as a few kilobytes (e.g., Brosette et al., 
1998, and our present study).

Guidelines for ARM
Domain expertise. Since ARM, like many data-mining 

techniques, is exploratory, it is important that an expert in 
the area being investigated should be available for con-
sultation, especially because there are no concrete rules 
establishing a “good” set of association rules. Glymour 
et al. (1997) also have pointed out that data mining is often 
pattern focused, rather than model focused, hence requir-
ing a domain expert at hand for interpretation. Expertise 
is required for a variety of tasks, including variable se-
lection, evaluation of association rules, and selection of 
association rules.

Variable selection. Although ARM is able to generate 
association rules with data sets containing hundreds or 
even thousands of variables, the number of association 
rules will grow exponentially as well. Reducing the num-
ber of variables by discarding irrelevant ones, with the 
consultation of a domain expert, will reduce the number 
of rules. Furthermore, the generated association rules will 
be easier to interpret, since there will be less noise intro-
duced by these irrelevant variables. Since ARM is an itera-
tive process, a researcher can always start with a smaller 
set of variables deemed relevant to the research objectives 
and then increase the number of variables in future itera-
tions if the association rules obtained are not considered 
satisfactory.

Generating association rules. The generation of as-
sociation rules is dependent on the minimum support and 
confidence threshold values: the higher these values, the 
smaller the number of rules generated, holding other pa-
rameters constant. No single set of guidelines exists for 
selecting appropriate support and confidence values. 
However, a practical suggestion is to employ sliding sup-
port and confidence values, beginning either with large 
values, as is done in our work, or with small values (e.g., 
Chen, Chou, & Hwang, 2003).

Selecting association rules. Once a candidate set of 
association rules is generated, given support and con-
fidence parameters, the next step is the selection of the 
“best” rules for use in decision making. Once again, no 
standard set of procedures is available for selecting as-
sociation rules. One possible approach is to use n-fold 
cross-validation, where the data set is randomly subdi-
vided n times and ARM is performed on each of these sub-
divisions to obtain association rules. The generated rules 
are then empirically compared across the subdivisions to 
assess their stability and replicability. In the context of 
the present study, this was accomplished using chi-square 
tests to determine whether the association rules could 
characterize and differentiate adolescents who were open 
to counseling and those who were not.

An alternative approach, suggested by Ivkovic, Year-
wood, and Stranieri (2003), is to formulate and test hy-
potheses by grouping association rules with common 
consequents and with the antecedents containing the 
“dependent” variable of interest. For example, consider 
the following two rules “See counselor  Self refer-
ral ^ Talk to parents (confidence  60%)” and “Not see 
counselor  Self referral ^ Talk to parents (confidence  
30%).” Ivkovic, Yearwood, and Stranieri (2003) proposed 
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that chi-square tests be used to select association rules by 
determining whether the deviation between confidence 
values in these association rules is statistically significant. 
Another technique for rule selection, proposed by Bay and 
Pazzani (1999), detects differences between contrasting 
groups. Here, conjunctions of variable-values with de-
viations of support values that are statistically significant 
(using the chi-square test) are sought. In their work, con-
trasting groups are characterized by association rules with 
different antecedents but sharing the same consequent. In 
sum, a variety of techniques have been proposed to as-
sist in the selection of association rules, but to date, none 
are standard features in commercial data-mining software 
products. The domain expert will thus have to perform 
these computations separately, using such products as sta-
tistical software packages.

CONCLUSION

This article has introduced ARM and has shown how it 
can be used in social-science-related fields such as educa-
tion and counseling. We began by explaining important 
concepts in ARM and describing how an important ARM 
algorithm, Apriori, generates association rules. Instances 
of ARM usage in the literature were also highlighted to 
illustrate its broad applicability, and this was followed by 
a counseling-related example from our research. As its 
name suggests, ARM is used to find relationships or as-
sociations between frequently occurring variables. An im-
portant point to note is that the discovered rules in ARM 
should not be taken as a definitive model that describes 
the solution to the problem at hand, because association 
rules are generated on the basis of frequency counts of 
variables in the data sets. No knowledge about the domain 
being investigated is incorporated into the rule generation 
process. Consequently, a rule may or may not make sense, 
even if it has high support and confidence values. The 
ARM process is thus exploratory and requires further val-
idation of the rules in consultation with a domain expert. 
Our goal is not to claim that ARM is a superior technique 
and a universal solution, but rather to inform researchers 
of a valuable resource that could be incorporated into their 
arsenal of data analysis tools.

AUTHOR NOTE

The authors thank the Tampines Family Service Center for assistance 
with data collection. Address correspondence to D. H. Goh, Division of 
Information Studies, School of Communication and Information, Nan-
yang Technological University, 31 Nanyang Link, Singapore 637718 
(e-mail: ashlgoh@ntu.edu.sg).

REFERENCES

Agrawal, R., Imielinski, T., & Swami, A. (1993). Mining association 
rules between sets of items in large databases. In P. Buneman & S. Ja-
jodia (Eds.), Proceedings of the 1993 ACM SIGMOD International 
Conference on Management of Data (pp. 207-216). New York: ACM 
Press.

Agrawal, R., & Srikant, R. (1994). Fast algorithms for mining asso-
ciation rules in large databases. In J. B. Bocca, M. Jarke, & C. Zani-
olo (Eds.), Proceedings of the 20th International Conference on Very 
Large Data Bases (pp. 487-499). San Francisco: Morgan Kaufmann.

Anand, S. S., Patrick, A. R., Hughes, J. G., & Bell, D. A. (1998). A 

data mining methodology for cross-sales. Knowledge-Based Systems, 
10, 449-461.

Ang, R. P., Lim, K. M., Tan, A.-G., & Yau, T. Y. (2004). Effects of 
gender and sex role orientation on help-seeking attitudes. Current 
Psychology, 23, 203-214.

Ang, R. P., & Yeo, L. S. (2004). Asian secondary school students’ help-
seeking behaviour and preferences for counsellor characteristics. Pas-
toral Care in Education, 22, 40-48.

Bay, S. D., & Pazzani, M. J. (1999). Detecting change in categorical 
data: Mining contrast sets. In U. Fayyad, S. Chaudhuri, & D. Madigan 
(Eds.), Proceedings of the 5th ACM SIGKDD International Confer-
ence on Knowledge Discovery and Data Mining (pp. 302-306). New 
York: ACM Press.

Bose, I., & Mahapatra, R. K. (2001). Business data mining—a machine 
learning perspective. Information & Management, 39, 211-225.

Brosette, S. E., Sprague, A. P., Hardin, J. M., Waites, K. B., Jones, 
W. T., & Moser, S. A. (1998). Association rules and data mining in 
hospital infection control and public health surveillance. Journal of 
the American Medical Informatics Association, 5, 373-381.

Chatfield, C. (1995). Model uncertainty, data mining, and statisti-
cal inference. Journal of the Royal Statistical Society: Series A, 158, 
419-466.

Chen, T.-J., Chou, L.-F., & Hwang, S.-J. (2003). Application of a data-
mining technique to analyze coprescription patterns for antacids in 
Taiwan. Clinical Therapeutics, 25, 2453-2463.

Cheung, F. M. (1984). Preferences in help-seeking among Chinese stu-
dents. Culture, Medicine, & Psychiatry, 8, 371-380.

Doddi, S., Marathe, A., Ravi, S. S., & Torney, D. C. (2001). Discov-
ery of association rules in medical data. Medical Informatics & The 
Internet in Medicine, 26, 25-33.

Dubow, E. F., Lovko, K. R., & Kausch, D. F. (1990). Demographic 
differences in adolescents’ health concerns and perceptions of helping 
agents. Journal of Clinical & Child Psychology, 19, 44-54.

Dunham, M. H. (2003). Data mining: Introductory and advanced top-
ics. Upper Saddle River, NJ: Prentice Hall/Pearson Education.

Fayyad, U., Piatetsky-Shapiro, G., & Smyth, P. (1996). The KDD 
process for extracting useful knowledge from volumes of data. Com-
munications of the ACM, 39, 27-34.

Fukuhara, M. (1986). The attitude of students towards consultation/
counseling. School Psychology International, 7, 76-82.

Glymour, C., Madigan, D., Pregibon, D., & Smyth, P. (1997). Statis-
tical themes and lessons for data mining. Data Mining & Knowledge 
Discovery, 1, 11-28.

Han, J., & Kamber, M. (2001). Data mining: Concepts and techniques. 
San Francisco: Morgan Kaufmann.

Hand, D. J., & Blunt, G. (2001). Prospecting for gems in credit card 
data. IMA Journal of Management Mathematics, 12, 173-200.

Ivkovic, S., Yearwood, J., & Stranieri, A. (2002). Discovering in-
teresting association rules from legal databases. Information & Com-
munications Technology Law, 11, 35-47.

Ivkovic, S., Yearwood, J., & Stranieri, A. (2003). Visualizing asso-
ciation rules for feedback within the legal system. In G. Sartor (Ed.), 
Proceedings of the 9th International Conference on Artificial Intel-
ligence and Law (pp. 214-223). New York: ACM Press.

Kline, R. B. (2004). Beyond significance testing: Reforming data 
analysis methods in behavioral research. Washington, DC: American 
Psychological Association.

Klösgen, W., & Żytkow, J. M. (2002). Handbook of data mining and 
knowledge discovery. Oxford: Oxford University Press.

Langley, P., & Simon, H. A. (1995). Applications of machine learning 
and rule induction. Communications of the ACM, 38, 54-64.

Leong, F. T. L. (1986). Counseling and psychotherapy with Asian Amer-
icans: Review of the literature. Journal of Counseling Psychology, 
33, 196-206.

Leong, F. T. L., & Lau, A. S. L. (2001). Barriers to providing effective 
mental health services to Asian Americans. Mental Health Services 
Research, 3, 201-214.

Ma, Y., Liu, B., Wong, C. K., Yu, P. S., & Lee, S. M. (2000). Targeting 
the right students using data mining. In R. Ramakrishnan, S. Stolfo, 
R. Bayardo, & I. Parsa (Eds.), Proceedings of the Sixth ACM SIGKDD 
International Conference on Knowledge Discovery and Data Mining 
(pp. 457-464). New York: ACM Press.

Mau, W.-C., & Jepsen, D. A. (1988). Attitudes towards counselors and 



266    GOH AND ANG

counseling processes: A comparison of Chinese and American gradu-
ate students. Journal of Counseling & Development, 67, 189-192.

Offer, D., Howard, K. I., Schonert, K. A., & Ostrov, E. (1991). To 
whom do adolescents turn for help? Differences between disturbed 
and nondisturbed adolescents. Journal of the American Academy of 
Child & Adolescent Psychiatry, 30, 623-630.

Pendharkar, P. C., Rodger, J. A., Yaverbaum, G. J., Herman, N., & 
Benner, M. (1999). Association, statistical, mathematical and neural 
approaches for mining breast cancer patterns. Expert Systems With 
Applications, 17, 223-232.

Selvin, H. C., & Stuart, A. (1966). Data dredging procedures in survey 
analysis. American Statistician, 20, 20-23.

SPSS (2005). Clementine [Computer software]. Retrieved July 2, 2005, 
from www.spss.com/clementine/.

Suan, L. V., & Tyler, J. D. (1990). Mental health values and preference for 
mental health resources of Japanese-American and Caucasian-American 
students. Professional Psychology: Research & Practice, 21, 291-296.

Sue, D. W., & Sue, D. (1999). Counseling the culturally different: The-
ory and practice (3rd ed.). New York: Wiley.

Tishby, O., Turel, M., Gumpel, O., Pinus, U., Ben Lavy, S., Win- 

okour, M., & Sznajderman, S. (2001). Help-seeking attitudes 
among Israeli adolescents. Adolescence, 36, 249-264.

Tukey, J. W. (1977). Exploratory data analysis. Reading, MA: 
Addison-Wesley.

Wang, Y.-F., Chuang, Y.-L., Hsu, M.-H., & Keh, H.-C. (2004). A per-
sonalized recommender system for the cosmetic business. Expert Sys-
tems With Applications, 26, 427-434.

Yeh, C. J. (2002). Taiwanese students’ gender, age, interdependent and 
independent self-construal, and collective self-esteem as predictors of 
professional psychological help-seeking attitudes. Cultural Diversity 
& Ethnic Minority Psychology, 8, 19-29.

Zaïane, O. R., & Luo, J. (2001). Towards evaluating learners’ behav-
ior in a Web-based distance learning environment. In T. Okamoto, 
R. Hartley, M. Kinshuk, & J. Klus (Eds.), IEEE International Con-
ference on Advanced Learning Technologies (ICALT’01): Issues, 
achievements and challenges (pp. 357-360). Los Alamitos, CA: IEEE 
Computer Society Press.

(Manuscript received April 24, 2005; 
revision accepted for publication January 10, 2006.)



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


