
Imagine that a speaker is describing a room to you. The 
speaker describes what is along one wall, as follows:

A table is between the TV and a chair.

Like most descriptions of a spatial relation, this assertion 
is compatible with many different arrangements of the en-
tities to which it refers. Yet a theory that we will defend 
in this article postulates that you build a parsimonious 
mental model of a simple and typical spatial layout. In 
particular, you should be likely to imagine an arrange-
ment in which the items of furniture are adjacent to one 
another and in which they are laid out in the following 
left-to-right order:

TV  table  chair.

This diagram denotes a mental model of the layout, but 
real mental models contain, not words in English, but 
representations of entities in the world. We use such dia-
grams to denote mental models throughout the present 
article, and for simplicity, we often refer to them as though 
they themselves were models. Our real concern, however, 
is mental models of spatial relations. Individuals have a 
natural tendency to construct them in order to make sense 
of spatial descriptions.

Early research on relational descriptions studied how 
individuals make inferences such as

Art is taller than Beth.

Cath is shorter than Beth.

Therefore, Art is taller than Cath.

One account of these so-called three-term series problems 
relied solely on the linguistic structure of the premises 
(Clark, 1969; see also Rips, 1994), and linguistic fac-
tors do affect the difficulty of these problems (Sternberg, 
1981). But many results show that the relations are in-
tegrated into a linear spatial array, either a vertical one 
or a horizontal one (e.g., De Soto, London, & Handel, 
1965; Huttenlocher, 1968; Potts & Scholz, 1975; for a 
review, see Evans, Newstead, & Byrne, 1993). An array 
can be used to derive novel conclusions or to check given 
conclusions even if the relation is temporal or abstract 
(Boroditsky, 2000; Goodwin & Johnson-Laird, 2005). 
The array is a mental model of the situation, and recent 
evidence for the use of models in reasoning about all sorts 
of relations comes from studies using secondary work-
ing memory tasks (Klauer, Stegmaier, & Meiser, 1997; 
Vandierendonck & De Vooght, 1997) and neuroimaging 
(e.g., Fangmeier, Knauff, Ruff, & Sloutsky, 2006; Knauff, 
Fangmeier, Ruff, & Johnson-Laird, 2003).

In the present article, we examine the theory of mental 
models and some of the consequences of its principle of 
parsimony. Three-term series problems, however, do not 
reveal much about the structure of models, and so, in order 
to investigate parsimony, we used a novel sort of relational 
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the assertions in a description can be true at the same time. 
According to the model theory, individuals carry out a test 
of consistency by trying to construct a model of a possibility 
in which all the assertions hold. If they succeed, they judge 
that the assertions are consistent; otherwise, they judge 
that they are inconsistent (Johnson-Laird et al., 2000). The 
model theory is based on a fundamental principle of parsi-
mony according to which individuals tend to construct only 
a single, simple, and typical model (Goodwin & Johnson-
Laird, 2005; Johnson-Laird, 2006). A crucial issue is, ac-
cordingly, which model of a set of assertions individuals 
are likely to construct first—that is, which is the preferred 
model (Knauff, Rauh, & Schlieder, 1995; Knauff, Rauh, 
Schlieder, & Strube, 1998; Rauh et al., 2005). Depending 
on this initial model, the task of evaluating consistency can 
be easy or hard. Because the evaluation of consistency mir-
rors the everyday comprehension of spatial descriptions, 
individuals need to take into account preferred models in 
order to ensure that their remarks are understood correctly. 
The process is usually automatic, because interlocutors 
share preferences (Garrod & Pickering, 2004). As in our 
opening example, speakers tend to describe a room by enu-
merating the furniture that it contains in a clockwise direc-
tion, working from left to right (Taylor & Tversky, 1992). 
When you listen to a description, you expect to proceed in 
this direction, and you will envisage the room accordingly. 
The model theory postulates that this preference is part of 
the process of comprehension and that it is a procedure for 
building a single model from a description that is compat-
ible with multiple layouts.

The preference for working from left to right was re-
ported informally in an early study (De Soto et al., 1965), 
and it reflects a cultural bias to scan in the same direction 
as reading and writing (Chan & Bergen, 2005; Spalek & 
Hammad, 2005). As another example, consider the asser-
tion, The lamp is next to the magazine. Granted that the 
objects are laid out on the left–right dimension, there are 
two layouts consistent with this assertion, but the scanning 
bias should lead individuals to construct this model:

lamp  magazine.

The tokens for the lamp and the magazine are ordered from 
left to right in the order in which they are referred to in the 
assertion. We refer to this bias as the left-to-right prefer-
ence (see also Hörnig, Oberauer, & Weidenfeld, 2006).

If there is a left-to-right preference, the evaluation of 
consistency should be relatively easy when the remain-
ing assertions can be added immediately to an existing 
model of the preferred sort. Some assertions, as our open-
ing example illustrated, cannot be smoothly added to such 
a model. Consider, again, the description

A table is between the TV and a chair.

The light is on the left of the TV.

The table is next to the light.

The initial pair of assertions yield, as we have seen, the 
following model:

light  TV  table  chair.

reasoning in which individuals do not draw a conclusion 
from premises but, instead, decide whether a set of spa-
tial assertions is consistent or inconsistent. This task oc-
curs spontaneously in the comprehension of everyday dis-
course, especially when individuals are obliged to follow 
instructions about, say, a stage setting, the assembly of a 
kit, or the directions to a destination. But it has also been 
used in the laboratory, both as an object of study in its own 
right (Johnson-Laird, Legrenzi, Girotto, & Legrenzi, 2000) 
and as an indicator of whether or not individuals keep track 
of spatial relations (e.g., Jahn, 2004; O’Brien & Albrecht, 
1992). In the present studies, the participants had to evalu-
ate the consistency of spatial descriptions—for example, 
the following description based on the previous example:

A table is between the TV and a chair.

The light is on the left of the TV.

The table is next to the light.

If you construct the mental model of the first relation, 
which we illustrated above, you can add the information 
from the second assertion to your model:

light  TV  table  chair.

But now the third assertion is false in this model, and you 
may suppose that the description as a whole is inconsis-
tent. In fact, as we will show presently, the description is 
consistent, but it flouts the preferences that underlie the 
normal construction of mental models. The erroneous 
evaluation of inconsistency, if it were to occur, would ac-
cordingly show that individuals have constructed a model 
with the structure shown here.

In what follows, we will present the theory of mental 
models and its account of how reasoners carry out the task 
of assessing the consistency of descriptions. The theory 
yields three main predictions about performance. We 
then will describe four experiments designed to test these 
predictions. Finally, we will discuss the results and draw 
some general conclusions about the nature of mental mod-
els representing spatial relations.

Spatial Reasoning With Mental Models
The theory of mental models, or the model theory for 

short, postulates that individuals use the meaning of as-
sertions and general knowledge to construct models of the 
possibilities compatible with assertions (Johnson-Laird, 
1983). The theory applies to the integration of separate 
relations into models (Byrne & Johnson-Laird, 1989; 
Goodwin & Johnson-Laird, 2005), and it postulates that 
the difficulty of dealing with a relation depends on the 
number of arguments it concerns—that is, its relational 
complexity (Goodwin & Johnson-Laird, 2005; Halford, 
Wilson, & Phillips, 1998; Hummel & Holyoak, 2003). 
In contrast to theories based on formal rules of inference 
(e.g., Rips, 1994), the model theory postulates that the 
logical consequences of relations emerge from models: 
A conclusion is valid only if it holds in all the possible 
models of the premises.

Our present research concerns the evaluation of the con-
sistency of spatial descriptions—that is, whether or not all 
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calls for a greater rearrangement of the model. But when 
the new entity is, instead, added to one end of the array, it 
should be easier—given the left-to-right preference—to 
add it to the right-hand end of the array than to the left-
hand end of the array. The latter may also call for a shift of 
all the existing entities in the model in order to make room 
for one at the left-hand end.

The greater the number of entities in a model, the harder 
the model should be to use, but sometimes the effective 
number of entities can be reduced by using a chunking 
strategy (Halford et al., 1998). Consider, for example, the 
following description of the furniture in a room:

The TV is next to the table.

The table is to the left of the light.

The light is next to the chair.

You could try to represent all four possible orders of the 
items. A more parsimonious representation, however, is 
merely to represent two chunks, each containing a pair of 
items, as shown by the parentheses here:

(TV table)(light chair).

The basic principle of chunking is that items can be 
chunked together on a single dimension, provided that 
they meet three constraints: All the possible orders of the 
items within each chunk are consistent with the descrip-
tion of the layout; the order of the items within a chunk 
can vary independently of items outside the chunk; and 
the position of a chunk in the whole layout does not vary 
(cf. Schaeken, van der Henst, & Schroyens, 2007; Van-
dierendonck, Dierckx, & De Vooght, 2004). The result of 
chunking is to reduce the number of possibilities that need 
to be kept in mind. Often, in daily life, there is no need to 
chunk items because nothing hinges on a representation 
of their possible orders. The aim of chunking is to reduce 
the load on working memory, and so another condition 
under which no chunking is to be expected is a condi-
tion that reduces the need for memory—for example, by 
a continued visual presentation of the description. But if 
it is important to bear in mind these orders, chunking is 
one way in which to keep track of them. For example, in 
reasoning about tactical moves in a team sport such as 
soccer, the groups of backs, midfielders, and forwards can 
serve as chunks in ordering the players on the front–back 
dimension. Individuals are likely to discover the chunking 
strategy for themselves, especially if reasoning places a 
load on the processing capacity of working memory, and 
those problems for which the strategy is possible should 
be easier than those for which it is impossible.

The experiments that we report tested three predictions 
that we have now motivated. First, participants should 
have difficulty in evaluating descriptions as consistent if 
they call for reordering an arrangement that results from 
the left-to-right preference. Second, they should have dif-
ficulty in resolving dilemmas about adjacency, in which 
entities in one assertion or another, but not both, can be 
represented as adjacent to one another. Third, they should 
have difficulty in coping with multiple possibilities unless 

But, the third assertion is false in this model, and so some 
individuals may be tempted to respond that the three as-
sertions are inconsistent. The response is wrong, but it 
is necessary to start over in order to reach the correct re-
sponse. The first assertion is consistent with an alternative 
possibility that violates the left-to-right preference:

chair  table  TV.

The second assertion updates the model:

chair  table  light  TV.

The third assertion holds in this model, and so the cor-
rect response is, yes, the three assertions are consistent, 
because they all hold in this layout. The theory accord-
ingly predicts that problems in which a correct response 
depends on reordering the entities in a model should be 
harder than problems in which no such reordering is nec-
essary. That is, reordering problems should tend to yield 
more errors and to take longer than control problems.

In the preceding model, the interpretation of the sec-
ond assertion located the two entities to which it referred 
as adjacent to one another. And in general, individuals 
should prefer models in which entities in the same asser-
tion are next to one another. It is less work to envisage 
such a model than one in which the entities are located at 
a distance from one another with other entities between 
them. Given an assertion, such as the grape is to the right 
of the orange, individuals should accordingly construct 
the following model:

orange  grape.

A second assertion, such as the apple is to the left of the 
grape, creates a dilemma about adjacency. In one case, 
the adjacency of the entities in the existing model can be 
maintained, but then the two entities in the second asser-
tion cannot be adjacent to one another:

apple  orange  grape.

In the other case, the entities in the existing model are split 
apart, so that they are no longer adjacent to one another, 
but the apple can be inserted between them, and so the en-
tities in the second assertion are adjacent to each other:

orange  apple  grape.

Everyday discourse is likely to favor this second model, 
because the first model could be described unambiguously 
with a second assertion, such as the apple is to the left of 
the orange. However, when a dilemma about adjacency 
occurs, individuals should take longer to interpret the as-
sertion creating it. Previous studies have used dilemmas 
that arise in the second assertion of a set and have shown 
that participants take longer to read these assertions than 
to read those that do not introduce a dilemma (e.g., Ober-
auer, Weidenfeld, & Hörnig, 2006; Roberts, 2000; van der 
Henst & Schaeken, 2005). An open question, however, 
concerns the effect of the number of entities in an existing 
model when a dilemma occurs. As the number of such 
entities increases, individuals should be less likely to in-
sert a new entity among them, because such an insertion 
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based on next to), 1 of the 14 reordering problems (6 next to, 8 left 
of for those with next to in the initial pair), 1 of the 12 inconsistent 
problems (all next to), or 1 of the 8 filler problems (all next to). Neu-
tral problems and inconsistent problems were constructed from each 
initial pair; reordering problems could be constructed from only 10 
of the 12 initial pairs. In neutral problems, the third assertion was 
always a next to assertion, for which the adjacent entities occurred in 
the preferred model in the order in which they were mentioned—for 
example, C is next to D was true in ABCD (in the first example in 
Table 1). In inconsistent problems, the third assertion either clashed 
directly with the between assertion (B next to D), or clashed indi-
rectly (e.g., B next to A, as in the last example in Table 1). In reorder-
ing problems, the third assertion was false in the preferred models. 
Finally, in the filler problems, which were used to increase variety, 
the third assertion used next to and was consistent with two or three 
of the existing models.

The problems and instructions were in German. We constructed 
24 different sets of four objects each. The four objects in a set were 
from a single domain and of comparable size—for example, ham-
mer, saw, drill, and pliers. We assigned these contents four times at 
random to the problems and tested equal numbers of participants 
with each assignment.

Procedure. The participants were tested individually and carried 
out the experiment on a laptop computer. They were told that their 
task was to decide, for each of a series of descriptions, whether or 
not all the assertions in the description could be true of the same 
horizontal layout. The problems were displayed in black on white 
on the laptop’s screen. The presentation was self-paced. Each trial 
began with a simultaneous presentation of the initial two assertions. 
When a participant pressed the space key, the third assertion replaced 
them. It was presented with the prompt, Is there any layout for which 
all the assertions are true? The participants responded yes or no by 
pressing one of the labeled response keys on the keyboard. If they re-
sponded yes, they wrote down the layout that they had in mind on the 
answer sheet, using only the initial letters of the four objects. If they 
responded no, they wrote down the word none on the answer sheet for 
layouts. The next trial started as soon as they hit the space key. Every 
participant evaluated each of the 48 problems, which occurred in a 
pseudorandom order so that there was an even distribution of incon-
sistent problems. Each session started with two practice trials.

Results and Discussion
In this and the subsequent experiments, a putative solu-

tion to a consistent problem was scored as correct only if the 
participant responded yes and drew a layout consistent with 

they can spontaneously develop a chunking strategy and 
can apply it to those problems for which it is appropriate. 
The fundamental principle underlying all these predic-
tions is parsimony in constructing models: Individuals 
aim to construct just a single, simple, and typical mental 
model. This single model should reflect preferences for a 
left-to-right ordering, adjacency, and chunking.

EXPERIMENT 1

Experiment 1 compared problems that could be solved in 
a smooth extension of a preferred model with problems in 
which the preferred model ran into an inconsistent assertion. 
The participants had to write down a possible horizontal 
arrangement consistent with three assertions or to declare 
that the task was impossible. Table 1 presents examples 
of the different sorts of problem. In all the problems, the 
first assertion used a between relation among three entities. 
Hence, the left-to-right preference should bias participants 
toward a particular model of the first assertion. In the neu-
tral problems, the second and the third assertions could be 
integrated with the preferred model of the first assertion. In 
the reordering problems, the third assertion was inconsis-
tent with the preferred model, and so the correct response 
called for the participants to construct an alternative model 
of the first assertion in which the entities had to be placed 
in a new order. If participants start with a preferred model, 
the third assertion in reordering problems would force them 
to reorder the entities. The model theory therefore predicts 
that the reordering problems should take longer and yield 
more errors than the neutral problems.

Method
Participants. Twenty-four students at the University of Tübingen 

served as paid participants. The mean age of the 19 women and 5 
men was 23.1 years (SD  4.1).

Materials. We constructed a total of 48 reasoning problems, all of 
which consisted of three assertions that referred to one-dimensional 
layouts of four objects on the left–right dimension. Table 1 presents 
examples of the experimental problems, and the Appendix gives a 
complete list of them. The terms A, B, C, and D in the table were 
replaced by the names of common objects—for example, hammer, 
saw, and drill. The first two assertions in the problems had four pos-
sible layouts (see Table 1). In neutral problems, the third assertion 
was true in the preferred model of the previous assertions—a model 
constructed according to the left-to-right preference. But in reorder-
ing problems, the third assertion was false in the preferred model. 
The experiment also contained problems that were inconsistent; that 
is, the three premises could not all be true, and so no possible model 
could satisfy them.

We constructed the problems starting with 12 initial pairs of asser-
tions. In all pairs, one assertion referred to a between relation among 
three entities: C between B and D. The other assertion in the initial 
pair was based on left of, right of, or next to: A right of C, C right of 
A, A left of C, C left of A, A right of D, D right of A, A left of B, B left 
of A, A next to B, B next to A, A next to D, and D next to A. Thus, we 
counterbalanced the occurrence of these relations and whether the 
fourth object (e.g., hammer) was mentioned as the subject of the 
relation (e.g., The hammer is to the left of the saw) or as its object 
(e.g., The saw is to the left of the hammer). We combined each of 
the 12 initial pairs of assertions with four different third assertions, 
which produced the 48 problems that were presented to each partici-
pant. The third assertion was based on either next to or left of, and it 
determined whether the result was 1 of the 14 neutral problems (all 

Table 1 
Examples of the Reasoning Problems in Experiment 1 

 Assertions  Possible Layouts  

Neutral
 C between B and D
 A left of B ABCD DCAB DACB ADCB
 C next to D ABCD DCAB    ADCB
Reordering
 C between B and D
 A left of B ABCD DCAB DACB ADCB
 C next to A    DCAB DACB

Neutral
 C between B and D
 D next to A BCDA BCAD DACB ADCB
 B next to C BCDA BCAD DACB ADCB
Reordering
 C between B and D
 D next to A BCDA BCAD DACB ADCB
 A left of B       DACB ADCB

Note—Layouts printed in bold are in accordance with the left-to-right 
preference for the interpretation of the first premise.
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problems that violated the preference and, therefore, 
called for a new model to be constructed in order to ac-
commodate the third assertion in the description. The par-
ticipants were accordingly both faster and more accurate 
for the neutral problems than for the reordering problems. 
In order to construct an alternative model, the participants 
needed access to an independent representation of the 
meaning of the initial assertions. The long reading time 
for these assertions may reflect the participants’ need to 
commit the meanings of these assertions to memory. They 
were not always successful, however. And the construction 
of an alternative model took two to three times longer than 
coping with a preferred model in the neutral problems. 
As Table 1 shows, after the third assertion, the reorder-
ing problems were consistent with two models, whereas 
the neutral problems were consistent with three or four 
models. Could this factor account for the difference in dif-
ficulty between them? It is most unlikely to do so, because 
the participants hardly ever constructed models that did 
not conform to the left-to-right preference.

EXPERIMENT 2

Experiment 2 was designed to test the predictions 
about adjacency and chunking. Participants should tend 
to represent entities in the same premise as adjacent to 
one another, and they should tend to avoid rearranging an 
existing model. They should also try to treat pairs of enti-
ties as a single chunk if this strategy captures all the pos-
sibilities compatible with the description. The first pre-
diction depended on testing problems in which dilemmas 
in adjacency arose. In these problems, individuals could 
represent entities as adjacent to one another either for one 
assertion or else for another assertion, but not for both as-
sertions. Table 2 presents the problems designed to exam-
ine the preferred resolutions of dilemmas in adjacency. As 
the table shows, the dilemmas occurred either in the first 
two assertions in a problem or in the last two assertions 
in a problem. It is less work to rearrange a model contain-
ing two entities than one containing three entities, and so 
individuals should be more likely to represent entities in 
an assertion as adjacent and to rearrange their existing 
models when dilemmas arise in the first two assertions in 
a problem than when they arise in the last two assertions.

The model theory predicts that the problems in which 
chunking is possible for the entities in the initial pair of 
assertions should be easier than those for which it is impos-
sible. Table 3 presents the problems used in the experiment 
to test this prediction. In all the problems, the participants 
had to keep track of the possible orders of the four enti-
ties referred to in the initial pair of assertions, because the 
third assertion was inconsistent with a model based on the 
left-to-right preference. For the chunking problems, the 
participants could form two chunks in order to capture all 
four possible orders of the inner pair (A and C in the ex-
amples in Table 3) and the outer pair (B and D). As the con-
straints on chunking require, the order of items within each 
chunk can vary independently from the other chunk, and 
the positions of the chunks in the whole layout do not vary. 
These problems should make reordering easy, in compari-

the premises. A putative solution to an inconsistent problem 
was scored as correct only if the participant responded no 
and wrote down none for the layout. Mean response times 
and mean reading times for premises were computed for 
correctly solved problems after the elimination of outliers 
with response times more than three SDs above the mean in 
each problem category (3% of the responses).

Figure 1 shows the percentages of correct responses 
to consistent problems and their mean latencies. As the 
model theory predicts, the neutral problems were solved 
more often than the reordering problems: The difference 
occurred for 19 participants, was contravened by 2 par-
ticipants, and yielded three ties (binomial test, p  .0001). 
The mean reading time for the initial pair of assertions 
was 32.3 sec (SE  2.4) and, as was expected, did not dif-
fer significantly between neutral and reordering problems 
(related t test, t  0.1). However, the neutral problems had 
much shorter response times than did the reordering prob-
lems [related t test, t(21)  6.19, p  .001, with 21 degrees 
of freedom because 2 participants did not solve any reor-
dering problems]. The participants were correct for 86% 
of the inconsistent problems, which were easy because 
they involved obvious clashes of the third assertion with 
the between assertion (mean response time, 12.9 sec). The 
participants drew 85% correct diagrams for neutral prob-
lems (see Figure 1), and, among these diagrams, 94% of 
them were in accordance with the left-to-right preference. 
All 24 participants showed this preference ( p  .524, bi-
nomial test). Erroneous responses to consistent problems 
could be either to answer that no ordering was possible 
(no) or to draw a wrong diagram. As was predicted, er-
roneous no responses were more frequent with reordering 
problems: 64% of the errors made with reordering prob-
lems were no responses, as compared with only 27% of 
the errors made with neutral problems.

The results corroborated the model theory’s principle 
of parsimony—that is, individuals tend to construct a 
single and typical model (Goodwin & Johnson-Laird, 
2005)—and the predicted consequence of a left-to-right 
preference. This preference made neutral problems, which 
were constructed in accordance with it, much easier than 

Figure 1. The percentages of correct responses to consistent 
problems and their mean latencies in Experiment 1 (bars show 
the standard errors).
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placing the third assertion in the reordering problems with assertions 
that ruled out all possible layouts (next to assertions that directly 
clashed with between assertions).

Each of the 8 problems creating a dilemma in adjacency was pre-
sented twice, each of the 5 reordering problems was presented three 
times, and each of the 5 inconsistent problems was presented once. 
These repetitions used different contents. Hence, every participant 
carried out 36 problems. The same sets of objects as in Experiment 1 
were used in place of A, B, C, and D. We used four random assign-
ments of these sets to the problems and tested equal numbers of 
participants with each assignment.

Procedure. Experiment 2 used a procedure similar to that in 
Experiment 1. On each trial, the participants responded yes or no 
according to whether or not they inferred that there was a possible 
layout. If they responded yes, they had to draw a diagram of the 
layout on an answer sheet. We prepared six pseudorandom trial se-
quences and presented them to equal numbers of participants. There 
were two practice trials.

Results and Discussion
The two sorts of problems with dilemmas in adjacency 

did not differ reliably in accuracy (80% and 83% correct, 
respectively; both SEs  4.6). However, the mean read-
ing time for the initial pair of assertions was longer for 
problems in which the dilemma occurred within them than 
when it occurred in the last pair of assertions [35.6 vs. 
23.8 sec, respectively; SEs  3.1 and 2.0; related t test, 
t(22)  6.76, p  .001]. In contrast, the response times 
from the onset of the third assertion were longer for prob-
lems in which it introduced the dilemma than for prob-
lems in which the second assertion introduced it [17.4 vs. 
13.4 sec, respectively; SEs  1.2 and 0.9; t(22)  4.27, 
p  .001]. This predicted pattern is analogous to the results 
of previous studies of indeterminacy (Carreiras & Santa-
maria, 1997; Schaeken & Johnson-Laird, 2000; Schaeken, 

son with those problems for which chunking is impossible. 
In the problems for which chunking is impossible, pairs 
of entities remain adjacent in all possible orderings (e.g., 
B and C, and A and D in the second example in Table 3), 
but the position of such pairs in the whole layout can vary. 
In addition, the order within a pair does depend on the 
pair’s position in the whole layout (B and C in the preced-
ing example). When chunking is impossible, individuals 
can try to keep track of all the possible orders or they can 
try to retain an accurate memory for the meanings of the 
initial pair of assertions. Because chunking eliminates the 
need to lay down such memories, the reading times for 
the initial pair of assertions should be faster for chunking 
problems than for those in which chunking is impossible.

Method
Participants. Twenty-three students at the University of Tübingen 

who had not taken part in the first experiment served as paid partici-
pants. The mean age of the 20 women and 3 men was 24.3 years. One 
additional participant, who showed exceptionally poor performance 
(only 6% correct responses), was excluded from the analyses.

Materials. As in Experiment 1, the problems consisted of three 
assertions that described the left–right layouts of four objects. There 
were eight problems giving rise to dilemmas in adjacency. Table 2 
presents examples of these problems, which gave rise to a dilemma 
in either the second assertion or the third assertion. In half of these 
problems, the critical entity to be added to the model after the di-
lemma arose could be inserted in the leftmost position; in half of the 
problems, it could be inserted in the rightmost position. There were 
also five reordering problems, and Table 3 presents them. Two of 
these problems allowed the participants to use the chunking strategy, 
whereas three of them did not. In all of them, the layouts that ful-
filled the left-to-right preference were ruled out by the third premise. 
In addition, there were five inconsistent problems constructed by re-

Table 2 
Examples of the Problems in Experiment 2 That Yielded 
Dilemmas About Which Two Entities Should Be Adjacent

 Assertions  Possible Layouts  

The dilemma about adjacency occurs in the first two assertions: B is 
either inserted between A and C, or else located at the left end of the 
array.

C right of A
B left of C ABC   BAC
D right of C ABCD BACD

The dilemma about adjacency occurs in the first two assertions: B is 
either inserted between A and C, or else located at the right end of the 
array.

A left of C
B right of A ABC   ACB
D left of A DABC DACB

The dilemma about adjacency occurs in the last two assertions: D is 
inserted between B and C, between A and B, or else located at the right 
end of the array.

C right of B
B right of A         ABC
D left of C ABDC ADBC DABC

The dilemma about adjacency occurs in the last two assertions: D is 
inserted between A and B, between B and C, or else located at the right 
end of the array.

B left of C
A left of B        ABC

 D right of A ADBC ABDC ABCD 

Table 3 
The Problems in Experiment 2 That Allowed Chunking of the 
Inner (Shown Within Parentheses) and Outer Pairs of Entities 
to Capture the Four Possibilities Compatible With the Initial 

Pair of Assertions, and Problems That Did Not Allow Chunking 

 Assertions  Possible Layouts  

Chunking Possible for A and C and for B and D
C between B and D
A next to C B(CA)D D(CA)B
A right of D         D(CA)B

Chunking Impossible
C between B and D
A next to D BCAD BCDA ADCB DACB
A left of B               ADCB DACB

Chunking Possible for A and C and for B and D
A between B and D
C between B and D B(AC)D D(AC)B
D left of B         D(AC)B

Chunking Impossible
A between B and D
A between B and C BACD BADC DCAB CDAB
D left of B              DCAB CDAB

Chunking Impossible
A between B and D
C between A and D BACD DCAB
D left of B        DCAB

Note—Layouts printed in bold are in accordance with the left-to-right 
preference.
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problems were easy, because they elicited direct clashes 
of next to and between assertions, and they were evalu-
ated with an overall accuracy of 91%, with mean reading 
times and response times for correct solutions of 36.2 and 
14.2 sec, respectively (SEs  2.6 and 1.2).

The advantage of chunking entities together affected 
the time the participants took to read and to understand 
the initial pair of assertions. But trends in line with the 
advantage occurred in all measures. Hence, the chunk-
ing strategy should have more of an effect with problems 
based on a larger number of assertions, and Experiment 3 
was designed to test this possibility.

EXPERIMENT 3

Entities in the initial two assertions in a description can 
be chunked into a single unit, provided that the resulting 
model captures all the possibilities compatible with these 
assertions. In this experiment, we increased the number 
of assertions in reordering problems from three to four 
in order to test whether the advantage of chunking would 
occur in accuracy with these more difficult problems. 
Table 5 presents examples of the problems that we used 
in the experiment. There were consistent problems for 
which chunking was possible and consistent problems 

Johnson-Laird, & d’Ydewalle, 1996; Vandierendonck & 
De Vooght, 1996). However, the difference in response 
times for third assertions is of particular interest. In our 
experiment, any model consistent with the three assertions 
sufficed for a judgment of consistency, and so there was 
no need to keep track of an indeterminacy introduced by 
the third assertion. Yet when the third assertion introduced 
an adjacency dilemma, the participants took longer to re-
spond. This phenomenon suggests that the possibility of 
an adjacent interpretation for either the second or the third 
assertion posed a dilemma to the participants that took 
them some time to resolve.

If the critical entity in an assertion giving rise to a di-
lemma is added to the end of an existing array, it has to 
be added either to the left end or to the right end of the 
array. This choice had no effect on accuracy or latency, 
but it did affect the diagrams that the participants drew. 
Table 4 presents the percentages of diagrams in which the 
entity was inserted into an existing array. There was one 
reliable effect: The participants tended to make these in-
sertions more for entities that would have been added to 
the left end of an array than for entities that would have 
been added to the right end of an array (Wilcoxon test, z  
3.05, p  .002). Given that the participants constructed 
arrays from left to right, they evidently found it easier to 
add a new entity to the right-hand end of an array than to 
the left-hand end of an array, which would entail a mental 
shift of the array rightward.

Figure 2 shows the percentages of correct diagrams for 
the reordering problems, the mean reading times for the 
first two assertions, and the mean response times after the 
third assertion, depending on whether or not the chunking 
strategy was possible. As in the previous experiment, the 
proportion of erroneous no responses among the overall 
errors was higher with reordering problems than with the 
remaining consistent problems (67% vs. 26%). The possi-
bility of chunking had no reliable effect on accuracy (Wil-
coxon signed-rank test, two-tailed p  .29), but it did speed 
up the reading of the first two premises by 20 sec [related 
t test, t(16)  3.79, p  .002], and it showed a tendency to 
elicit faster responses [related t test, t(16)  1.55, p  .12]. 
The shorter reading times for the first two assertions sug-
gest that chunking obviated the need to commit the mean-
ings of these assertions to memory. They could be imme-
diately represented in a single model in which the chunked 
items captured the four possible orders. The inconsistent 

Table 4 
Percentages of Diagrams in Experiment 2 in Which the Participants Inserted an Entity 
Into an Existing Array, As Opposed to Adding It to One End of the Array, Which Are the 

Balances of Percentages in Each Cell 

 
 

The sort of problem

 
 

Entity would have to 
be added to the left-
hand end of the array

 
 

Entity would have to 
be added to the right-
hand end of the array

 
 

 
 

Overall

The entity was in the second assertion 69 51 60
The entity was in the third assertion 58 35 47

Overall 63 43

Note—The table shows the percentages depending on whether the entity occurred in the second or 
third assertion, and on whether it would have been added to the left-hand end or to the right-hand 
end of the array.

Figure 2. The percentages of correct diagrams for the reorder-
ing problems in Experiment 2, the mean reading times for the 
first two assertions, and the mean response times after the third 
assertion (bars show the standard errors), depending on whether 
or not chunking was possible.
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With reordering problems consisting of four assertions, 
the advantage of being able to chunk entities in a model 
was clear in the percentages of correct diagrams, the read-
ing times of the initial premises, and the response times. 
The results corroborated the reasoners’ spontaneous use 
of the chunking strategy. It paid off, because the problems 
were otherwise difficult: They contained an extra premise, 
and so the participants had to hold in mind the information 
in the initial premises for a longer time.

EXPERIMENT 4

If all the assertions in a problem are presented to-
gether and the participants are allowed to view them as 
they sketch possible layouts, there should be no pressure 
to develop efficient strategies for reducing the load on 
working memory, and so the participants should be un-
likely to develop the chunking strategy. They have no 
need to memorize the meanings of the initial assertions 
or to consider their implications ab initio, because all the 
assertions remain visible at the same time. We tested this 
prediction in Experiment 4, and it also enabled us to col-
lect direct evidence both for the left-to-right preference 
and for the participants’ spontaneous strategies. The same 
reordering problems as those in the previous experiment 
were evaluated, but with the assertions presented together 
on a single sheet of paper. They were encouraged to think 
aloud and to draw diagrams. We video-recorded what 
they had to say and what they drew. The model theory 
predicts that the left-to-right preference should occur in 
their diagrams, that the problems should be easy, and that 
the participants should be unlikely to develop the chunk-
ing strategy.

for which it was impossible, and matching pairs of these 
problems consisted of identical assertions that differed 
only in the order in which the assertions occurred (see 
Table 5). If the participants constructed models accord-
ing to the left-to-right preference, they had to revise their 
models after either the third or the fourth assertion.

Method
Participants. Twenty-seven Princeton undergraduates partici-

pated in the experiment. They received course credit or a small mon-
etary compensation. The data from 3 additional participants, who 
disregarded the instruction not to draw a diagram before responding, 
were not included in the reported results.

Materials. The reasoning problems were similar to those in the 
previous experiments, except that each problem consisted of four as-
sertions, instead of three, and the materials were in English. Table 5 
lists examples of the problems, which were of two sorts: those in 
which chunking was possible and those in which it was not possible, 
depending on the order of the assertions. For each of the 4 problems 
in Table 5, a further 4 problems contained a left of assertion instead 
of the right of assertion. There were also 6 inconsistent problems 
and 4 consistent filler problems. The filler problems contained only 
right of or only left of assertions. In total, the 20 problems consisted 
of 8 reordering problems, 6 inconsistent problems, 4 filler problems, 
and 2 practice problems. Twenty sets of objects were assigned at 
random to the problems for each participant.

Procedure. The procedure was similar to that in the previous 
experiments. After the presentation of the two initial assertions, 
the third assertion was presented, and then the fourth assertion was 
presented with the prompt, “Is there a layout for which all [the as-
sertions] are true?” We prepared eight different pseudorandom trial 
sequences and tested from 3 to 4 participants with each sequence.

Results and Discussion
The participants produced correct diagrams for 63% of 

the problems for which chunking was possible, but only 
30% correct diagrams for the problems for which it was 
impossible (SEs  4.6 and 5.4, respectively). Twenty-one 
of the participants showed this effect, 3 went against it, and 
there were three ties (binomial test, p  .0001). This ef-
fect was present for problems of the kind shown in the top 
half of Table 5 (54% vs. 13%, SEs  7.7 and 5.0) and for 
problems of the kind shown in the bottom half of Table 5 
(70% vs. 44%, SEs  7.2 and 8.2). The accuracies for the 
filler problems and inconsistent problems were 72% and 
88%, respectively (SEs  5.6 and 2.5).

As in Experiment 2, reading the initial pair of asser-
tions took much less time for problems in which chunk-
ing was possible (23.3 sec, SE  2.0) than for problems 
in which it was impossible (37.4 sec, SE  4.6) [related 
t test, t(17)  2.60, p  .02]. Several participants solved 
none of the problems in which chunking was impossible, 
and so the degrees of freedom in the statistical tests were 
smaller. Response times from the onset of the fourth as-
sertion were also marginally shorter for problems in which 
chunking was possible (12.9 sec, SE  1.2) than for prob-
lems in which it was impossible (21.7 sec, SE  3.6) [re-
lated t test, t(16)  2.04, p  .058]. For filler problems 
and inconsistent problems, the mean reading times for the 
initial pair of assertions were 14.9 and 32.7 sec, respec-
tively (SEs  1.3 and 2.1), and mean response times were 
13.2 and 12.2 sec, respectively (SEs  1.1 and 1.2).

Table 5 
Examples of the Problems in Experiment 3 That Allowed 

Chunking of the Inner (Shown in Parentheses) and Outer Pairs 
of Entities and the Problems That Did Not Allow Chunking 

 Assertions  Possible Layouts  

Chunking Possible for A and C and for B and D
C between B and D
A next to C B(AC)D D(AC)B
A right of D         D(AC)B
B next to C         DACB

Chunking Impossible
C between B and D
A right of D BCDA DCBA DACB DCAB
B next to C BCDA DCBA DACB
A next to C              DACB

Chunking Possible for A and C and for B and D
A between B and D
C between B and D B(AC)D D(AC)B
B right of D         D(AC)B
C next to B         DACB

Chunking Impossible
C next to B
A between B and D CBAD BCAD DACB DABC
B right of D               DACB DABC
C between B and D               DACB

Note—Layouts printed in bold are in accordance with the left-to-right 
preference.
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often added corrections to a single layout or started anew. 
They commonly considered the assertions in the sequence 
in which they were written on the problem sheet, and so 
some instances of actual reordering could be seen when 
they corrected an initial diagram based on the left-to-right 
preference. They regularly checked their putative solution 
against the assertions. This checking explains the absence 
of any errors with inconsistent problems.

GENERAL DISCUSSION

Our experiments examined the use of mental models in 
the assessment of the consistency of spatial descriptions. 
The participants had to determine whether or not it was pos-
sible for all the assertions in a description of a spatial layout 
to be true (Johnson-Laird et al., 2000; Legrenzi, Girotto, 
& Johnson-Laird, 2003). The model theory postulates that 
people carry out this task by searching for a single model 
in which all the assertions in a description hold. If they 
can construct such a model, they judge that the descrip-
tion is consistent; otherwise, they judge that it is incon-
sistent. According to the theory’s principle of parsimony, 
they tend to construct a single, simple, and typical model, 
even when a description is compatible with several models 
of alternative layouts (Goodwin & Johnson-Laird, 2005). 
It follows that they should focus on their preferred model 
and, therefore, run into difficulty if they have to switch to 
another possibility. The theory postulates a preference for 
constructing models from left to right as a result of a cul-
tural bias in visual scanning (Chan & Bergen, 2005; Spalek 
& Hammad, 2005). Furthermore, participants should tend 
to locate entities referred to in the same assertion as adja-
cent to one another, and they should also avoid rearranging 
existing models. In general, the more entities that have to 
be represented in a model, the harder the task becomes. 
But individuals can develop strategies to reduce the load 
on working memory. One such strategy is to chunk together 
pairs of entities in a model so that they function as a single 
unit. This strategy allows individuals to use a single model 
to represent the four possible orders in which both orders 
of the inner and of the outer pairs are possible.

Our experiments corroborated the model theory’s 
principle of parsimony and its predictions about model 
preferences. As Experiment 1 showed, the participants 
interpreted assertions of the form A is between B and C 
by constructing a model of B and C, working from left 
to right, and then inserting A between them. As a con-
sequence, they found it easier to cope with problems 
that allowed them to continue with this model than with 
problems that forced them to construct a new model with 
the entities in a different spatial order. In this case, they 
took longer to solve the problem, and they made more 
errors. Often, they thought that no model was possible 
and thus succumbed to an illusion of inconsistency. Of 
course, there would have been no need to reorder entities 
in models if the participants had represented all the pos-
sibilities compatible with assertions or if they had had no 
strong left-to-right preference in interpreting assertions. 
Reordering, however, is impossible unless individuals 

Method
Participants. Twenty-five Princeton undergraduates partici-

pated for course credit. None of them had taken part in the previous 
experiment.

Materials. The experiment used the same reordering and filler 
problems as those in Experiment 3 and a subset of the inconsistent 
problems. We prepared eight different problem sets, each consist-
ing of eight problems, and we tested roughly equal numbers of par-
ticipants with each set. The eight problems in each set were four 
reordering problems (with chunking possible for two of them and 
impossible for two of them), two filler problems, and two incon-
sistent problems. The selection of right of and left of variants for 
reordering problems was balanced across problem sets. The terms A, 
B, C, and D were again replaced by sets of objects. Some of the sets 
of objects from Experiment 3 were assigned randomly to problems 
in each set of problems. There were no practice problems so that we 
could see the very first preference in experimental problems. The 
problems were printed on separate sheets of paper, with the four 
premises toward the top of the sheet, a space for diagrams in the 
middle, and a line at the bottom for the participants to write their 
answer. A video camera was positioned above the desk and recorded 
the diagrams that the participants drew and their verbal comments. 
The purpose of this procedure was explained to the participants, who 
gave their consent before the start of the experiment.

Procedure. The participants were tested individually. The order 
of problems was pseudorandom and balanced across problem sets. 
The experimenter handed the problem sheets to the participants one 
sheet at a time. They were encouraged to draw sketches, and they 
were prompted to think aloud throughout each trial.

Results and Discussion
The participants performed well, as compared with the 

level of accuracy with reordering problems in the previous 
experiments, and there was no reliable difference between 
the problems for which chunking was possible and the 
problems for which it was impossible (78% correct, in 
each case; both SEs  5.8). Similarly, there was no reli-
able difference in their solution times, from the presenta-
tion of the sheet of paper until the participants finished 
writing the solution [70.2 vs. 60.3 sec, SEs  6.4 and 
6.3; related t test, t(22)  1.25, p  .224]. The analysis 
of the video recordings and the answer sheets confirmed 
the left-to-right preference. Initial assertions stating a be-
tween relation occurred in a subset of the problems, and 
97 (80%) of the 121 initial diagrams for them were consis-
tent with the left-to-right preference. The diagrams of 19 
participants showed the preference, those of 5 participants 
did not, and there was one tie (binomial test, p  .005). 
The preference also occurred for first premises based on 
next to (71%): The diagrams of 18 participants showed the 
preference, those of 6 participants did not, and there was 
one tie (binomial test, p  .015).

We examined the protocols to determine the strategies 
that the participants had used to assess consistency. Over 
half the participants (14 out of 25) drew just a single lay-
out, and 9 of them left space between the letters so that 
later they could insert additional entities according to the 
remaining assertions. The remaining participants (11) laid 
out all possible interpretations in diagrams for at least 
some of the problems. Nine of these participants also left 
space for filling in letters, and 3 of them also used arrows 
as additional annotations on their diagrams. The partic-
ipants did not rely on a constant strategy; instead, they 
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Experiment 2 showed that those assertions for which 
the chunking of adjacent entities could occur were read 
more quickly than those assertions for which it could 
not occur. In Experiment 3, we increased the number of 
assertions to be evaluated from three to four. The result 
was that the problems for which chunking could occur 
yielded more correct responses, shorter reading times for 
the initial premises, and shorter response times than did 
the problems for which chunking could not occur. The in-
tegration of spatial relations is known to be affected by 
subtle linguistic principles that we tried to counterbalance 
in our materials (Hörnig, Oberauer, & Weidenfeld, 2005, 
2006). This control may not have been perfect, but the 
left-to-right preference and the tendency toward chunking 
were so strong that these linguistic factors cannot provide 
an alternative explanation for our results.

According to the model theory, individuals develop 
different strategies of reasoning, which reflect both dif-
ferences from one individual to another and the problems 
on which they are working (Johnson-Laird, 2006; Rob-
erts, 2000). We observed our participants’ strategies in 
Experiment 4, in which all the assertions in a problem 
were presented together and the participants were allowed 
to use paper and pencil. Not surprisingly, they drew dia-
grams to represent the relations in the assertions. There 
are several ways in which individuals can keep track of 
alternative spatial layouts. They can try to represent all the 
possibilities at the same time. This task is highly demand-
ing, and our results suggest that this is not what most of 
our participants did. There are strategies that place less of 
a load on working memory and that are consistent with 
the model theory. One strategy is to use a single diagram 
and to annotate those entities whose relative positions are 
indeterminate (Schaeken et al., 2007; Vandierendonck 
et al., 2004). This idea has been implemented in a recent 
computational theory of spatial reasoning according to 
which reasoners start with their preferred mental model, 
annotate those entities whose relative positions are inde-
terminate, and then vary this model to find alternative 
models that are also consistent with the assertions (Ragni, 
Knauff, & Nebel, 2005). Still another strategy is to build 
a single model and to try to remember the assertions more 
or less verbatim if there are other possibilities. The third 
author has implemented this strategy for temporal reason-
ing (see, e.g., Schaeken et al., 1996). The program refers 
back to the premises when it encounters an inconsistency 
with its current model. Thus, the proposed strategies that 
are consistent with the model theory differ with regard to 
whether alternative possibilities are represented via an-
notations or via remembered assertions in addition to a 
single model.

The participants in our experiments varied in the strate-
gies that they used. When there was a load on working 
memory, they tended to chunk adjacent entities into single 
units—a strategy that reduces the relational complexity 
of problems (Halford et al., 1998). It is also similar to 
strategies in which reasoners annotate a single model to 
capture alternative possibilities (Johnson-Laird, 1983; 
Ragni et al., 2005; Schaeken et al., 2007; Vandierendonck 
et al., 2004). When all the assertions are presented at one 

have access to a separate and independent representation 
of the meaning of assertions. The long reading times for 
the initial assertions in Experiment 1 may well reflect the 
participants’ efforts to commit the meanings of these as-
sertions to memory.

Is the left-to-right bias merely a consequence of the vi-
sual order in which terms are written in the descriptions? 
It does not seem so; instead, it concerns the direction in 
which individuals construct models. We carried out a 
small-scale study to test this hypothesis. The participants 
listened to an auditory presentation of a single spatial as-
sertion, such as The pen is between the candle and the 
stapler. Speech has a temporal order, but not a left-to-right 
order. The participants had merely to listen to the asser-
tion and then to arrange the three objects in an appropriate 
horizontal order. Out of 34 participants, 24 corroborated 
the left-to-right bias (binomial test, p  .015). Skeptics 
could argue that the preference is merely a response bias, 
but we doubt that individuals would respond in this way if 
their mental models were arranged in the opposite order. 
This rebuttal, of course, takes it for granted that individu-
als do construct mental models of spatial assertions, and 
so we will return to this point presently.

The model theory postulates that individuals should 
prefer to locate those entities that are referred to in a single 
assertion as adjacent to one another in a model, because 
this arrangement is simple and typical, in that it reflects 
the fact that speakers tend to describe adjacent entities 
when they describe a spatial layout. This preference, how-
ever, can create a dilemma. With a description, such as 
The grape is to the right of the orange, the apple is to the 
left of the grape, it is impossible for all three items to be 
adjacent to one another and still preserve their correct spa-
tial relations. The dilemma can be resolved in one of two 
ways. Either the new entity—the apple—can be located 
appropriately at the left end of the array:

apple  orange  grape,

or, with some reorganization of the prior model, the new 
entity can be inserted between the two existing entities in 
the model:

orange  apple  grape.

The more entities that are already in a model, the more 
work it should take to insert a new entity among them. 
Experiment 2 corroborated this hypothesis. Schaeken 
and van der Henst (2005) have also distinguished the two 
ways of resolving a dilemma in adjacency. They observed 
that individuals were slightly more likely to resolve the 
dilemma by adding an entity to the end of an array (see 
also Ragni, Fangmeier, Webber, & Knauff, 2006). Our 
results, however, suggest an asymmetry: Additions of this 
sort are more likely to the right-hand end than to the left-
hand end of an array, because of the effects of the left-
to-right preference. Likewise, individuals took longer to 
read the initial pair of assertions when they introduced 
the dilemma than when the third assertion introduced it. 
But the response times to the third and final assertion 
were longer when it, rather than the second assertion, in-
troduced the dilemma.
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But if one premise is in the present tense and the other prem-
ise is in the past tense, no guarantee of transitivity exists, 
and individuals tend not to make the inference (Goodwin & 
Johnson-Laird, 2007). Dependency on context in this way 
is a severe problem for meaning postulates. Despite these 
difficulties, it may be possible to devise a formal rule theory 
that would explain our data. Of course, the task of evaluat-
ing the consistency of spatial descriptions may encourage 
individuals to rely on mental models, which they would not 
otherwise use in relational reasoning. However, previous 
results strongly support the use of models in deductive in-
ferences from relations (see, e.g., Byrne & Johnson-Laird, 
1989; Goodwin & Johnson-Laird, 2005).

We conclude that the evidence for the use of mental 
models in reasoning about spatial relations is substantial. 
It is shown in the corroboration of the need to construct 
a new model when an assertion violates the left-to-right 
preference embodied in a current model, in dilemmas 
about adjacency, in the chunking of entities into single 
units, and in the diagrams that participants draw spontane-
ously in order to represent assertions.
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APPENDIX 
Reasoning Problems Used in Experiment 1

Among the four orderings that are consistent with the initial pair, the orderings consistent with the preferred 
interpretation of C between B and D are indicated in bold face. In parentheses after third assertions, N denotes 
neutral, R reordering, I inconsistent, and F filler. The subsequent numbers indicate the number of orderings 
consistent with all three assertions in a problem—that is, the number of orderings that remain possible after the 
respective third assertion.

11. Initial pair: C between B and D, A right of C
BCAD BCDA DCAB DCBA
Third assertions: B next to C (N, 3); A next to B (R, 2); B next to D (I, 0); A next to D (F, 2)

12. Initial pair: C between B and D, C right of A
BACD ABCD DACB ADCB
Third assertions: C next to D (N, 3); D next to A (R, 2); B next to D (I, 0); B next to A (F, 2)

13. Initial pair: C between B and D, A left of C
BACD ABCD DACB ADCB
Third assertions: C next to D (N, 3); D next to A (R, 2); B next to D (I, 0); B next to A (F, 2)

14. Initial pair: C between B and D, C left of A
BCAD BCDA DCAB DCBA
Third assertions: B next to C (N, 3); A next to B (R, 2); B next to D (I, 0); A next to D (F, 2)

15. Initial pair: C between B and D, A right of D
BCDA DACB DCAB DCBA
Third assertions: B next to C (N, 3); C next to D (N, 3); A next to C (R, 2); B next to D (I, 0)

16. Initial pair: C between B and D, D right of A
BCAD ABCD BACD ADCB
Third assertions: B next to C (N, 3); B next to D (I, 0); C next to A (F, 2); D next to C (F, 3)

17. Initial pair: C between B and D, A left of B
ABCD DACB DCAB ADCB
Third assertions: B next to C (N, 3); C next to D (N, 3); C next to A (R, 2); B next to D (I, 0)

18. Initial pair: C between B and D, B left of A
BACD BCDA BCAD DCBA
Third assertions: C next to D (N, 3); B next to D (I, 0); A next to C (F, 2); C next to B (F, 3)

19. Initial pair: A next to B, C between B and D
ABCD BACD DCAB DCBA
Third assertions: C next to D (N, 4); D left of B (R, 2); D left of A (R, 2); A next to D (I, 0)

10. Initial pair: B next to A, C between B and D
BACD ABCD DCAB DCBA
Third assertions: C next to D (N, 4); D left of B (R, 2); D left of A (R, 2); A next to D (I, 0)

11. Initial pair: C between B and D, D next to A
BCDA BCAD DACB ADCB
Third assertions: B next to C (N, 4); D left of B (R, 2); A left of B (R, 2); B next to A (I, 0)

12. Initial pair: C between B and D, A next to D
BCAD BCDA DACB ADCB
Third assertions: B next to C (N, 4); D left of B (R, 2); A left of B (R, 2); B next to A (I, 0)
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