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Abstract:    In this paper, a novel Bayesian-Gaussian neural network (BGNN) is proposed and applied to on-line modeling of a 
hydraulic turbine system (HTS). The new BGNN takes account of the complex nonlinear characteristics of HTS. Two redefined 
training procedures of the BGNN include the off-line training of the threshold matrix parameters, optimized by swarm optimiza-
tion algorithms, and the on-line BGNN predictive application driven by the sliding window data method. The characteristics 
models of an HTS are identified using the new BGNN method and simulation results are presented which show the effectiveness of 
the BGNN in addressing modeling problems of HTS. 
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1  Introduction 

 
A hydraulic turbine system (HTS) is in essence a 

complex nonlinear system that involves hydrody-
namics, mechanical and electrical dynamics. So the 
dynamic response characteristics of an HTS are dif-
ficult to obtain through mathematical analytical 
methods. Furthermore, the transfer coefficients of an 
HTS change with different operating situations, in-
creasing the difficulties involved in on-line modeling. 

In research on modeling of nonlinear systems, 
artificial neural network (ANN) modeling methods 
are often adopted because they can approximate any 
nonlinear system (Chen and Chen, 1993) and have 
been used successfully in many fields (Jung and 
Ghaboussi, 2006; Caccavale et al., 2008; Pei and Mai 
2008; Matthias et al., 2008; Yazdan et al., 2008). In 
research on modeling of HTS, many kinds of ANN 
have been presented including the multiplayer per-
ception (MLP) network, back-propagation (BP) neu-

ral network, radial basis function (RBF) neural net-
work, and fuzzy neural network (FNN) (Sarimveis, 
2000; Chang et al., 2003; Chen et al., 2003; Wang et 
al., 2008). The modeling results based on these net-
works have been reported and show that an ANN can 
obtain the nonlinear model of an HTS. 

Regardless of these inspiring developments in 
the application of neural networks to nonlinear HTS, 
there are some intrinsic features of these neural net-
works which limit their practical application (Ye et al., 
1998). First, the topology of BP or RBF neural net-
works needs to be determined by trial and error. 
Second, in the training procedures of BP or RBF 
neural networks, many connection weights need to be 
adjusted during error function minimization, which 
inevitably results in a complex error surface and a 
long training time. Furthermore, the lack of self- 
tuning ability of these networks limits their practical 
application in on-line system modeling and in some 
special processes, such as time-variant systems. To 
overcome the shortcomings of such neural networks, 
a kind of Bayesian-Gaussian neural network (BGNN) 
was proposed by Ye et al. (1998) which is an a  
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posteriori probability model based on Bayesian the-
ory and the Gaussian hypothesis. The BGNN has 
many advantages over traditional neural networks, 
such as easy determination of topological structure 
and few connection weights to be set when training 
samples are available. Based on the BGNN structure, 
in this paper, we propose a novel BGNN in which the 
off-line training method and on-line application al-
gorithm are redefined using swarm optimization al-
gorithms and a kind of sliding window data driving 
method. The new BGNN is then applied to the mod-
eling of an HTS to test its effectiveness. 

 
 

2  Description of the modeling problem of 
HTS 

 
In our work, an HTS is considered which in-

cludes a servomechanism, penstock system, water 
turbine and generator (Fig. 1) (Shen, 1996; Xiao et al., 
2006). 

 
 
 
 
 
 
 

 
 
 
 
 
The characteristics of the servomechanism are 

simple and it can be expressed approximately as a 
first order system with a translating function model, 
as described in Eq. (1): 
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where Ty is the inertia time constant of the servo-
mechanism and y denotes its output. 

In dynamic process, the running characteristics 
of the HTS vary with changing operating conditions. 
For example, the movable Francis turbine is basically 
nonlinear and its nonlinear characteristics can often 
be depicted as 
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where q is flow, mt denotes the movable turbine 
moment, h is the water head, and x is the speed of 
rotation (generally x is expressed as a frequency). The 
function relations of f and q are nonlinear and difficult 
to obtain through mathematical analysis methods. A 
neural network, as a black modeling technique, can be 
used to identify nonlinear models. So the BGNN in 
this work was adopted for modeling of the nonlinear 
characteristics of the HTS. 

The dynamic characteristic of the penstock sys-
tem is complex and nonlinear between the water head 
h and the flow q. Because of the difficulty in estab-
lishing the precise nonlinear mathematical model, the 
BGNN is also used to learn the nonlinear relation 
defined as 

 
( ).h h q=                               (3) 

 
The dynamic characteristic of a generator, taking 

account of load characteristics, is often simplified as  
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where Ta is the inertia time constant of the generator, 
en denotes the adjusting coefficient of load, and mg is 
described as the changed electrical load moment.  

In summary, the modeling problem of the HTS 
includes mainly the identification of the nonlinear 
functions in Eqs. (2) and (3). 

 
 

3  BGNN and training algorithms 
 
The proposed BGNN is an a posteriori prob-

ability model based on Bayesian theory and the 
Gaussian hypothesis (Ye et al., 1998). 

Compared with the traditional recurrent and 
feed-forward neural networks such as BP and RBF, 
the BGNN can easily determine its topology and 
weights. The details of the BGNN and some theorem 
proofs can be found in Ye et al. (1998). The structure 
and redefined training algorithms of the BGNN are 
illustrated in the following subsections. 

Fig. 1  Illustration of the structure of the hydraulic tur-
bine system (HTS) 
u is the output of controller, y denotes the servomechanism 
output, q is called water flow, h is water head, mt and mg are 
water turbine moment and load moment respectively, and x
denotes the frequency of generator 
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3.1  BGNN 

The topological structure and connection 
weights of a BGNN are shown in Fig. 2. 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
The main structure of the BGNN of Ye et al. 

(1998) is described as follows. Let (Xi, yi) (i=1, 2, …, 
N) denote the training data set, where N is the number 
of samples, Xi is the sample input and is represented 
by an m×1 vector. Xi=[Xi1, Xi2, …, Xim]T, and yi is the 
sample output. The new output y corresponding to the 
new input X is generated using the measure of belief 
view of probability. 

Under the Gaussian hypothesis, when the com-
bined samples information (Xi, yi) (i=1, 2, …, N) is 
known, the probability distribution of Y(X) will be 
approximately (Ye et al., 1998) 
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where in Eq. (5), c is a normalizing constant inde-
pendent of Y, y'(N) denotes the mean value of Y and 
σ(N) is the variance value. 

Assume that  

( )2 2 T
0 exp ( ) ( ) ,i i iσ σ= − −X X D X X           (8) 

 
where D is defined as the input threshold matrix in-
cluding the parameters d11, d12, …, dmm which will be 
evaluated through the network training. 
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The evaluation criterion used in the matrix D 

parameters training is similar to that of the prediction 
error method (Ye et al., 1998): 
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where N1 is the net order, and yi and yi' are denoted as 
the desired output and the network output for sample i 
respectively. 

3.2  Redefined training algorithms of the BGNN 

The training procedures of the BGNN include 
the determination of off-line parameters and the ap-
plication of on-line prediction. The aim of the off-line 
training of the BGNN is to obtain the desired thresh-
old matrix parameters in D. The key problem in the 
on-line application of the BGNN is to determine the 
suitable N group history data in the BGNN structure 
illustrated in Fig. 2. In place of the algorithms pre-
sented for the BGNN by Ye et al. (1998), in the fol-
lowing subsections we present algorithms redefined 
to take into account the characteristics of the HTS. 

3.3  Off-line optimization of the threshold matrix 
parameters 

The aim of the off-line training of the BGNN is 
to obtain suitable threshold matrix parameters so as to 
satisfy the evaluation criterion given in Eq. (10). The 
above process is in essence an optimization problem. 
Swarm intelligence algorithms such as genetic algo-
rithms (GA) and particle swarm optimization algo-
rithms (PSO) are powerful tools for optimization 
applications (Huang and Wang, 2006; Liu et al., 
2007). In this paper, an effective and improved  
Escherichia coli foraging optimization algorithm 

Fig. 2  Topology and connection weights of a BGNN (Ye
et al., 1998) 
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(IEFOA) developed by Fang and Liu (2008) is ap-
plied to the off-line training of the BGNN. 

3.4  On-line application of the BGNN driven by 
sliding window data 

Because of its complex characteristics, control 
of the HTS needs to be on time. Therefore, the  
modeling of the HTS should also be fast in on-line 
identification applications. Although a kind of self- 
adjusting method for the BGNN was proposed by Ye 
et al. (1998), it can incur extra computation time, 
especially when the input data sample number N is 
big. So the self-adjusted method has deficiencies for 
the on-line prediction application of the HTS.  

In this study, we use the sliding data window to 
confirm the input samples of the BGNN in the on-line 
prediction of the HTS. This is based on the assump-
tion that the data near the present time contribute most 
to the output of the present system, i.e., a data sample 
nearer the present time can predict the present output 
with higher precision. 

The aim of adopting the sliding data window is 
to maintain the prediction data sample scale N un-
changed for the BGNN when predicting the output y. 
The concrete method is shown in Fig. 3. 

 
 
 
 
 
 
 

 
 
Fig. 3 shows three windows. The data sample 

quantity of each sliding window (i.e., the width of the 
sliding window) is N. In the change from window 1 to 
window 2, only the data farthest away from the pre-
sent time of window 1 is eliminated, and window 2 is 
composed of the data sample nearest to the present 
time. The change from window 2 to window 3 follows 
a similar process, and in this way, the sliding window 
data form. 

 
 

4  Simulation experiments and results 
 

The above proposed BGNN was applied to the 
modeling of the HTS described in Eqs. (2) and (3). An 

HL220 HTS was simulated, with a rotation rate of 300 
r/min, water height of 400 m, water flux rate of 
36.1307 m3/s and power rating of 127.6 MW. The 
water flux inertia time constant was 0.2 s and the 
generator inertia time constant was 5.9046 s. 

To simulate the HTS’s characteristics shown in 
Eq. (2), we constructed the following nonlinear 
Eq. (11) in the simulation tool of Matlab/Simulink:  
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where ey, eqy, ex, eqx, eh and eqh dentote six transfer 
coefficients of the HTS, and these parameters 
changed under a wide range of working conditions. In 
this study, the coefficients of ey, eqy, ex, eqx, eh and eqh 
were obtained using the technology described in de-
tail by Shen (1996) and Li et al. (2009). 

In an actual HTS, the transfer function of the 
penstock system nonlinear characteristic shown in  
Eq. (3) is commonly depicted as Eq. (12) under the 
condition of elastic water: 
 

( ) ( ) w r r( ) ( ) / ( ) 2( / )th(0.5 ),hG s H s Q s T T T s= = −   (12) 
 
where Tr is the reflection time of the water pipe, Tw is 
the inertia time constant of the water flow, and the 
expression th(0.5Trs) denotes a hyperbolic tangent 
function. It can be seen that the characteristic of the 
penstock system is basically nonlinear. 

4.1  Generation of training and testing data 

In simulation experiments, we considered the 
training and testing samples which were generated by 
the system under closed-loop control with a reason-
able proportion integration differentiation (PID) con-
troller (Fig. 4). Instead of generating random input 
sequences to the HTS process, training and testing 
 

 
 
 
 
 
 
 

 
Fig. 4  Generation structure of training set from the con-
trol system of the hydraulic turbine generator unit  
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samples obtained from a closed-loop control system 
can excite the dynamic characteristics of the HTS as 
soon as possible, and this is more practical in the 
application of an HTS control. 

In Fig. 4, r is the input exciting signal which 
takes the normal work situation operating value with 
random Gaussian white noise of mean 0 and variance 
0.02. In the control of the HTS, the training samples u, 
y, q, h, mt, mg, and x are samples in the operation of 
the HTS with the typical changed work situation 
which denotes the nonlinear characteristics of the 
HTS. Therefore, the nonlinear model of the HTS can 
be obtained based on the BGNN and the training 
samples. 

In the simulation experiments, the training set of 
the BGNN was obtained under the work situation of a 
frequency change of 20%, namely from 50 to 60 Hz. 
But the testing sets of the BGNN were acquired under 
the work situation of a frequency change from 50 to 
40 Hz and with a condition load change of 20%. 

4.2  BGNN training and prediction of the HTS 
models 

In the identification of the HTS, the width of the 
sliding data window N was set as 10. The parameters 
used in the improved Escherichia coli foraging op-
timization algorithm (Fang and Liu, 2008) were as 
follows: S=10, Nc=10, Ns=6, w1=0.2, w2=0.1, C(i)= 
0.01. 

4.3  Flow BGNN model of the HTS 

The input of the flow BGNN model was selected 
as y(k), y(k−1), x(k), x(k−1), h(k), h(k−1), q(k−1) and 
q(k−2). The output of the flow BGNN model was q(k). 
Because the number of the flow BGNN model was 8, 
8 threshold matrix parameters in D were to be trained. 
So the parameter dimension p to be optimized in 
IEFOA was set as 8. 

Following off-line optimization based on the 
training set, the threshold matrix parameters of the 
flow BGNN model were obtained as D= 
diag{231.0857, 163.1658, 157.6213, 205.0248, 
98.2696, 33.5117, 158.3040, 278.4939}. The identi-
fication result is shown in Fig. 5. 

The trained flow BGNN model was then applied 
to the testing sets and the prediction figures are shown 
in Fig. 6. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

4.4  BGNN moment model of the HTS 

In the structure of the hydraulic turbine moment 
BGNN model, the input was y(k), y(k−1), x(k), x(k−1), 
h(k), h(k−1), mt(k−1) and mt(k−2). The output was 
mt(k). The input number of the moment BGNN model 
was 8 and therefore the number of threshold matrix 
parameters in D to be trained was 8. Thus, p in the 
IEFOA was also set as 8. 

Following off-line optimization based on the 
training set, the threshold matrix parameters were 
obtained as D=diag{224.7394, 68.6860, 129.7927, 
37.5997, 267.8767, 120.6552, 127.3004, 247.0723}. 
The identification result is shown in Fig. 7a.  

The trained moment BGNN model was then 
used on the testing sets and the prediction figures are 
shown in Figs. 7b and 7c. 

 
 

Fig. 5  Flow BGNN model identification with a 20% 
frequency change 
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Fig. 6  Flow BGNN model prediction with frequency 
decreased from 50 to 40 Hz (a) and with a 20% load 
change (b) 
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4.5  BGNN water head model of the HTS 

The input of the water head BGNN structure was 
selected as q(k), q(k−1) and h(k−1). The output was 
h(k). The number of the water head BGNN model was 
3 and therefore the number of the threshold matrix 
parameters in D to be trained was 3. Thus, the di-
mension p in the IEFOA was 3. 

Following off-line optimization based on the 
training set, the threshold matrix parameters of the 
water head BGNN model were obtained as D= 
diag{146.9291, 243.4808, 293.7387}. 

The identification and prediction results are 
shown in Fig. 8. 

 
 

5  Analysis and conclusion 
 

The experimental results show that the proposed 
BGNN model method can obtain high identification 
and on-line prediction accuracy for the HTS modeling 
problem. The reason is that a BGNN based on a  

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
sliding data window can fully utilize the window data 
to realize on-line prediction of the HTS. From the 
experiments, we can see also that the BGNN can 
obtain better prediction accuracy of the HTS under 
different operating conditions. This is because the 
BGNN model can integrate window data into its 
structure, sustainably update the structure of the 
BGNN through the continual sliding of the window, 
and quickly capture the change in the HTS charac-
teristics. This feature of the BGNN is attractive for a 
dynamic system in which characteristics often change, 
and it can be used in the on-line prediction application 
for a nonlinear dynamic system. 

Future work will focus on HTS control applica-
tions based on the on-line prediction of the HTS 
models using the BGNN modeling method. 
 
References 
Caccavale, F., Pierri F., Villani, L., 2008. Adaptive observer 

for fault diagnosis in nonlinear discrete-time systems. J. 
Dynam. Syst. Meas. Control, 130(2):021005.  [doi:10. 
1115/1.2837310] 

W
at

er
 h

ea
d 

ch
an

ge
d 

va
lu

e 

(b)
0

0.4

0.8

1.2
Actual water head changed value 
BGNN model predicted water head 

−0.4

Fig. 8  Water head BGNN model prediction with a 20% 
frequency change (a), with frequency decreased from 50 
to 40 Hz (b), and with a 20% load change (c) 

Actual water head changed value  
BGNN model identified water head 

0.4

0

−0.4

−0.8

−1.2
(a)

0 5 10 15 20 25 30
−0.15

−0.10

−0.05

0

0.05

t (s) 

Actual water head changed value 
BGNN model predicted water head 

(c) 

Fig. 7  Moment BGNN model prediction with a 20% fre-
quency change (a), with frequency decreased from 50 to
40 Hz (b), and with a 20% load change (c) 

0 5 10 15 20 25 30

0.30 

0.20

0.25 

0.15

0.10

0.05

0
−0.05

Actual moment value 
BGNN model identified moment 

(c)

Actual moment value 
BGNN model identified moment 

−0.6

M
om

en
t c

ha
ng

ed
 v

al
ue

 

−0.4 

−0.2

0

0.2

(b)

−0.2

0 

0.2

0.4

Actual moment value 
BGNN model identified moment 0.6 

0.8 

(a)

t (s) 



Liu et al. / J Zhejiang Univ-Sci C (Comput & Electron)   2010 11(1):56-62 62 

Chang, J., Xiao, Z.H., Wang, S.Q., 2003. Neural Network 
Predict Control for the Hydroturbine Generator Set. Proc. 
2nd Int. Conf. on Machine Learning and Cybernetics, 
p.540-543.  

Chen, T.P., Chen, H., 1993. Approximations of continuous 
functionals by neural networks with application to dy-
namic systems. IEEE Trans. Neur. Networks, 4(6): 
910-918.  [doi:10.1109/72.286886] 

Chen, Y.H., Ye, L.Q., Cai, W.Y., 2003. Modeling of hydro- 
turbine hill chart by neural network. Chin. J. Huazhong 
Univ. Sci. Technol. (Nat. Sci. Ed.), 31(6):68-70 (in Chinese). 

Fang, Y.J., Liu, Y.J., 2008. Design of Automated Control 
System Based on Improved E. coli Foraging Optimization. 
Proc. IEEE Int. Conf. on Automation and Logistics, 
p.238-243.  [doi:10.1109/ICAL.2008.4636153] 

Huang, C.L., Wang, C.J., 2006. A GA-based feature selection 
and parameters optimization for support vector machines. 
Exp. Syst. Appl., 31(2):231-240.  [doi:10.1016/j.eswa. 
2005.09.024] 

Ihme, M., Marsden, A.L., Pitsch, H., 2008. Generation of 
optimal artificial neural networks using a pattern search 
algorithm: application to approximation of chemical 
systems. Neur. Comput., 20(2):573-601.  [doi:10.1162/ 
neco.2007.08-06-316] 

Jung, S.M., Ghaboussi, J., 2006. Neural network constitutive 
model for rate-dependent materials. Comput. & Struct., 
84(15-16):955-963.  [doi:10.1016/j.compstruc.2006.02.015] 

Li, J.X., Sun, M.F., Yue, X.N., Zuo, G.T., 2009. Transient 
process research of hydraulic unit based on Matlab. GX 
Water Res. Hydr. Eng., 38(1):77-81 (in Chinese). 

Liu, B., Wang, L., Jin, Y.H., 2007. An effective PSO-based 
memetic algorithm for flow shop scheduling. IEEE Trans.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Syst. Man Cybern., 31(1):18-27.  [doi:10.1109/TSMCB. 
2006.883272] 

Pei, J.S., Mai, E.C., 2008. Constructing multilayer feedforward 
neural networks to approximate nonlinear functions in 
engineering mechanics applications. J. Appl. Mech., 75(6): 
061002.  [doi:10.1115/1.2957600] 

Sarimveis, H., 2000. Training algorithms and learning abilities 
of three different types of artificial neural networks. Syst. 
Anal. Model. Simul., 38(3):555-581. 

Shen, Z.Y., 1996. Analysis of Hydraulic Turbine Governing 
System. Water Resources and Electric Power Press, Bei-
jing, China (in Chinese). 

Shirvany, Y., Hayati, M., Moradian, R., 2008. Numerical 
solution of the nonlinear schrodinger equation by feed-
forward neural networks. Commun. Nonl. Sci. Numer. 
Simul., 13(10):2132-2145.  [doi:10.1016/j.cnsns.2007.04. 
024] 

Wang, S.Q., Liu, H., Zhang Z.P., Liu S.Y., 2008. Research on 
the Intelligent Control Strategy based on FNNC and GAs 
for Hydraulic Turbine Generating Units. Proc. 7th World 
Congress on Intelligent Control and Automation, 
p.5569-5573.  [doi:10.1109/WCICA.2008.4593836] 

Xiao, Z.H., Wang, S.Q., Zeng, H.T., Yuan, X.H., 2006. Iden-
tifying of Hydraulic Turbine Generating Unit Model 
Based on Neural Network. Proc. 6th Int. Conf. on Intel-
ligent Systems Design and Applications, p.113-117.  
[doi:10.1109/ISDA.2006.172] 

Ye, H.W., Nicolai, R., Reh, L., 1998. A Bayesian-Gaussian 
neural network and its application in process engineering. 
Chem. Eng. Process, 37(5):439-449.  [doi:10.1016/S0255- 
2701(98)00051-8] 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


