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Abstract:    There has been intense foundational research in complex technical systems (CTSs) over the last half century. These 
systems are exemplified by advanced mechatronics systems, embedded control systems, real-time systems, agent-based smart 
systems, distributed software systems, internet of things systems, and cyber-physical systems. The objective of this paper is to 
offer an initial cataloguing of the various research domains and to identify the major research issues. The paper has an ontological 
flavour, because it concentrates on what research has been and is being done, rather than on why and how research is done. The 
underpinning study has been done in three stages: (i) intuition-driven exploration of a reference set of related academic publica-
tions, (ii) evidence-based specification of a categorization of the domains and subdomains of research, and (iii) refinement and 
validation of the proposed classification based on a control set of related academic publications. The proposed reasoning model 
identifies three categories of research domains. The ‘intellectualizations’ category includes research domains such as: (i) philos-
ophy, (ii) ontology, and (iii) epistemology of CTSs. The research domains included in the ‘realizations’ category are: (iv) meth-
odology, and (v) creation of CTSs. The domains considered in the ‘influences’ category are: (vi) manifestations, and (vii) axiology 
of CTSs. Based on the proposed reasoning model a landscape of foundational research in CTSs is proposed for public debate. Our 
follow-up study focuses on the extension of the proposed classification to other families of complex engineered systems such as 
sociotechnical systems and social ecosystems. 
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1  Introduction 

 
Everything is a system, even a system of sys-

tems. Huge or tiny, it does not really matter. Regard-
ing something as a system depends only on our per-
spective. Possibly, this is the most important recog-
nition of our post-industrial age (Cabrera et al., 2008). 
This recognition has triggered an immense amount of 
research into systems (Muller, 2013). As early as the 
beginning of the 1970s, Ackoff (1974) analysed the 
system revolution. In the last five decades, systems 
science has gone through its formation phase and it 
exists today as a flourishing domain of knowing and 

doing. Starting with the pioneering work of (von 
Bertalanffy, 1950a), systems science abandoned the 
reductionist worldview of classical natural, human 
and technical sciences, and introduced a holistic view 
in the investigations of completely dissimilar bio-
logic, ecologic, cybernetic, symbolic, technical, and 
social systems. As the literature shows, the landscape 
of research in complex engineered systems has be-
come almost incomprehensibly broad and heteroge-
neous (both curiosity and problem driven). But the 
literature also shows that it has hardly been investi-
gated from a taxonomical viewpoint (i.e., with the 
intent of classifying the various fields of interest and 
the different research approaches in a comprehensive 
manner). Some efforts with specific focus and pur-
pose have nevertheless been made. For example, 
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research on classification of intelligent robot archi-
tectures was reviewed by Liu et al. (2003). The ob-
jective of this paper is to support and contribute to the 
advancement of such work. 

What is offered in this paper is an initial cata-
loguing of the various research domains, together 
with the identification and concise discussion of the 
major research concerns within each domain. How-
ever, we concentrate only on what kinds of founda-
tional research have been and are being done, rather 
than on why and how research is done. Therefore, the 
paper has an ontological flavour. The term ‘founda-
tional research’ is used here to refer to all activities 
that are done with the aim of grounding the intelli-
gence of system science. Foundational research in-
tends to create generic (investigator and context in-
dependent) testified disciplinary knowledge. It is 
expected that, after necessary public debate and 
consolidation, the proposed classification of the 
foundational research domains can contribute to the 
meta-knowledge of complex engineered systems. 

Our background research has been done in three 
stages: (i) intuition-driven exploration of a reference 
set of related academic publications, (ii) evidence- 
based specification of a categorization of the domains 
and subdomains of research, and (iii) refinement and 
validation of the proposed classification based on a 
control set of related academic publications. In the 
first stage, a keyword-based literature search was 
completed using intuitively selected keywords such 
as ‘complex systems’, ‘system science’, ‘engineered 
systems’, and ‘system development’. As the explora-
tive search progressed, more and more related no-
tions, terms, and concepts popped up, based on which 
additional keywords were formulated and used in the 
search. During the last two years, more than 860 ac-
ademic publications (articles, papers, and research 
reports) were identified as relevant for forming a 
reasoning model. In the first stage of the work, the 
collected publications were sorted, in an arbitrary 
manner, into two approximately equal sets, which are 
referred to as reference set and control set. In the 
second stage, the publications in the reference set 
were used as evidence that a particular research in-
terest does exist, and a research subdomain was 
specified when multiple academic publications ad-
dressing the same research challenge or issue were 
found. The subdomains were allocated to research 

domains based on critical analysis, and the research 
domains were sorted into three abstract categories, 
which formed the backbone of the proposed classifi-
cation. In the third stage, the control set of academic 
publications was used to validate the derived tax-
onomy and to introduce refinements and reinterpre-
tations whenever it seemed to be necessary. 

This undertaking was rather challenging due to 
the extremely large number and versatility of relevant 
books, articles, papers, reports, and other communi-
cations. A second challenge was raised by the total 
number of pages available in this paper for reporting 
on our work and results. The bottom-line criterion for 
including a particular publication in our study was if it 
contributed to foundational research. The ‘proper’ 
publications have been sorted based on the following 
four factors: (i) measure of topical compliance (rele-
vance or congruence) of the publication to a concep-
tualized research domain: 0˂α<1, (ii) proportion 
contributing to a given domain if the publication 
happens to contribute to multiple domains: 0<λx<1, 
(iii) measure of the relative significance of the pub-
lication based on existing citations, c=C/(C+Cs), 
where c is the citation factor, C is the total number of 
existing citations of a publication at the time of the 
study (C>1), and Cs is the minimum number of in-
dependent citations of a publication to be considered 
as seminal (Cs=100, by informed subjective choice), 
and (iv) the relative visibility factor, τ=(Yr−Yp)/Yr, 
where Yp is the year of the first appearance of the 
considered publication, and Yr is the year of con-
ducting our study (where Yr=2014). Based on these 
measures a nonlinear domain compliance indicator, 
DCI=(αλxc)/τ was generated and used for selecting 
and sorting the publications. 

Instead of any known co-publication (Aberer and 
Hauswirth, 2001) and citation networks analysis 
(Chen, 1999) and emerging research front detection 
methods (Shibata et al., 2008), this methodological 
approach was used for clustering because the author 
hypothesized a particular cognitive framework in ad-
vance and it was taken as a starting point for processing 
the related literature. After briefly addressing defini-
tional issues and referring to important previous work, 
the content of the proposed reasoning model will be 
discussed in the next section. In the rest of the paper, 
the identified subdomains will be discussed briefly and 
some demonstrative publications will be cited. 



Horváth / J Zhejiang Univ-Sci A (Appl Phys & Eng)   2015 16(9):681-705 
 

683

2  Towards a comprehensive reasoning model 
 
Thinking about the current state of foundational 

research in complex technical systems (CTSs) and 
making efforts to map it according to a formal 
framework model are useful for at least three reasons. 
First, though there are many monographs, papers, and 
reports published on systems thinking and systems 
science, the various branches and approaches of re-
search are not thematically processed and grouped. 
Second, though ideas/concepts about systems and 
their characteristics are published in the related liter-
ature, knowledge concerning foundational research 
approaches and methodologies is not shared. Third, 
the notion of systems is in motion—more and more 
specific complex systems are considered in rational 
investigations and in empirical studies. This assumes 
an up-to-date awareness of the latest findings of each 
active member of the research community. Putting 
more emphasis on ontological studies of systems 
research will support the resolution of the above  
issues. 

Previous work focused more on knowing sys-
tems, rather on knowing systems research, and argued 
about a wider spectrum of systems. They were driven 
by: (i) the topographic models of systems science 
proposed in the past, (ii) the range of systems con-
sidered, or (iii) the nature of engineering research 
(Ta’eed, 1986). For instance, it was proposed by 
Wilber (2001) to classify system subdomains as: (i) 
interior subjective systems (including individual and 
collective systems), and (ii) exterior objective sys-
tems (including individual and collective systems). 
The psychological evolution driven subjective, psy-
chological, thought systems are considered individual 
intersubjective systems, and the behavioural evolu-
tion driven natural and/or designed systems as inter-
objective systems. The cultural evolution driven ide-
ological, religious, and axiological systems are re-
garded as collective intersubjective systems, and the 
social evolution driven social, sociotechnical, and/or 
human activity systems are collective interobjective 
systems. 

Several efforts have been made to develop 
conceptual maps of system science; however, these 
do not explicitly address the research approaches. For 
instance, Badillo-Piña et al. (2011) proposed a pat-
tern for the structure of systems science as a whole: 

(i) domain of relevance (consciosphere, biosphere, 
physiosphere), (ii) concepts <=> epistemology 
(conceptual space, thoughts, and language), (iii) 
philosophy <=> theory (theoretical relations), and 
(iv) methodology <=> applications (methods of in-
vestigations and problem solving). Based on much 
previous work, they identified four hierarchical lev-
els where systems are manifest: (i) the realm of 
matter (organizational levels of physical and physi-
ochemical systems), (ii) the realm of life (organiza-
tional levels of biological systems), (iii) the realm of 
society (organizational levels of socioeconomic 
systems), and (iv) the realm of consciousness (or-
ganizational levels of psycho-cultural systems), 
which represent increasing coherence and complex-
ity, and decreasing relative abundance of systems. 
One generally accepted opinion has been that system 
science is holistic, while natural science is reduc-
tionist, but eventually scientifically-based holism 
also assumes determinism and objective knowledge. 

Based on aspects of investigation of the phi-
losophy of science and on findings from studying the 
reference set of publications, the preliminary rea-
soning model shown in Fig. 1 has been constructed. 
For the sake of clarity we note that it was not at all 
our objective to provide a new taxonomy of complex 
systems, or to propose a new classification of the 
disciplinary domains pertaining to systems science. 
We pursued mapping the whole area of foundational 
research in CTSs onto this model, while guaranteeing 
logical order and content-wise coherence of the 
identified subdomains. Openness of the proposed 
classification was of importance, since there has also 
been broadly-based research in other families of 
complex systems, such as socio-technical systems 
(Kroes et al., 2006). 

The proposed reasoning model identifies three 
categories of research domain. The ‘intellectualiza-
tions’ category includes those research domains, such 
as: (i) philosophy, (ii) ontology, and (iii) epistemol-
ogy of systems, which use speculative, rational or 
empirical reasoning or observations to explore and 
consolidate the fundamentals and generic character-
istics of CTSs. The research domains included in the 
‘realizations’ category are: (iv) methodology, and (v) 
creation of CTSs. These investigate the generic 
concepts, approaches, constituents, characteristics, 
and means of bringing CTSs into existence. The 
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domains considered in the ‘influences’ category are: 
(vi) manifestations, and (vii) axiology of CTSs, 
which are focusing on the embedding of systems in 
society, the values implied and created by systems, 
and the various forms of their impacts (Hoschka, 
1996). In the following sections, we explore these 
categories and identify the most important related 
subdomains. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3  Philosophical studies of systems 
 
Many alternative philosophies have been pro-

posed to reveal the essence of generic systems, 
complex systems, and complex engineered systems. 
The studies by system philosophers typically follow 
a speculative rational way towards new theories and 
facts, rather than an empirical way. The proposed 
subdomains of philosophical studies of complex 
systems are shown in Fig. 2. 

 
 
 
 
 
 
 
 
 

3.1  Unifying themes 

Philosophical studies deal with many unifying 
themes of systems, such as holism, complexity, 
emergence, intelligence, adaptability, autonomy, 

organization, evolution, dynamics, resilience, mod-
els, etc. (Kirschenmann, 1984). To express the idea 
that there is a tendency of the whole to be greater than 
the sum of its parts in the case of engineered systems, 
the word holism was introduced by Smuts (1926). 
Complexity is generally used to characterize systems 
with many parts interacting with each other in mul-
tiple, often non-deterministic ways. In systems sci-
ence, the concept of complexity expresses that the 
attributes of system-hood are nonlinear, i.e., depend 
on interactions and involve multiple feedback loops, 
while their structures, patterns, and processes remain 
coherent (Ulrich, 1988). Complex systems are inves-
tigated as multi-component and multi-relation ar-
rangements that cannot be accounted for completely 
in terms of the properties of the components (Flood 
and Carson, 1993). The notion of complexity was 
projected to distributed systems and metrics for 
measuring various aspects of complexity (consider-
ing both intrinsic complexity of a system and the 
complexity of using a system to perform tasks) were 
proposed by Ranganathan and Campbell (2007). 

Complicatedness is understood as the degree to 
which a decision unit of the system is able to manage 
the level of complexity presented by the system. The 
single most important fundamental characteristic 
shared by all complex systems is self-organization, 
which is a spontaneous appearance of large-scale 
organization through limited interactions among 
simple components, according to (Mina et al., 2006). 
Self-organization is a typical capability of natural 
systems, but current CTSs are also equipped with this 
capability, or with those means that enable them to 
obtain this capability (Grabowski, 2013). Emergence 
of large-scale order is seen as a process. 
Self-organization leads to the general capability of 
(machine) learning, which is also investigated as a 
specific form of inquiry done by CTSs (Eze et al., 
2011). 

3.2  Nature of systems 

Research into the nature of systems typically 
uses system paradigms as indicators. A system para-
digm is an abstract representation of a system, which 
intends to capture all distinguishable architectural, 
operational, materialization, implementation, utiliza-
tion, etc., features. It also carries the set of funda-
mental assumptions of and the knowledge possessed 

Fig. 2  Subdomains of philosophical studies related to 
CTSs 
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Fig. 1  Preliminary reasoning model 
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by the concerned professional community about sys-
tems, as subjects of systematic investigations. System 
paradigms have also been addressed as meta- 
theoretical assumptions about the nature and mani-
festations of systems. For instance, based on the so-
cial paradigms discussed by Burrell and Morgan 
(1979), Hirschheim and Klein (1989)  considered four 
abstract paradigms: (i) functionalism (objective- 
order), (ii) social relativism (subjective-order), (iii) 
radical structuralism (objective-conflict), and (iv) 
neohumanism (subjective-conflict), for describing the 
nature of systems and analysed their influence on the 
development of information systems. Bi (2011) dealt 
with system paradigms in the context of sustainability 
of manufacturing systems. As a result of technologi-
cal, industrial, social, and cultural developments, the 
nature of engineered systems is changing. This pro-
cess is usually referred to as the shifting of system 
paradigms. Paradigmatic system features have been 
considered as indicators of the manifestation of sys-
tem paradigms. These conceptual constructs, which 
describe genotypes, were proposed to describe and 
investigate CTSs, while ‘manifestation system fea-
tures’ were introduced to describe phenotypes 
(Horváth and Pourtalebi, 2015). 

3.3  Systems of the future 

Rather than remaining exceptions, increasingly 
dynamic and disruptive change processes are be-
coming standard in the process of technological and 
social developments. Although millions of examples 
could be mentioned, let us refer to the elimination of 
the mechanical linkage between  input devices and the 
operational device, such as brake pedals, steering 
wheel, and clutch pedals by introducing actuators 
realizing actions ‘by-wire’ in vehicles. Work looking 
into the future of systems conceptualized a road map 
in which the systems will have properties such as: (i) 
no central control or coordination, (ii) global behav-
iour emerging from local interactions of peers that are 
autonomous, (iii) being autonomous in decision 
making even on a component level, (iv) having the 
capability of non-designed-in adaptation, (v) bene-
fiting from the possibility of self-reproduction, and 
(vi) interaction with stakeholders on semantic, 
pragmatic, and apobetic level (Thurman and Mitchell, 
1994). 

Computer systems based on the notion of the 

computer as assistant have recently become the focus 
of intense interest. The expanding role of the com-
puter in everyday life and the growing number of 
‘relatively untrained’ users make it necessary to think 
about new ways of dividing labour between humans 
and machines (West et al., 2000). Future systems 
must take on more tasks and perform them more 
competently and autonomously than existing systems, 
but if they are to be adequately flexible and respon-
sive to complexity, they cannot automate their per-
formance completely. Interestingly, the forecasts 
made a few decades ago can now be checked for their 
predictive power and correctness (Flood, 1989). It is 
reflected in the literature that due to rapid evolution, 
all aspects cannot be taken into account and thus long 
term forecasts are more uncertain and less reliable 
(Troncale, 2009). 

 
 

4  Research in systems ontology 
 
The general objective of this domain of research 

is to obtain new knowledge about the ontological 
nature of complex engineered systems and to derive 
semantic reference frameworks by imposing order on 
the area populated by ontological concepts. The 
subdomains of research in systems ontology of CTSs 
are shown in Fig. 3. 

 
 
 
 
 
 
 
 

4.1  Ontological stances 

An ontological stance is understood as a philo-
sophically informed view about reality—in our con-
text, about the nature, existence, and knowledge of 
systems, and as such, is foundational for research 
(Hooker, 2011). Practically all ontological concerns 
are derived from certain ontological stances. This 
involves both characterization and classification. As 
an example, Bunge (1977) described three ap-
proaches to investigating the nature of systems:  
(i) atomistic, (ii) holistic, and (iii) systemic. For  

Fig. 3  Subdomains of research in ontologies of CTSs 
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developments in systems philosophies, a more com-
prehensive classification was proposed by Bahm 
(1981). His types of system philosophy include: (i) 
atomism, (ii) holism, (iii) emergentism, (iv) structur-
alism, and (v) organicism. In his interpretation, for 
atomism, “particles exist without holes”; for holism, 
“the whole exists without parts”; for emergentism, 
“parts exist prior to wholes”; for structuralism, 
“wholes exist prior to parts”; and for organicism, 
“wholes and parts exist interdependingly”. This is in 
line with the thoughts of Ackoff (1994), who differ-
entiated three types of system: (i) mechanical, (ii) 
organismic, and (iii) social systems and argued that 
evolution of systems is progressing from mechanical 
through organismic to social. This is important since 
if we look at the historical development of CTSs, then 
we can observe the tendency of evolving from me-
chanical to socialized and personalized systems. 

4.2  Categories of systems 

A system “is any portion of the known universe 
(objective and subjective) that is selected mentally as 
separated from the rest of the universe, with the 
purpose of considering the different changes that can 
happen inside this portion of the universe under dif-
ferent conditions, organizations, structure, processes, 
and environments”, in the interpretation of (Warfield, 
2003). A hierarchy of epistemological types of sys-
tem: (i) level 0: source system, (ii) level 1: data sys-
tem, (iii) level 2: generative system, (iv) level 3: 
structure system, (v) level 4: metasystem, and (vi) 
level 5: meta-metasystem, was proposed by Klir 
(1985). He argued that systems on higher epistemo-
logical levels are distinguishable by the level of 
knowledge of the variables of the associated source 
system, and that it is possible to capture phenomena 
that involve change, such as adaptation, self- 
organization, evolution, etc., only at the metasystem 
level. 

From a cybernetic point of view, every system 
reduces the entropy by creating some form of spati-
otemporal order (Mayne, 1998). In the case of  
the first-level cybernetic systems, the triplet of  
informing-communication-control is the means of 
achieving this, while in the case of the second-level 
cybernetic systems it is triggered by the triplet of  
synergy-learning-adaptation, and for the third-order 
cybernetic systems it is holism-emergence-evolution. 

One example of system manifestation-driven catego-
rization (i.e., based on the type of the systems) is the 
one which distinguishes: (i) hard systems, (ii) quasi- 
hard systems, (iii) mixed systems, (iv) quasi-soft 
systems, and (v) soft systems. Based on the type of 
complexity involved, complex systems have been 
classified as: (i) compositionally, (ii) structurally, (iii) 
behaviourally, and (iv) dynamically complex systems. 
Many specific taxonomies of systems have been ini-
tiated, for instance for complex network systems and 
multi-agent systems (Bird, 1993). 

4.3  Ontological engineering 

Systems engineering ontologies (SEOs) are re-
sults of ontological engineering and said to be the 
means, on the one hand, of understanding the broad 
and multi-faceted nature of the systems engineering 
discipline (Sarder and Ferreira, 2007), and, on the 
other hand, of supporting quasi-semantic interopera-
bility and cooperation of systems. SEOs are required 
to facilitate the integration of the formal and tacit 
knowledge of multiple disciplines and specialty 
groups (Mendes and Abran, 2005), and to assist in-
terested parties in understanding the broad and multi- 
faceted nature of the discipline of systems engineer-
ing (Li et al., 2008). Engineering ontologies have 
been defined as explicit representations of domain 
concepts and conceptualizations (Borst et al., 1997), 
facilitating information retrieval, knowledge filtering, 
and structuring (Chandrasekaran et al., 1999). Or-
ganization (logical and semantic structuring) of on-
tologies is a central issue (Wimsatt, 1994). Ontologies 
of software and components are an issue of current 
importance (Wongthongtham et al., 2009). 

Engineering ontology models describe: (i) the 
objects and events (entities) in a domain of interest, 
(ii) the relationships between objects and events, (iii) 
the use of objects and events inside and outside the 
boundary of the domain, and (iv) the rules that govern 
the existence and behaviour of entities. Sarder and 
Ferreira (2007) proposed that a top level engineering 
ontology can be developed by including: (i) systems 
engineering (SE) objects (actors, such as individuals, 
teams, tools, and equipment, and products, such as 
artefacts, documents, and information), (ii) SE func-
tions (technical management, such as project plan-
ning, project control, risk management, resource 
management), and (iii) process execution (i.e.,  
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mission analysis, requirements engineering, system 
architecting, system design, component integration, 
verification, and validation). Various methodologies 
have been proposed to support engineering ontology 
development (Li et al., 2009). It is also targeted to 
transform ontology development into a structured and 
comprehensive development process based on coor-
dinated multi-disciplinary team efforts (Sicilia, 2007). 
The contents of domain ontologies, inclusion and 
association of ontologies, and validation of ontologies 
are other recognizable branches of current research. 

 
 

5  Research in systems epistemology 
 
As part of the philosophical theory of 

knowledge, systems epistemology is concerned with: 
(i) what knowledge CTSs are based on, (ii) what we 
know about them, (iii) what knowledge their imple-
mentation needs, and (iv) what knowledge they can 
possess and produce. Subdomains of research in 
epistemology of CTSs are shown in Fig. 4. 

 
 
 
 
 
 
 
 
 
 
 

5.1  Epistemological perspectives 

As an epistemological framework for dealing 
with systems, Ossimitz (2000) identified four levels 
of knowing: (i) awareness of systems and system 
laws, (ii) ability to denote qualitative systems struc-
tures, (iii) quantitative modelling and simulation of 
systems, and (iv) expertise in systems design and/or 
systems theory. In the most general sense, how we 
come to know systems is influenced by the episte-
mological perspective of knowing. From an empiri-
cist perspective, systems knowledge is seen to de-
velop through sensory perception, while from a ra-
tionalist perspective it is assumed to develop through 
reason. In an idealist perspective, which says that 

reality is fundamentally an idea, systems knowledge 
is considered to be mentally constructed, immaterial 
and subjective, while in a structuralist perspective 
systems knowledge is proposed to be embedded in 
higher mental, linguistic, social and/or cultural 
structures (Niehaves, 2007). 

The epistemological assumptions made by dif-
ferent researchers result in an epistemological plu-
ralism. In the context of information systems re-
search, Becker and Niehaves (2007) showed how 
epistemological assumptions substantially influence 
the understanding of such concepts as validity, relia-
bility or quality of research, and that studying the 
same phenomenon starting out from different epis-
temological platforms does not necessarily ensure 
mutual understanding. Möbus (1996) discussed a 
specific epistemology of intelligent design and mod-
elling environments. 

5.2  Platforms of systems science 

General systems science (GSS) is committed to 
the investigation of systems, which exist naturally or 
are created artificially, and which altogether cover a 
very wide range of kind, scale, and behaviour 
(Mesarović, 1971). GSS is concerned with generic 
problems (such as boundary, definition, coherence, 
complexity, and invariance) from both theoretical and 
practical perspectives (Jamshidi, 1996), and investi-
gates generic (paradigmatic) system attributes 
(Gaines, 1977). It has explicated a system concept 
that seems to unify the interests of researchers in this 
area (Marchal, 1975). The endeavour is to bring the 
empirical (substances, observations, laws, and facts) 
and the rational (assumptions, concepts, theories, and 
knowledge) aspects into synergy. There have been 
many competing views, theories, concepts, method-
ologies, approaches, and classifications within the 
current knowledge platform of system science 
(Bunge, 1979). 

Originally, system thinking was claimed to be 
discipline independent (Checkland, 1999). Several 
branches of system thinking have been formed later in 
reaction to what was seen as limitations of existing 
theories (Bahill and Gissing, 1998). It was argued that 
systems science needs to integrate four basic com-
ponents: (i) the science of description, (ii) the science 
of generic design, (iii) the science of complexity,  
and (iv) the science of action (Warfield, 2003).  

Fig. 4  Subdomains of research in epistemologies of CTSs
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Nevertheless, the fundamental problem of general 
systems theory is still open (Braha et al., 2006). The 
holistic view on systems implies that not only the 
technical constituents (hardware, software, and 
cyberware), but also the associated constituents of the 
whole (humans, organization, and processes) should 
be considered. 

5.3  Overall systems theories 

Study of systems requires a theoretical frame-
work that includes three structures: (i) syntax (rules 
for expressing system descriptions and specifica-
tions), (ii) semantics (mathematical models for inter-
preting syntactic expressions), and (iii) environment 
(real, simulated or imagined environment for con-
textualizing descriptions) (Varaiya, 2000). In the 
mid-1960s, Sengupta and Ackoff (1965) claimed that 
system theory has two major interdependent threads 
of analysis: (i) descriptive, i.e., how systems do be-
have, and (ii) normative, i.e., how systems ought to 
behave. Hubka (1973) combined these two aspects in 
his theory of technical systems. Ehrlenspiel argued 
that the theory of technical systems (TTS) is inter-
linked with the theory of design processes, theories of 
physical technologies, and the theories of human 
beings. From this scientific basis, he proposed design 
methodology that concurrently captures what is being 
created and how it is being created, form both theo-
retical and practical perspectives of design (Ehrlen-
spiel, 1994). 

Various researchers proposed different activity 
patterns as the basis of methodologies—a first com-
parison of which was presented by Roth (1981). TTS 
classifies technical systems according to: (i) the main 
type of transformed quantity (material, energy, and 
information), (ii) their architectural and operational 
complexity, and (iii) level and type of abstraction 
applied to capture them. Many papers see TTS as the 
process of establishing (or designing) these kind of 
systems, which are, considering the philosophical 
interpretation of the terms, typically not complex, but 
complicated mechanical systems (actually, integral 
goal-object-process systems of a geometric-material 
nature) (Andreasen, 2011). 

5.4  Disciplinary knowledge assets 

While knowledge of systems science is generic 
(kind-independent) and holistic, knowledge of an 

engineered system is specific (kind-dependent) and 
fragmented. An overarching theory of technical sys-
tems was proposed by Hubka and Eder (1988) with 
the objective of supporting their synthesis (Hubka and 
Eder, 2002). Different kinds of engineered systems 
have their own epistemologies which reflect large 
differences, in particular when material, energy, and 
information processing oriented systems are com-
pared (Beitz, 1994). Knowledge associated with en-
gineered systems can be decomposed into three cat-
egories: (i) artefacts knowledge, (ii) processes 
knowledge, and (iii) contexts knowledge. Artefact 
knowledge extends to both architectural and opera-
tional description and explanation of systems 
(Thurman et al., 1997). 

Process knowledge includes: (i) system-internal 
transformation processes, (ii) system-internal natural 
processes, (iii) system-related environmental pro-
cesses, (iv) system-implicated (technological, pro-
duction, sales, and reclaiming) processes, and (v) 
system-related human processes (Ramesh and Tiwa-
na, 1999). Context knowledge is aggregated con-
cerning both understanding and representation of 
explicit and implicit contexts of systems (Dourish, 
2004), and practical consideration of contexts for 
(multi-)context-based systems (Dao-Tran, 2014). 
Process-based knowledge management (PKM) sys-
tems have emerged as a potential solution to support 
knowledge-intensive processes. However, design 
guidelines for developing PKM systems are minimal 
(Sarnikar and Deokar, 2010). 

5.5  Systems-possessed knowledge 

Systems possessing, aggregating and/or gener-
ating problem solving, or contextual knowledge have 
been referred to as knowledge-based systems 
(Akerkar and Sajja, 2010). Research in knowledge- 
intensive systems is done with the objective of cap-
turing the essential knowledge of experts in formal-
ized ways and structured forms in various systems. 
System-embedded knowledge, which may manifest 
itself in multiple forms depending on the field of 
application, the objective of the system, and the 
mechanisms of knowledge processing, has been in-
tensively studied by knowledge engineering re-
searchers. Knowledge-based engineering (KBE) has 
become the field of research that studies methodolo-
gies and technologies of capturing and re-using  



Horváth / J Zhejiang Univ-Sci A (Appl Phys & Eng)   2015 16(9):681-705 
 

689

artefact-, process-, and context-related engineering 
knowledge (Verhagen et al., 2012). 

Both inference mechanisms and factual, proce-
dural, and professional expert knowledge bases have 
been addressed in knowledge-based systems research. 
The research published on KBE is not really exten-
sive, but quite dispersed, according to (Verhagen and 
Curran, 2010). Many academic and commercial 
knowledge-based engineering systems have been 
developed to support product knowledge manage-
ment over the product life-cycle and the chain of 
suppliers (Sainter et al., 2000). A part of research in 
knowledge-intensive systems (KIS), expert systems 
research has the longest tradition, followed by re-
search in neural networks and genetic algorithms. A 
semiotics oriented knowledge framing for engineer-
ing of autonomous intelligent systems was presented 
by Gonçalves and Gudwin (1998). In a subset of KIS, 
intelligence originates in the capabilities and cooper-
ation of multiple agents (van der Hoek and 
Wooldridge, 2008). The complexity of KIS is grow-
ing and various frameworks have been proposed for 
classifying them based on complexity (Meyer and 
Curley, 1991). The epistemological status of 
knowledge possessed by KIS has not yet been studied 
comprehensively. 

 
 

6  Research in systems methodology 
 
The debate on the definition of systems engi-

neering has been ongoing for several decades without 
conclusion (INCOSE, 2007). What has been accepted 
is that SE is a systematic, goal-driven, knowledge- 
intensive process that needs methodological support 
and assets (Rhodes and Hastings, 2004). The sub-
domains of research in CTSs methodologies are 
shown in Fig. 5, within which research has many foci 
and addresses many objectives. 

 
 
 
 
 
 
 
 
 

6.1  Methodological concerns 
 
Different systems development methodologies 

have been proposed based on: (i) a science paradigm, 
(ii) the systems paradigms, and (iii) the metasystem 
paradigm (Wynekoop and Russo, 1997). Among 
these are: (i) internal and external methodologies, (ii) 
hard system and soft system methodologies, (iii) 
system synthesis (modelling), and (iv) system (be-
havioural) investigation methodologies. In the con-
text of CTSs, internal methodologies are about how 
systems can implement their planned objectives, 
while external methodologies concern implementa-
tion and utilization of systems (Oliga, 1988). Hard 
systems methodologies apply systematic decomposi-
tion to identify parts of the world as systems, as well 
as to establish them based on scientific laws and facts 
in reductionist and positivist manners. 

Functionalism has been identified as the foun-
dation and overall optimization as the objective of the 
efforts. On the other side, soft systems methodology 
(SSM) imposes a holistic perspective and promotes 
an action-oriented process of inquiry for tackling 
problematical and messy situations of all kinds, in 
which users learn their way from finding out about the 
situation to taking action to improve it. In the context 
of CTSs, researchers studied the systems not only 
within their boundaries, but also their interactions 
with the embedding environment, following the lines 
drawn up by Checkland and Poulter (2010). The 
usefulness of SSM in the development of information 
systems has been discussed by Winter et al. (1995). 

6.2  Multi-disciplinary development methodologies 

A complex system approach to design and im-
plementation of systems involves recognizing many 
differences with respect to traditional engineering 
practices as well as to natural evolutionary processes 
(M’Pherson, 1980). Engineering of CTSs needs the 
integration of the knowledge, but also of the meth-
odologies of multiple disciplines. Modern industrial 
automation systems depend on the effective and effi-
cient cooperation of several engineering disciplines, 
e.g., mechanical, electrical, and software engineering, 
as discussed by Mordinyi et al. (2012). Collaborative 
engineering research tries to synthesize the 
knowledge of multiple disciplines and to integrate 
specialty groups into a coordinated team effort  Fig. 5  Subdomains of research in methodologies of CTSs

Methodologies of CTSs

Methodological concerns

Multi-disciplinary methodologies

methodoSystems modelling methodologies

Tools of systems engineering

System representation languages
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towards a structured development process that pro-
ceeds from concept development to production and 
operation (Horváth et al., 2010). Due to the differ-
ences in nature, development of systems assumes 
tailored methodologies (Wynekoop and Russo, 1997). 

Besides information systems development, an-
other example of the need for tailored multi- 
disciplinary methodologies is system of systems de-
velopments (Jackson and Keys, 1984). System of 
systems engineering (SoSE) is an emerging area 
within systems engineering (Dagli and Kilicay-Ergin, 
2008) and beyond (Jackson, 1990). It was recognized 
a decade ago that systems engineering of an individ-
ual system is different than the systems engineering 
required for a system of systems, but Sheard (2006) 
found that there were no dedicated SoSE methodolo-
gies at that time. It was suggested by Haimes (2012) 
that complex systems of systems could be modelled 
with phantom system models. Integrated multi-view 
modelling is claimed to be of paramount importance 
in the contexts of advance mechatronics systems, 
embedded systems (Persson et al., 2013), and 
cyber-physical systems (Derler et al., 2012). 

6.3  Systems modelling methodologies 

Systems engineering seeks to produce unique 
and well-behaved systems, whose behaviour can be 
predicted and encapsulated by precise description. 
Modelling is a traditional means of system develop-
ment, but it poses many challenges in the context of 
CTSs due to their large scale and complexity, the 
different phases of the life cycle of systems, and the 
large variety of aspects of modelling. In fact, a de-
tailed survey could not be included in this paper be-
cause of the wide spectrum of the proposed compu-
tational modelling methodologies. Kushner et al. 
(2001) compared three system modelling methodol-
ogies, namely: (i) Chen’s entity-relationship model-
ling, (ii) Shlaer and Mellors’ information modelling, 
and (iii) Rumbaugh’s object modelling methodology, 
which all allow generalization hierarchy, but which 
do not all equally support aggregation. 

Various modes based on Markov processes and 
their embedded Markov chains, Petri nets, queuing 
networks, automata, and finite-state machines, fi-
nitely recursive processes, min-max algebra models, 
and discrete event simulation and generalized 
semi-Markov processes were discussed and compared 

in (Cao and Ho, 1990). Integrated multi-aspect mod-
elling, transformation between stage and aspects 
models, and handling modelling abstractions are only 
partially solved and are issues for current research. 
Fuzzy system modelling has earned a lot of attention 
over the last two decades (Yager, 1994). Gamifica-
tion- and natural analogy-based modelling has been 
applied where not only the technical processes, but 
also the environmental interactions of CTSs are con-
sidered (Harms, 2011). Together with model-based 
development of CTSs, model-based reasoning and 
control in systems (Nersessian, 2006), model-based 
verification and validation, and multi-aspect model-
ling of system of systems are clearly an observable 
branch in current research (Iivari and Maansaari, 
1998). The foundation of many current system mod-
elling methodologies is state-space modelling. 

6.4  Tools of systems engineering 

Systems engineering is a discipline that solves 
problems in various domains, at different levels, and 
with ever increasing complexity, and with new chal-
lenges for modelling (Sinha et al., 2001). Amongst 
others, Booton and Ramo (1984) argued that devel-
opment of systems engineering can be thanked for the 
powerful tools that have been implemented. However, 
each engineering specialty has developed a set of 
specialized tools and facilities to aid in the design and 
manufacture of its associated products. Therefore, the 
arsenal of tools has become incomprehensibly broad, 
like those of the procedures and methods. 

Four broad categories of systems engineering 
tools have been identified: (i) administrative (infor-
mation handling) tools, (ii) creative (representation 
and modelling) tools, (iii) assessment and decision 
making tools, and (iv) realization and production 
tools. Representatives of creative tools are virtual 
prototyping tools (Ferretti et al., 2004). Analysis- 
based system assessment tools are based on the fun-
damental assumption of the systems discipline that 
the internal functional behaviour of the component, as 
measured at its interfaces, can be described by a 
mathematical model depending on how the compo-
nent is interconnected with other components (Wood- 
Harper and Fitzgerald, 1982), or with the environ-
ment (Finnveden and Moberg, 2005). Various tools 
have been developed for modelling and simulation of 
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hybrid systems in recent years, such as Matlab, Sim-
ulink, LabView, Modelica, Dymola, and Stateflow 
(Carloni et al., 2004), in addition to the dedicated 
tools for software systems and information systems 
(Cellier et al., 2007). The various Petri net based 
approaches for discrete event systems have been 
discussed by Holloway et al. (1997). 

6.5  Systems representation languages 

Passive document-centric approaches of the 
near-past practice have been replaced by active 
scheme-oriented representation approaches. For in-
stance, a language for modelling structure, behaviour 
and function of CTSs was proposed by Goel et al. 
(2009). The notions (such as syntax and semantics) of 
systems modelling languages have been discussed by 
Harel and Rumpe (2004). The unified modelling 
language (UML) was proposed as a representation 
language for software engineering some three dec-
ades ago (Booton and Ramo, 1984; Booch et al., 
1996). As a general-purpose textual and visual rep-
resentation for hybrid systems the system modelling 
language (SML) has been developed (Behjati et al., 
2011). It has many variations such as the OMG sys-
tems modelling language (SysML) and the object 
process methodology for conceptual representation. 
These variants have been compared by Grobshtein et 
al. (2007). To enhance its comprehensive architecture 
representation capabilities SysML has been extended 
with the architecture analysis and design language 
(AADL) (Costa et al., 2009). Though the develop-
ment of tools and languages of system modelling has 
been driven by different objectives and principles, a 
kind of methodological complementarism was also 
observed, and the role of this in systems research was 
analysed by Brocklesby (1995). 

 
 

7  Research in the creation of systems 
 
The recognized subdomains of research in the 

creation of systems and implementing systems func-
tionalities are graphically depicted in Fig. 6. It should 
be mentioned that research decomposes to the study 
of both generic functionalities and specific function-
alities. Below we consider only the generic trans-
formational functionalities. 

 
 
 
 
 
 
 
 
 
 
 
 

7.1  Operation principles of systems 
 
It has been showed that, according to their ge-

neric behaviour, systems belong to three categories: 
(i) simple, (ii) complicated, and (iii) complex, and 
that the third category is not approachable by the 
methods of scientific reductionism (Cotsaftis, 2005). 
Complex behaviours cannot be just reduced to the 
functions and effects components. On the word of 
(Dori, 2003), function is a problem-oriented concept, 
specifying what goal the system is expected to 
achieve, while architecture is a solution-oriented 
concept, specifying how the function of a system is to 
be achieved by a specific architecture. It was dis-
cussed in (Vermaas and Houkes, 2006) that re-
searchers see technical functions as a bridge between 
the intentional and structural nature of systems, op-
erations as between the structural and the physical 
nature, and behaviour as between the physical and the 
observational nature.  

According to the argumentation of (Ottens, 
2007), three elements, namely: (i) the technical con-
stituents, (ii) the social factors and circumstances, and 
(iii) the human actors should be captured when mod-
elling the functioning of socially embedded technical 
systems. Mitchell and Sundstrom (1997) gave an 
overview of the design issues and research ap-
proaches concerning human interaction with complex 
systems. Minai et al. (2010) suggested that complex 
system engineering does not primarily seek to pro-
duce predictable, stable behaviour within carefully 
constrained situations, but rather to obtain systems 
capable of adaptation, change, and novelty, even 
surprise. Importing natural analogies to enhance 
functionalities of technical systems is being done 
under key terms such as biomimicry and biologically- 
inspired engineering (Vincent and Mann, 2002). 

Fig. 6  Subdomains of research in creation of CTSs 
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7.2  Materialization of technical systems 
 
Research related to materialization of CTSs 

seems to extend to five subdomains: (i) advanced 
structural materials for system embodiment, (ii) in-
novative functional materials for systems, (iii) sur-
rogates for rare system materials, (iv) dematerializa-
tion, and (v) bio/nano materials for systems (Ashby 
and Cebon, 1993). According to (Itoh, 1991), the 
traditional issues of producing and using structural 
materials for embodiment appear in new contexts in 
the case of complex systems, such as large space 
systems, due to the effects of the dynamically 
changing environments. Shape memory alloys and 
polymers, hybrid matrix materials, smart textiles, 
dielectric elastomers, and magnetorheological mate-
rials are just a limited number of examples of  
smart materials that researchers are developing and  
investigating. 

There is a move towards an emerging new field 
of integrated systems materials engineering (SME) 
(Yang and Tarascon, 2012). For instance, researchers 
suggested intelligent structures for the aerospace 
industry (Crawley, 1994). SME emphasizes the study 
of interactions between materialization of system 
components, and intends to develop functional mate-
rials to enhance the performance at a system level 
(Tani et al., 1998). Establishment of databases for 
novel functional materials and capturing their func-
tional affordances together with the physical attrib-
utes is a new challenge (Sapuan, 2001). Research in 
next-generation batteries and fuel cells, and smartly 
behaving materials is rapidly growing in the context 
of CTSs (Leng et al., 2009), as well as research in 
biomaterials and nanomaterials (Kang et al., 2006). 

7.3  Powering of technical systems 

The following objectives could be identified in 
this subdomain of research: (i) electric energy transfer 
networks as CTSs, (ii) replaceable energy storage 
solutions, (iii) renewable energy sources in CTSs, (iv) 
power consumption optimization in networked CTSs, 
and (v) wireless energy transfer in/to CTSs. Re-
searchers address the issues of distributed energy 
harvesting and transforming electric power systems 
into heterogeneous and distributed generation net-
works (Priya and Inman, 2009). Materials and energy 
research are interconnected in development of 

high-performance batteries (Jha, 2012). For instance, 
research in electrochemical energy storage and su-
percapacitors investigates both material and effi-
ciency related issues. Equipping product with local 
renewable energy sources is a hot topic of product 
engineering (Deshmukh and Deshmukh, 2008). Uti-
lization of renewable energy sources and their inte-
gration has become a central theme of research in 
future energy systems (Liserre et al., 2010). Elec-
tromagnetic fields-based transmission is also an im-
portant topic for current research. It seems that energy 
supply for systems operating in remote locations over 
long periods without intervention will develop into a 
research issue. 

7.4  Controlling of technical systems 

The concepts of cybernetics have been used to 
differentiate between: (i) the first-order cybernetic 
systems (whose control and communication is regu-
lated by feedback mechanisms), (ii) the second-order 
cybernetic systems (which are characterized by self- 
organization), and (iii) the third-order cybernetic 
systems (which feature intelligence, or artificial mind 
and consciousness) (Mayne, 1998). The research in 
the control of systems shows that there are no generic 
solutions, but only specific ones, due to the extremely 
large variety of the objectives, manifestations, and 
environments of systems (Zhang et al., 2008). The 
range of methodologies proposed and studied in ap-
plications is large, from logic based predefined con-
trol, through adaptive control, to self-managed intel-
ligent control (Holland, 2006). Most of the control 
theories and tools have been developed for such sys-
tems whose evolution is described by smooth linear or 
nonlinear state transition functions (Bemporad and 
Morari, 1999). Emergence and evolution are, how-
ever, against the classical principles of control engi-
neering that makes a clear distinction between the 
design, production, and operation phases of the ex-
istence of systems (Tipsuwan and Chow, 2003). In the 
case of self-adaptive systems no sharp demarcation of 
the three phases is found possible. Soft computing 
methodologies have been proposed for multistage 
supervisory control of complex systems (Stylios et 
al., 1999). 

7.5  Intelligence of systems 

In the past, research focused on many different 
areas of implementation of artificial reasoning and 
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intelligence technologies in complex systems: (i) 
formal (the first-, second-, and higher-order logic), 
(ii) rule-based symbolic reasoning, (iii) fuzzy logic, 
(iv) genetic algorithms, (v) case-based reasoning, (vi) 
neural networks, (vii) natural analogy-based mecha-
nisms, (viii) expert systems, and (ix) multi-agent- 
based systems. In the last two decades, a strong inte-
gration of technologies can be observed in the field of 
intelligent engineering systems (Jain and Jain, 1997). 
New technologies such as smart sensor networks, 
collaborative agent technologies, big data manage-
ment, and semantic network technologies complete 
the range of technologies that are addressed in re-
search and used in development (Albus, 2001). 
Concerns for research are: (i) distribution of deci-
sions, (ii) timing/scheduling of reasoning processes, 
(iii) artificial immune systems in industrial applica-
tions, and (iv) interaction and communication via 
brain-computer interfaces with intelligent systems 
(Nijholt and Tan, 2008). Personalization and social 
intelligence is a hot issue in multi-robot and  
human-robot systems (Lueth et al., 1994). Network-
ing of intelligent robots, development of proactive 
service robotics systems, and application specific 
cyber-physical systems are all studied intensively 
(Luo et al., 2003). The current trend in the research of 
intelligent systems indicates that more integration and 
diversification has been achieved over the last dec-
ades and that this trend will most probably continues 
in the coming years (Chaib-Draa et al., 1992). 

7.6  Adaptronics of systems 

The ability of a system to physically (structurally 
and procedurally) change (adapt) to the new opti-
mum, potentially even while in use, is defined as 
adaptability by Chmarra et al. (2008). Coined by 
German researchers, the term adaptronics designates 
a system wherein at least one element is applied in a 
multifunctional way and the whole structure shows 
autonomic adaptive characteristics under different 
conditions (Neumann, 2007). Adaptation is seen as a 
conditioned self-capability of a class of systems 
(Benyon and Murray, 1993). In the literature, evolu-
tion and evolvability of engineered systems are also 
often studied as system properties (Janocha, 2007). 
Traditional interpretation of the evolution of an en-
gineered system considers the changes to a system, 
which are made by the system designers at design 

time as a result of changed requirements from one 
release of the system to the next. Evolvability is 
studied based on the assumption that systems have 
intelligence and self-adaptability to adapt themselves 
automatically, either of which based on run-time en-
vironmental changes, and it has received attention in 
the context of hardware systems (Torresen, 2004), 
embedded systems (van de Laar et al., 2011), and 
software systems (Cheng et al., 2009). 

 
 

8  Research in systems axiology 
 
Systems axiology research concentrates on the 

relationships between systems and society with the 
objective of studying: (i) the nature that value systems 
represent and create, (ii) the value judgments and hu-
manistic concerns related to systems, (iii) the devel-
opment and embedding of systems in the fabric of 
nature, society, and infrastructure, and (iv) the impacts 
of systems on individuals, social entities, and cultures. 
The subdomains of research are shown in Fig. 7. 

 
 
 
 
 
 
 
 

8.1  Coexistence and coevolution of systems and 
society 

The interaction of CTSs and their coevolution 
with society are current hot topics of research. In an 
early paper, Sutherland (1978) proposed two strate-
gies to reduce the disparity between the claims that 
systems science promised and what it has actually 
accomplished in a social context, which focus on: (i) 
increasing obedience to the set of procedural dictates 
under which the system philosophy was initially 
formulated, and (ii) bringing the rates of development 
of system theory and system methodology into better 
balance, such that system ontology becomes in part 
responsive to system epistemology. Due to the fact 
that engineered systems are socially constructed, 
systems and society are in a relationship that cannot 
be separated (Bauschspies et al., 2006). 

Fig. 7  Subdomains of systems axiology 
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Various authors considered the intrinsic rela-
tionships between science, technology, and society as 
a basis (McGinn, 1991). Some of the important rela-
tionships studied are those such as automation 
(Mayer, 2008), reliability (Schulman et al., 2004), 
ecology (Jørgensen et al., 1992), virtualization (Ray, 
2005), and connectivity (Farber, 2002), which alto-
gether bring the research issue of dependability to the 
fore. From a pragmatic point of view, high-reliability 
management of large hazardous technical systems 
(Horváth and Matthews, 2004) and optimal utilization 
of the critical service infrastructures of society (Roe et 
al., 2005) are the focus of investigation due to the 
obvious interest in the strategy of managing perfor-
mance fluctuations. Social and human impacts of the 
trends of automation and information have grown to 
be distinct research foci (Bates, 1990). The  
human-systems relationship has been studied from 
the following aspects: (i) human as system creator and 
supervisor, (ii) human-system cooperation and inter-
functionality, and (iii) presence/inclusion of autono-
mous intelligent systems (Antsaklis et al., 1993). 

8.2  Scholarly awareness of systems 

It seems that research interest is divided between 
contents for systems engineering educational pro-
grams, and the advanced enabling environments/tools 
for systems education. Education programs in sys-
tems science and engineering can broadly be sorted 
into: (i) systems theories, (ii) systems engineering, 
(iii) manufacturing systems, (iv) industrial engineer-
ing, (v) technology policy and management, (vi) op-
erations research, (vii) systems logistics, and (viii) 
engineering management categories (Ng, 2004). Four 
levels of education have been identified: (i) individ-
ual, (ii) organizational, (iii) inter-organizational, and 
(iv) network level (Romano and Secundo, 2009). As 
analysed by Dixit and Valerdi (2007), challenges exist 
in the development of systems engineering as a rec-
ognized profession, because the problem space in 
which it operates is very broad, and many principles 
are borrowed from other disciplines. It was argued by 
Kieras (1988) that the choice of what should be taught 
about the internal workings of equipment is critical, 
especially when the equipment user is expected to 
recognize malfunctions, and either compensate for 
them, or repair them. 

Five competencies for system engineers have 
been identified by Hall (1962): (i) affinity with sys-

tems thinking, (ii) creative capabilities, (iii) faculty of 
judgment, (iv) facility in human relations, and (v) a 
gift for expression. Course contents development is 
challenged by the theory-practice duality, that is the 
breadth and depth of theoretical system science, and 
the know-how of development and application of 
systems, which is becoming more complex as engi-
neered systems are becoming complex (Foster et al., 
2001). Researchers claimed that general systems 
theory cannot be adequately understood or applied by 
undergraduate or graduate students until their think-
ing has reached a particular developmental level and 
have integrated particular epistemological assump-
tions into their world views (van Dam et al., 2007). 
They also considered what knowledge of systems 
should be communicated to, and how systems related 
competencies can be built up for non-technical indi-
viduals and broader non-expert communities (Grippa 
and Secundo, 2009). 

With the advent of personal computers, com-
puter support manifested in three main fields: (i) ac-
quisition and analysis of data from experiment, (ii) 
simulation of operational workflows and system be-
haviours, and (iii) computer-aided learning tutorials 
(Heikal and Peeling, 1991). Among others, Bransford 
et al. (1989) proposed the consideration of: (i) learner 
centred, (ii) knowledge centred, (iii) community 
centred, and (iv) assessment centred learning  
environments/tools, which are conceptualized as a 
system of interconnected components. In addition to 
networking, recent technological developments have 
made simulations and gamifications crucial parts of 
system learning (Prensky, 2003). Recent efforts are 
towards adaptive learning systems based on semantic 
web languages (Wang and Chen, 2008), and towards 
web-hosted collaborative intelligent tutorial systems, 
that also benefit from the affordances of virtual and 
mixed reality technologies (Schaf et al., 2007). Vir-
tual laboratory platforms and remotely accessible 
physical laboratories were proposed for experimen-
tation in intensive educational contexts (Arango et al., 
2007). 

8.3  Impacts of systems 

The dependence of systems on their surround-
ings is studied under the assumption that even au-
tonomous systems have multi-fold teleological and 
technical relationships with their environment (Liker 
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et al., 1993). As the embedding environment changes, 
the requirements posed by the environment to the 
system are also changing, as well as the conditions for 
the system operation. Three major impact fields have 
been identified for CTSs: (i) ecological impacts, (ii) 
socio-economic impacts, and (iii) cognitive-emotive 
impacts. Ecological impacts have been variously 
formulated and interpreted with respect to the living/ 
organic and the non-living/abiotic environments, and 
considering a broader/narrower effect zone and 
longer/shorter time windows (Allen et al., 2003). 
Literature shows that eventually there are as many 
kinds of ecological impacts as systems, or even more. 
Ecological engineering has developed as the disci-
pline of studying the phenomena and developing 
principles for engineering under ecological con-
straints (Mitsch, 1996). Sustainability constraints 
have been interpreted as system boundaries (Ny et al., 
2006). Correlation was found between the economic 
and ecological performance, which can be influenced 
on a multiple level of system innovation (Boons and 
Wagner, 2009). The challenge of eco-innovation was 
addressed (Rennings, 2000), as well as the role of 
sustainable design and development in achieving 
eco-efficiency (Braungart et al., 2007). 

It seems that a central issue for research in the 
subdomain of socio-economic impacts is the social 
impact of computerization (Forester, 1992), or using 
information and communication technologies (Per-
rolle, 1988). The objective of research ranges from 
the philosophical foundations (O’Donnell and Hen-
riksen, 2002) and influences on organizations (Svi-
okla, 1990), through the effects of connectivity (Kraut 
et al., 1998) and information sharing (Griffiths and 
Parke, 2002), to security (Whitman, 2003) and pri-
vacy (Malhotra et al., 2004). The methods and 
measures of assessing social impacts have turned up 
frequently as research interests, in various contexts, 
for a long time (Wolf, 1983). Though computerization 
receives growing attention, the social impacts of other 
engineering systems (e.g., production systems) 
(Schmid and Verlage, 2002), have also been widely 
studied. Of importance is the observation of (Bugli-
arello, 1991) that “many engineering developments of 
this century with immense impacts on our lives have 
not been accompanied by realistic engineering  
views of those impacts on the social fabric or the 
environment”. 

The social impact of computerization and its 
study have been found to be enormous, and have been 
complemented with the study of economic aspects 
(Litan and Rivlin, 2001). Cognitive-emotive impacts 
are also receiving attention (Madni, 2010). Since the 
socio-cultural impacts of CTSs starts with their in-
teraction with and the influence on human individuals 
and communities, perceptive, cognitive and emo-
tional effects of technologies and systems have been 
studied in countless forms (Subrahmanyam et al., 
2000). Using computer-aided engineering systems in 
creative industrial product development processes is 
also a prominent study area (Norman, 1997). The 
research efforts in this subdomain can be exemplified 
by very different studies such as the effect of learning 
systems (Domínguez et al., 2013), or road traffic 
systems (Gish et al., 1999). With the ultimate goal of 
reducing or neutralization of impact, various 
measures have been proposed (Moon et al., 2004). 

 
 

9  Research in systems manifestations 
 
The literature shows that there are two main 

dimensions of research in this domain which appear 
in integration: (i) manifestation from organizational 
and structural perspectives, and (ii) manifestation 
from operational and behavioural perspectives. The 
subdomains of research in manifestation of CTSs are 
shown in Fig. 8. 

 
 
 
 
 
 
 
 
 

9.1  Closed and open system manifestations 

von Bertalanffy (1950b) noted that biological 
systems are ‘open’ in that they have to interact with 
the environment (exchange matter and energy in order 
to stay alive). CTSs are open systems in this sense, 
but in addition they may have varying system 
boundaries, structure, and behaviour on different 
scales (Hewitt, 1985). In current research, the  

Fig. 8  Subdomains of research in manifestation of CTSs

Manifestations of CTSs

Closed/Open boundary systems

Hierarchical/Heterarchical systems

Systems architecting strategies

Verification/Validation of systems
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Internet/WWW is the ultimate open system, which 
shows the highest extensibility (anyone can create a 
new Web server/page, become a part of the Web, and 
contribute to it immediately) (Dargan and Hermes, 
1997). Members of an open system may leave a par-
ticular structure and affiliate with other systems 
temporarily or permanently. However, not all dis-
tributed systems are automatically open systems 
(Yoshida et al., 2004). 

Seven aspects were proposed by Minar (2002) to 
evaluate the characteristics of distributed systems: (i) 
manageability, (ii) information coherence, (iii) ex-
tensibility, (iv) fault tolerance, (v) security, (vi) re-
sistance, and (vii) scalability. A volatile nature is a 
distinguishing characteristic of open systems, and has 
influence on both the architecture and the manage-
ment. Being influenced by interoperability and in-
terfacing concerns, ad hoc extensibility of open sys-
tems is a major issue. Hierarchical systems have been 
found extensible more easily, but less flexibly, than 
open decentralized systems (Zhang and Li, 2010). 
Other widely studied characteristics of open systems 
are decentralization and scalability (Jogalekar and 
Woodside, 2000). Truly decentralized systems are 
functionally, structurally and decision-wise dispersed. 
Scalability studies address issues related to the limits 
and trends of growth of systems. 

9.2  Hierarchical and heterarchical system  
manifestations 

The term ‘hierarchical system’ has been used in 
research in several different ways, referring to classi-
fications, objectives, concepts, controls, functions, 
tasks, compositions, and structures (Voorhees, 1983). 
Hierarchy has been studied as an area of general 
systems theory (Salthe, 2012). Proposed hierarchical 
system theories have been applied to develop repre-
sentations and manage the decomposition of a system 
into a hierarchical structure of subsystems (Smith and 
Sage, 1973). It was proposed by Allen and Mistree 
(1993) that the hierarchical or heterarchical nature of 
a system should be considered in the design process. 
Hierarchical structures were found efficient in control 
of and information processing in complex systems 
(Conant, 1974). It was shown that a hierarchical 
structure leads to an effective saturation of the com-
plexity value with increasing number of lower levels 
(Ceccatto and Huberman, 1988). It is proposed that 

hierarchical system theory (dealing with constraints 
bearing on a system), as a polar opposite of 
self-organization theory (looking at a changing sys-
tem from inside) could in fact be taken to be com-
plementary, since each supplies what the other lacks 
in understanding systems (Salthe and Matsuno, 
1995). 

9.3  Systems architecting strategies 

It was argued by Maier (1996) that systems ar-
chitecting activities are distinct from other system 
engineering activities. Traditionally, architecting was 
seen as a process of structuring and integrating the 
components of a system, and their architectural and 
operational interrelationships (Ezell and Crowther, 
2007). With the appearance of system of systems, its 
scope extended to configuration and integration of 
systems into higher level configurations. Modulari-
zation of systems has been recognized as an approach 
providing both technical and economic advantages. 
Research addresses the generic principles of modu-
larization and creates some levels of independence 
from design and implementation viewpoints, but 
raises issues of compatibility, interfacing, and system 
testing. 

Typical modular systems are produced by the 
computer industry, where modularization includes 
hardware, software, and cyberware. There are studies 
on how modularization supports division of cognitive 
labour, enables parallel work, and offers flexibility 
and variability. As discussed by Baldwin and Clark 
(2006), three basic types of modularity have been 
considered: (i) modularity-in-design, (ii) modularity- 
in-production, and (iii) modularity-in-use. Various 
methods have been developed, for instance, the de-
sign structure matrix approach, to define modules 
based on mapping the relationships between system 
parameters. System composition based on selecting 
and configuring (off-the-shelf) components, and 
platform-based architecting are other approaches 
(Gössler et al., 2007). 

9.4  Verification/Validation of systems 

The objective of verification and validation 
(V&V) research is to facilitate dependable CTSs 
(Wise and Wise, 1993). V&V refers to a family of 
informed, systematic, and critical (rational or empir-
ical) examinations and investigations that include:  
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(i) justification and validation that are usually rational 
and applied to system theories, rules, and facts, (ii) 
observation and experimentation that are typically 
empirical and explorative, (iii) interrogation and in-
tervention that are applied to various stakeholders and 
manifestations of systems, or to parts thereof, and (iv) 
analysis, simulation, and optimization that are based 
on virtual models and replicas of systems using 
computer-aided tools. Verification is defined as the 
confirmation by examination and provision of objec-
tive evidence that the objectives of a system devel-
opment have been fulfilled (Goubault et al., 2006). 
Validation is defined as proving that a system fulfils 
particular requirements for a specific intended use, 
and it performs as it is expected in the presumed 
context (Heerink and Brinksma, 1995). Comple-
menting each other, methods and tools of V&V serve 
as means of ‘scrutinizing’ CTSs from conceptual, 
materialization, operational, structural, and behav-
ioural aspects. A wide variety of studies has been 
conducted on each of these tasks, ranging from un-
derpinning theories through supporting methods to 
supporting tools and systems. V&V has an empha-
sized role in the context of mission critical systems 
and high-impact (safety-critical) CTSs (Feiler, 2009). 

Nevertheless, ensuring that such systems meet 
their predefined requirements and perform as ex-
pected is a challenging issue (Gonzalez and Barr, 
2000). It has been shown that conventional V&V 
methods and tools such as testing and simulation have 
become less useful in many modern engineering dis-
ciplines or even not always applicable to specific 
(e.g., intelligent) systems. Often early prototypes are 
used for requirement validation (Andrews and 
Goeddel, 1994). Over the years there has been an 
increasing research effort directed towards the auto-
matic verification of infinite state systems, such as 
timed automata, hybrid automata, data-independent 
systems, and relational automata (Alur et al., 1996). 
Automatic verification of embedded systems includes 
model-checking procedures checking safety, liveness, 
time-bounded and duration requirements of digital 
controllers, schedulers and distributed algorithms 
(Abdulla and Jonsson, 2003). Researchers adopted 
the assume-guarantee approach to verification, where 
both the assumptions made about system components 
and the guarantees that they provide are regular safety 

properties, represented by finite automata (Kwiat-
kowska et al., 2010). 

 
 

10  Some reflections and conclusions 
 
Systems science is concerned with scientific 

exploration of and theorizing about systems, and it is 
seen both as a conceptual system of abstract ideas and 
as a real system of practical knowledge and 
know-how. General system theory provides the doc-
trine of principles applicable to all systems 
(Hofkirchner and Schafranek, 2011). The engine be-
hind the advancement of systems science and general 
system theory is foundational research, which has not 
been sufficiently investigated in the past from an 
ontological perspective. 

The objective of this paper has been to contribute 
to the elimination of this bottleneck and to argue for 
further research. It has been found that an extremely 
large number of publications are available concerning 
many research domains. However, it is difficult to 
identify specific foci in the domains. For this reason 
the proposed classification has many subjective ele-
ments and imbalance in terms of evidences under-
pinning particular claims. Although the intention was 
clearly to demarcate the content of research from the 
ways research was conducted, it was not possible in 
every single case. 

The proposed classification scheme of founda-
tional research in CTSs is shown in Fig. 9. It shows 
the abstract categories, as well as the research do-
mains and subdomains. Obviously, various branches 
of research can be identified within each subdomain, 
but this effort could be started, but not finished in this 
paper. This is however difficult for the reason that 
many research works have strongly interdisciplinary 
or multidisciplinary character. Just to mention one 
illustrative example, the research of (Harrison and 
West, 2000) extends to at least three research sub-
domains that have been identified in our paper. Con-
temporary system engineering also includes domains 
of research, such as engineering project management 
and operations research, which the classical one does 
not. Engineering of information systems and in par-
ticular software systems is conducted according to 
multiple, competing methodologies (Wangler and 
Backlund, 2005). 
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Further study is needed to learn what other 

genres of systems the proposed classification can be 
applied to, and to explore what modifications it needs 
in order to become applicable for the survey of 
foundational research in other domains of systems 
science and engineering. The proposed classification 
scheme entails the need for a reasoning model about 
the operative (practice-driven) research approaches of 
CTSs—a challenge which will be addressed in our 
follow up research. In addition, we will be engaged 
with the application and possible refinement of the 
proposed reasoning model for cyber-physical systems 
(Baheti and Gill, 2011) and Internet-of-things infra-
structure-based systems (Boley and Chang, 2007) in 
the second phase of our work. 
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中文概要 
 

题 目：复杂技术系统中基础研究的初步分类 

目 的：对于复杂技术系统，给出不同研究领域的初步分

类，并找出一些研究关注的问题。 

创新点：提出了一种推理方法，将复杂技术系统的研究领

域分为三类。 

方 法：1. 对相关的学术刊物进行直觉探索；2. 对领域

和子领域研究给出基于证据的分类规范；3. 对

基于相关学术刊物的控制给出的分类进行提炼

与验证。 

结 论：复杂技术系统的研究领域分为三类，分别为：（1）

智能化类，包括哲学、本体和认识论；（2）实

现类，包括方法论和复杂技术系统的创建；（3）

影响类，包括表现和价值学。 

关键词：基础研究；复杂技术系统；初步分类；研究范畴

与领域 


