
Evidence-Based Ethics for Neurology and Psychiatry Research

Scott Y. H. Kim

Department of Psychiatry, Bioethics Program, and Program for Improving Health Care Decisions, University of Michigan
Medical School, Ann Arbor, Michigan 48109

Summary: American bioethics, historically arising out of the-
ology and philosophy, has been dominated by the method of
normative analysis. Ethics as policy, however, requires in ad-
dition a solid evidence base. This paper discusses the back-
ground conditions that make neurotherapeutics research partic-
ularly challenging. Three key ethical issues are discussed
within an evidence-based ethics framework: the ethical chal-
lenges arising from changes in the financial incentive structures
for academic researchers and their institutions, the challenges

of risk–benefit analysis for neurotherapeutics protocols testing
innovative interventions, and the evolving issues surrounding
impaired decision-making capacity and surrogate consent for
research. For each of these issues, selected empirical data are
reviewed, areas for further inquiry are noted, and the need for
development of novel methods for bioethics policy research is
discussed. Key Words: Research ethics, conflicts of interest,
informed consent, risk–benefit analysis, neurotherapeutics.

NEUROTHERAPEUTICS RESEARCH RAISES
IMPORTANT ETHICAL ISSUES

Neuropsychiatric disorders are highly prevalent con-
ditions with significant morbidity yet only modestly ef-
fective treatments. In the fight against Alzheimer’s dis-
ease (AD), Parkinson’s disease (PD), or schizophrenia,
for example, the suffering and loss caused by these dis-
eases call for the development of truly innovative inter-
ventions. Testing such innovative approaches can carry
risks of significant harm1,2 even while raising hopes for
future benefits.3 Furthermore, the very nature of many
neuropsychiatric disorders creates ethical complexity be-
cause many persons with such disorders have impaired
cognition. If a patient’s impairment is severe enough, he
or she will be incompetent to give informed consent for
research.4,5 In our society, surrogate or proxy consent-
based research remains an area of unsettled policy.6 Fi-
nally, at a more speculative level, interventions that alter
behavior, or even knowledge that can predict or explain
behaviors, can challenge traditional norms of social reg-
ulation and interaction.7 Knowledge that tends to, or at
least is perceived to have the potential to disrupt ac-
cepted social categories and standards can raise unex-

pected ethical challenges. Although this article will not
discuss this last issue further, it represents a unique eth-
ical complication of neuropsychiatric research.

Ethical concerns in neurotherapeutics research are am-
plified when seen in the context of a broader societal
focus on research ethics. Our society now pays unprec-
edented attention to research ethics (and to academic
medicine in general) and the current focus arguably sur-
passes the research ethics debates of the late 1970s and
early 1980s.8 National and international media are ex-
quisitely attuned to research ethics and have had plenty
about which to report, including the tragic deaths of two
young volunteers9,10 and the shutting down of research at
some of the nation’s most prominent institutions for
lapses in research ethics practices.10,11 In 2000, the Na-
tional Institutes of Health (NIH) began requiring educa-
tion in the protection of human research participants
from all of its applicants for funding.12 Institutional Re-
view Boards (IRBs) will now have prospective evalua-
tion and accreditation.13 The debate on conflicts of in-
terest in scientific research continues to evolve.14,15

High-profile lawsuits against investigators, IRBs, and
their institutions are becoming more frequent.16,17

WHAT IS EVIDENCE-BASED ETHICS?

Because ethics deals with normative issues of “what
ought to be,” it may seem odd to talk about “evidence-
based” ethics. Because of its origins as a philosophical
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and theological response to public crises,8 American bio-
ethics discourse has been dominated by theory. How-
ever, once one frames ethics in the public policy context,
the need for good data becomes obvious. There are at
least three types of evidence needed for ethics policy.
First, accurate and up-to-date scientific information is the
cornerstone of any ethical analysis of research protocols.
This is especially important in the risk–benefit assess-
ment of proposed studies. In this regard, as discussed
below, remediable threats to scientific objectivity and
independence raise serious ethical concerns. Second, in a
liberal democracy such as ours, the values and perspec-
tives of key stakeholders surrounding a particularly con-
troversial moral situation constitute important data. In
many research ethics dilemmas, there may not be a pri-
ori, principled answers available and the “correct” solu-
tion may be the one that optimizes in some politically
acceptable way the actual values of the relevant stake-
holders.

Third, as with any type of policy development and
implementation, data are needed to ensure that proposed
solutions are practicable. Sometimes empirical ethics re-
search is criticized on the basis that just because some-
thing is the case does not imply that it ought to be the
case. A less often taught principle is that “ought implies
can”, i.e., if something is not implementable, then there
can be no obligation to implement it. What sounds good
in theory can in fact produce counterproductive results if
not implemented with a thorough understanding of the
facts. Facts matter in ethics.

Ethical issues in clinical research generally fall under
seven categories, as recently summarized by Emanuel et
al.18 The research must 1) be socially or scientifically
valuable, 2) have scientific validity, 3) have fair subject
selection, 4) have favorable risk–benefit ratio, 5) un-
dergo independent review, 6) obtain informed consent,
7) show respect for potential and enrolled subjects. Al-
though all seven are important, three of the above re-
quirements—scientific validity, favorable risk–benefit
ratio, and informed consent—are of special interest for
ethical evaluation of neurotherapeutics research, and are
discussed in detail below. In the discussion of each do-
main, I illustrate what role evidence can play in the
ethical analysis, either by applying existing evidence or
by proposing areas of research. I highlight novel methods
and areas of research when appropriate and emphasize
the first two issues (scientific validity and risk–benefit
analysis), whereas only briefly touching on the well-
traversed terrain of informed consent.

ETHICAL BASIS OF SCIENTIFIC ACTIVITY

The requirement of scientific validity is an important
reminder that science is an endeavor with inherent ethi-
cal obligations. The duties of objectivity, independence,

and rigorous evaluation of data should be familiar to all
who are concerned with the integrity of the scientific
enterprise in any domain. Science is not a mere technical
activity; it has ethical rules without which the activity
would not qualify as science.

In this context, a source of ethical concern is the hotly
debated issue of the influence of financial interests in
biomedical research in domains that, until a couple of
decades ago, operated relatively free from such incen-
tives. In both basic and clinical research, the very struc-
ture of incentives for academic researchers (and their
institutions) have undergone politically sanctioned
changes.19–21 The trend is likely to continue and the
conflicts will increase. The hope of this large-scale social
experiment is that academia–industry synergy will pro-
duce benefits that outweigh the potential pitfalls. The
primary potential pitfall is the loss of a socially sanc-
tioned role, viz. the academic scientist (and institution)
who is, and is perceived to be, an objective, independent
arbiter of scientific claims.22 This role is part of the very
idea of a “liberal” (i.e. , free and unfettered) university.

Why might neurotherapeutics research be especially
prone to influence of financial incentives? First, neuro-
psychiatric disorders combine very high prevalence (be-
cause of both high incidence and chronicity, often oc-
curring in the young) and morbidity. From an economic
point of view, such disorders create an immense market
for therapeutics, and even very small incremental (or
even a perception of it) benefits can mean a significant
marketing advantage. There is a lot of money at stake in
neurotherapeutics research. Second, there is often room
for interpretation—and controversy—over matters of di-
agnosis, symptom and functional measurement, stan-
dards for measuring the efficacy of interventions, and
characterization of adverse effects of interventions.
Some of the most prevalent neuropsychiatric disorders
tend to be clinically defined syndromes rather than well-
defined diseases. Even when the illness is well-defined
biologically, clinical research involves considerable in-
terpretation, as evidenced by the evolution of outcome
measures for AD trials.23 The intrinsically gray areas of
scientific opinion in a domain with enormous economic
consequences create significant moral hazards.

What kind of ethics policy research is necessary in this
regard? There is already a substantial body of literature
on the effects of financial conflicts of interest on bio-
medical research.24 They range from detailed case stud-
ies,25–27 studies indicating influence of financial ties on
scientific opinion28–30 and on delays in publishing,31 and
reviews of how sponsorship can distort science.32,33

It may be that the biomedical research enterprise, as it
moves closer to a business model, will engender its own
domain of business ethics research, much in the way that
psychologists and other social scientists in business
schools conduct research on, for instance, the ethics of
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accounting.34–36 A great deal of recent focus has been on
the psychology of moral decision-making and we can
expect to see application of decision psychology and
behavioral economics to conflict of interest policy re-
search in biomedicine.37

On the other hand, it is also possible that such research
may not flourish at all, given that there are important
issues of institutional conflicts of interest, in which both
academic institutions and professional societies have lit-
tle financial incentive to promote such research. From an
ethical point of view, the changing nature of the aca-
demic institutions needs to be accompanied by appropri-
ate self-critical research endeavors. But the very nature
of institutional conflicts of interest could potentially play
a role in whether such endeavors are encouraged within
the same institutions.

FAVORABLE RISK–BENEFIT RATIO

The ethical requirement of favorable risk–benefit ratio
involves minimizing risks, enhancing potential benefits,
and ensuring that the risks to the subjects are justified by
the potential benefits to the subjects and/or society.18

Compared to the vast literature on informed consent, the
scholarship on risk–benefit analysis in research ethics is
comparatively thin.38,39 IRBs, however, tend to see a
review of the risk–benefit ratio as one of the most im-
portant things they do.40,41

A persistent controversy exists in interpreting the fed-
eral requirement that the risks must be reasonable in
relation to anticipated benefits, either to the subject di-
rectly or to society in the form of increased knowledge
(45CFR46.111a). There are at least three relevant issues
for neurotherapeutics research in this regard. First, when
the research subjects lack decision-making capacity, it is
not clear whether and how such risks can be balanced
against the gain in scientific knowledge and benefit to
future patients, i.e., when the protocol has no potential
for direct benefit to the subjects or when the protocol is
the very first human experiment whose main aim is to
test the safety of the new intervention.2,42 Such persons
need third party (“legally authorized representative”)
permission for participation in research and usually it is
not known what the subject would have wanted. Third
party consent in the medical treatment context is routine
because there is a long-standing tradition of accepting such
permission given that the decisions will be made in the best
interests of the patients (if the principal’s wishes are not
known). In a research protocol with no potential for direct
benefit to the subjects, however, the issue is how much risk
and burden to the incapable subjects can be reasonably
justified by the potential increase in knowledge (that will
presumably benefit other patients). In research with chil-
dren, the federal regulations impose the restriction that chil-
dren may not be exposed to more than minor increase over

minimal risk, when the research involves an intervention or
procedure “that does not hold out the prospect of direct
benefit” to the subjects (45CFR46.406). No analogous pol-
icy exists for research with incapacitated adults.43

Second, even for situations in which the subjects in
neurotherapeutics research do have decision-making ca-
pacity, there have been prominent debates regarding
whether certain types of research should be conducted at
all.44–46 In randomized neurosurgical trials of tissue
transplants for Parkinson’s disease, the sham control sub-
jects were exposed to procedures that carry risk but
without potential for direct benefit. Such a control con-
dition, however, may be invaluable in controlling for the
placebo effect and the natural fluctuations in PD symp-
toms.46 Because a false positive result from a clinical
trial can lead to a large number of unnecessary and even
harmful surgeries, the gain in scientific knowledge (as-
suming that the sham control condition has such incre-
mental knowledge advantage over open controls) could
be substantial and not merely academic. Does this gain
justify exposing such subjects to nonbeneficial proce-
dures that carry risks?

Even if we accept the current practice of sham controls
for PD research, there are future possibilities that raise
thornier questions. For example, if a randomized con-
trolled trial of gene transfer therapy for PD is proposed,
what is the appropriate control condition? The range of
possibilities include drilling of burr holes without inter-
rupting the dura, adding probe manipulation into the
striatum (or whichever structure is targeted for gene
transfer), adding injection of the same vector medium
without the vector, injecting an “empty” vector, and so
on, even to the addition of a “placebo” gene that will
insert into the genome but, presumably, will not produce
the gene product in question.

Third, what is the best way of balancing risks and
benefits when thinking about early phase research? Is it
appropriate to conduct human studies based only on ro-
dent data?47 Most phase I studies are conducted in
healthy volunteers. The most well established paradigm for
phase I studies involving patients (rather than healthy vol-
unteers) is in cancer dose-escalation protocols.48 That par-
adigm does allow a relatively separate evaluation of safety
and efficacy. It does not however capture well the risk–
benefit evaluation of interventions such as gene transfer or
tissue transplants. For instance, if in a phase I trial of gene
transfer protocol there were absolutely no suggestion of
benefit from the intervention, is it the same situation as
finding no suggestion of efficacy in a cancer phase I trial?

Finally, once an effective treatment is found, the test-
ing of newer and, hopefully, better interventions can
become ethically problematic, if the scientifically opti-
mal design is a placebo control (for example, if the
outcome variable is known to be susceptible to the pla-
cebo effect and tends to have wide natural fluctuations).
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Withholding of effective treatments for research pur-
poses can become an issue in another mode, because the
notion of neuroprotection is particularly relevant to neu-
rodegenerative disorders and the testing of an effective
agent for its putative neuroprotective effects will involve
withholding of such a drug.

What kind of evidence is needed to aid policy in this
area? It is worth reiterating that the most ethically rele-
vant evidence is accurate, current scientific data. However,
ultimately, what constitutes an acceptable risk–benefit
tradeoff is a matter of social policy, not just of scientific
expertise. Ideally, such policy should be informed by the
views of the stakeholders. The most established method for
eliciting such views is the survey. Surveys of potential
research participants can give useful data that is distinct
from any conclusions that can be drawn from the fact that
patients do in fact enroll in research studies.49 Surveys
of IRB members or scientists and scientific administrators
regarding how they apply the risk–benefit analysis regula-
tions can also illuminate how policies may in fact get ap-
plied.50 Surveys of the general public on the appropriate-
ness of certain implied tradeoffs in research protocols can
also inform the debate.

In general, however, the methodology for eliciting
public opinion on complex policy questions is not well
developed in bioethics research. Although surveys are
useful, they provide a rather thin description. Many bio-
ethics policy issues are not everyday issues for which we
would expect informed or even formed opinions in lay
persons. In this regard, bioethics needs to borrow meth-
ods from other social science disciplines that aim to elicit
views that are richer than surveys and yet more general-
izable than focus groups. Some social scientists now aim
to elicit “constructed preferences” using methods that do
not assume preformed ethical opinions.51,52 Political sci-
entists have long discussed the notion of deliberative
democracy53,54 in which policies are developed or in-
formed by citizens deliberating together guided by cer-
tain normative principles of deliberation.54 This tradition
has developed a well-articulated theory about how to
address ethical controversies in a liberal democracy.55

Empirical research methods using the deliberative de-
mocracy framework are now beginning to be used in
health care policy.53 The basic idea is that a group of
representative citizens (or from the ethically relevant
stakeholder groups) are brought together to engage in
in-depth education, discussion, and argumentation (in the
sense of giving and receiving varying viewpoints and
reasons for and against various policies). Not only indi-
vidual but group level outcomes can be measured.

INFORMED CONSENT

Informed consent requires three elements. The sub-
jects must be “accurately informed of the purpose, meth-

ods, risks, benefits, and alternatives to research,” have
intact decision-making capacity, and make a voluntary
choice.18 There is nothing unique about information dis-
closure requirements for neurotherapeutics research; the
federal guidelines are explicit about the content
(45CFR46.116). Voluntariness is a rather difficult con-
cept to operationalize, and is the least developed concep-
tually.56,57 The federal regulations mention its concep-
tual cousin—viz., vulnerability to coercion and undue
influence in subjects who are “mentally disabled” and
require “additional safeguards” (45CFR46.111b)—but it
is not clear what these safeguards might be. Some argue
that the serious, incurable nature of many neuropsychi-
atric disorders place patients in particularly vulnerable
positions for exploitation.44 Assuming that the notion of
vulnerability can be reasonably operationalized, this
claim should be open to future study.

The aspect of informed consent receiving growing
attention in recent years is decision-making capacity.
There is an emerging literature of empirical studies on
decision-making capacity, although quite varied in qual-
ity, conceptual frameworks, and methodology; these
studies have been reviewed elsewhere.58 Here I briefly
summarize the key findings to date and point out ques-
tions that need further research.

The two medical conditions that have received the
most attention by researchers is schizophrenia and Alz-
heimer’s disease, although sporadic studies have been
done on the influence of other conditions on decisional
capacity (such as depression59 and Parkinson’s dis-
ease60). In schizophrenia, the three emerging findings
have been that, first, although persons with schizophre-
nia, as a group, perform more poorly on tests of deci-
sional abilities than comparable normal controls, many
retain their abilities to give informed consent fairly
well.5,61 Second, most persons with schizophrenia seem
to respond well to education aimed at improving perfor-
mance, at least in terms of increasing their factual un-
derstanding of disclosed information.5,61–63 Third, by
and large, decisional impairment tends to be best pre-
dicted by cognitive impairment rather than by symptoms
of psychosis.5

In Alzheimer’s disease, the decisional impairment is
more severe. Even in fairly early stages of the disease, a
significant portion has difficulty understanding, appreci-
ating, and reasoning about informed consent to re-
search.4,64 In AD, because loss of cognition tracks loss of
decisional abilities fairly well, it may be possible to
develop efficient, targeted screening strategies, although
more research needs to confirm this possibility.65 There
is a paucity of data on whether persons in early stages of
AD would benefit from remedial education to enhance
decision-making abilities.58

A consistent finding in capacity research is an empir-
ical confirmation of the normative principle that a clin-
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ical diagnosis does not imply decisional incapacity; the
latter must be assessed on its own terms. This finding
confirms the complex nature of evaluating someone’s
decision-making capacity status. There is a continuing
need for research that targets specific decision points that
arise in the course of conducting research with decision-
ally impaired persons. Some examples are, as follows:

● How should impairment be translated into incapac-
ity?58 Decisional impairment is a dimensional concept
but persons are either allowed or not allowed to give
informed consent. Only preliminary data exist to guide
this translation of dimensional data on impairment into a
categorical decision about a person’s decision-making
authority.

● How should the intensity of capacity evaluation
process be adjusted according to the risk–benefit ratio of
the proposed protocol?

● How can screening for incapacity be conducted so
that it is both ethically valid and procedurally efficient?

● What is the relationship between the capacity to
give informed consent and the capacity to appoint a
proxy agent who makes a decision for the subject? For
instance, if the standard for appointing a proxy is more
easily met than the standard for giving one’s own con-
sent, as theory would suggest,66 then a better understand-
ing of proxy appointing capacity may allow more fine-
grained protection for the impaired person while at the
same time allowing ethical enrollment of impaired per-
sons in research.

SUMMARY AND CONCLUSION

Our society urgently needs innovative neurotherapeu-
tics research but such research involves significant ethi-
cal challenges. The starting point for meeting these chal-
lenges is the preservation of objective and independent
scientific activity and opinion. The changing financial
incentive structures in the academia have launched a de
facto social experiment. One key area for ethics schol-
arship is to gather evidence that will allow our society to
gauge the outcome of this experiment. The solutions to
the other ethical challenges, such as the challenges of
risk–benefit analysis and issues surrounding decision-
making capacity and surrogate consent for research, in
no small way depend on how credible academic re-
searchers and their institutions remain in the eyes of
society.
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