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#### Abstract

A generalized nonisospectral heat integrable hierarchy with three dependent variables is singled out. A Bäcklund transformation of a resulting isospectral integrable hierarchy is produced by converting the usual Lax pair into the Lax pairs in Riccati forms. In addition, an expanding integrable model is also worked out by making use of a set of linear spectral problems which are introduced via a high-dimensional loop algebra. Finally, we obtain some conserved densities of a types of heat integrable system by using the weight theory on PDEs.
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## 1 Introduction

There has been an important aspect of the search for integrable systems and their algebraic and geometric properties in soliton theory. Magri [1] proposed the Lax pair method to generate integrable equations. Ablowitz [2, 3], and Newell et al. [4] have made great contributions on integrable systems, including the methods for generating integrable equations. Tu Guizhang [5] once applied various loop algebras to introduce linear isospectral problems in order to efficiently generate new integrable hierarchies of evolution equations and the corresponding Hamiltonian structures. Ma Wen-xiu [6] called the approach the Tu scheme. By applying the Tu scheme, many interesting integrable systems and their properties were obtained, such as the work in [7-15]. Guo Fukui [16] once applied the following loop algebra:

$$
\begin{aligned}
& \widetilde{A_{1}}=\operatorname{span}\{h(n), e(n), f(n)\}, \\
& h(n)=\frac{1}{2}\left(\begin{array}{cc}
\lambda^{2 n+1} & 0 \\
0 & -\lambda^{2 n+1}
\end{array}\right), \quad e(n)=\frac{1}{2}\left(\begin{array}{cc}
0 & \lambda^{2 n+1} \\
\lambda^{2 n+1} & 0
\end{array}\right), \\
& f(n)=\frac{1}{2}\left(\begin{array}{cc}
0 & \lambda^{2 n} \\
-\lambda^{2 n} & 0
\end{array}\right),
\end{aligned}
$$

[^0]along with the commutators
\[

$$
\begin{aligned}
& {[h(n), e(n)]=f(m+n+1), \quad[h(m), f(n)]=e(m+n),} \\
& {[f(m), e(n)]=h(m+n), \quad m, n \in Z,}
\end{aligned}
$$
\]

to introduce the following isospectral problems:

$$
\begin{align*}
& \varphi_{x}=U \varphi, \quad \lambda_{t}=0, \quad U=f(1)+q e(0)+r h(0),  \tag{1}\\
& \varphi_{t}=V^{(n)} \varphi, \quad V^{(n)}=\sum_{m=0}^{n}\left(a_{m} f(n-m)+b_{m} e(n-m)+c_{m} h(n-m)\right)-c_{n} f(0), \tag{2}
\end{align*}
$$

whose compatibility condition yields the isospectral integrable hierarchy

$$
\begin{align*}
& \binom{q}{r}_{t}=\binom{-a_{n+1}+r c_{n}}{b_{n+1}-q c_{n}}=\binom{b_{n x}}{a_{n x}}=\left(\begin{array}{ll}
\partial & 0 \\
0 & \partial
\end{array}\right)\binom{b_{n}}{c_{n}}=: J\binom{b_{n}}{c_{n}}, \\
& \binom{b_{n+1}}{c_{n+1}}=L\binom{b_{n}}{c_{n}}, \quad L=\left(\begin{array}{cc}
q \partial^{-1} q \partial & \partial+q \partial^{-1} r \partial \\
-\partial+r \partial^{-1} q \partial & r \partial^{-1} r \partial
\end{array}\right), \tag{3}
\end{align*}
$$

where $J=\left(\begin{array}{ll}\partial & 0 \\ 0 & 2\end{array}\right), L$ is called a recurrence operator.
As we have known that schemes for generating nonisospectral integrable hierarchies of evolution equations are less than those for isospectral integrable hierarchies. Ma [17, 18] made use of Lax operators and zero curvature equations to investigate the nonisospectral integrable equations and their algebraic structures. Qiao Zhijun [19, 20] adopted the generalized Lax representations to generate nonisospectral integrable hierarchies and further discuss their algebraic structures. We find that all of the nonisospectral integrable hierarchies were obtained under the assumption $\lambda_{t}=\lambda^{n}(n \geq 0)$. However, Li Yishen, [21] utilized the zero curvature equation and the time evolution $\lambda_{t}=\sum_{j=0}^{n} k_{j}(t) \lambda^{n-j}$ to work out some nonisospectral integrable hierarchies. Li and Zhuang [22] made use of the time evolution $\lambda_{t}=\sum_{j=0}^{m-1} k_{2 j+1}(t) \lambda^{2(m-j)-1}$ and a nonisospectral zero curvature equation to produce the nonisospectral WKI integrable hierarchy of evolution equations, but it is difficult to understand the paper. In order to straightforward generate nonisospectral hierarchies of evolution equations. Zhang, et al. [23] proposed a method which applies the Tu scheme and Li's method [21,22] to derive nonisospectral integrable hierarchies and investigate the symmetries of integrable hierarchies. In this paper, we would like to adopt the method to work out the nonisospectral integrable hierarchies corresponding to the Guo hierarchy [3]. Through enlarging the loop algebra $A_{1}$ as above [24]. we obtain an expanding isospectral-nonisospectral integrable hierarchy which reduces to the Guo hierarchy. Specially, we further study the Bäcklund transformation of the isospectral integrable hierarchy [3]. Finally, we reduce the isospectral-nonisospectral integrable hierarchy to a type of heat equation which can be reduced to the standard linear equation, whose format of conserved densities is singled out.

## 2 An isospectral-nonisospectral integrable hierarchy and its reduction

We take

$$
V=V_{1}+V_{2}, \quad V_{1}=\sum_{i \geq 0}\left(a_{i} h(-i)+b_{i} e(-i)+c_{i} f(-i)\right),
$$

$$
\begin{aligned}
& V_{2}=\sum_{j \geq 0}\left(\bar{a}_{j} h(-j)+\bar{b}_{j} e(-j)+\bar{c}_{j} f(-j)\right), \\
& \lambda_{t}=\frac{\partial \lambda}{\partial t}=\sum_{j \geq 0} k_{j}(t) \lambda^{1-2 j}
\end{aligned}
$$

First solving the stationary zero curvature equation,

$$
\begin{equation*}
V_{1, x}=\left[U, V_{1}\right] \tag{4}
\end{equation*}
$$

gives rise to

$$
\left\{\begin{array}{l}
a_{i x}=b_{i+1}-q c_{i}  \tag{5}\\
a_{i+1}=-b_{i x}+r c_{i} \\
c_{i x}=-q a_{i+1}+r b_{i+1}=r a_{i x}+q b_{i x}, \quad i \geq 0
\end{array}\right.
$$

from which we have $c_{i}=\partial^{-1}\left(r a_{i x}+q b_{i x}\right)+\beta_{i}(t)$. According to the work in [16], then the compatibility condition of Eq. (1) and Eq. (2), that is, the zero curvature equation

$$
\begin{equation*}
U_{t}-V_{1, x}^{(n)}+\left[U, V_{1}^{(n)}\right]=0 \tag{6}
\end{equation*}
$$

admits the Guo hierarchy Eq. (3).
However, under the time evolution $\lambda_{t} \neq 0$, the resulting zero curvature equation differs from Eq. (6). We first solve the following evolution equation in terms of the Tu scheme and the method presented in Eq. (23):

$$
\begin{equation*}
V_{2, x}=\left[U, V_{2}\right]+\frac{\partial U}{\partial \lambda} \lambda_{t} \tag{7}
\end{equation*}
$$

which leads to

$$
\left\{\begin{array}{l}
\bar{a}_{j x}=\bar{b}_{j+1}-q \bar{c}_{j}+k_{j}(t) r  \tag{8}\\
\bar{b}_{j x}=-\bar{a}_{j+1}+r \bar{c}_{j}+k_{j}(t) q \\
\bar{c}_{j x}=-q \bar{a}_{j+1}+r \bar{b}_{j+1}+2 k_{j+1}(t), \quad j \geq 0
\end{array}\right.
$$

from which we have

$$
\begin{aligned}
\bar{c}_{j x} & =q \bar{b}_{j x}+r \bar{a}_{j x}-k_{j}(t)\left(q^{2}+r^{2}\right)+2 k_{j+1}(t) \\
& \Rightarrow \quad \bar{c}_{j}=\partial^{-1}\left(q \bar{b}_{j x}+r \bar{a}_{j x}\right)-k_{j}(t) \partial^{-1}\left(q^{2}+r^{2}\right)+2 k_{j+1}(t) x .
\end{aligned}
$$

Denoting

$$
\begin{aligned}
& V_{2,+}^{(m)}=\sum_{j=0}^{m}\left(\bar{a}_{j} h(m-j)+\bar{b}_{j} e(m-j)+\bar{c}_{j} f(m-j)\right)=\lambda^{2 m} V_{2}-V_{2,-}^{(m)} \\
& \lambda_{t,+}^{(m)}=\sum_{j=0}^{m} k_{j}(t) \lambda^{2 m-2 j+1}=\lambda^{2 m} \lambda_{t}-\lambda_{t,-}^{(m)}=\lambda^{2 m} \lambda_{t}-\sum_{j=m+1}^{\infty} k_{j}(t) \lambda^{2 m-2 j+1}
\end{aligned}
$$

then Eq. (7) can be decomposed into the following form:

$$
\begin{equation*}
-\left(V_{2,+}^{(m)}\right)_{x}+\left[U, V_{2,+}^{(m)}\right]+\frac{\partial U}{\partial \lambda} \lambda_{t,+}^{(m)}=\left(V_{2,-}^{(m)}\right)_{x}-\left[U, V_{2,-}^{(m)}\right]-\frac{\partial U}{\partial \lambda} \lambda_{t,-}^{(m)} . \tag{9}
\end{equation*}
$$

The gradations of the left-hand side in Eq. (9) are more than 0, while those of the righthand side are less than 1 . Hence, we only take the terms with the gradations being 0 and 1 in both sides of Eq. (9), and

$$
-\left(V_{2,+}^{(m)}\right)_{x}+\left[U, V_{2,+}^{(m)}\right]+\frac{\partial U}{\partial \lambda} \lambda_{t,+}^{(m)}=\bar{a}_{m+1} e(0)-\bar{b}_{m+1} h(0)-\bar{c}_{m x} f(0) .
$$

Let $V_{2}^{(m)}=V_{2,+}^{(m)}-\bar{c}_{m} f(0)$, a direct calculation shows that

$$
-\left(V_{2}^{(m)}\right)_{x}+\left[U, V_{2}^{(m)}\right]+\frac{\partial U}{\partial \lambda} \lambda_{t,+}^{(m)}=\left(\bar{a}_{m+1}-r \bar{c}_{m}\right) e(0)+\left(-\bar{b}_{m+1}+q \bar{c}_{m}\right) h(0)
$$

Thus, the nonisospectral zero curvature equation,

$$
\begin{equation*}
U_{t}-V_{1, x}^{(n)}-V_{2, x}^{(m)}+\left[U, V_{1}^{(n)}+V_{2}^{(m)}\right]=0 \tag{10}
\end{equation*}
$$

gives an isospectral-nonisospectral integrable hierarchy,

$$
\begin{align*}
\binom{q}{t}_{t_{n, m}} & =\binom{-a_{n+1}+r c_{n}-\bar{a}_{m+1}+r \bar{c}_{m}}{b_{n+1}-q c_{n}+\bar{b}_{m+1}-q \bar{c}_{m}}=\binom{b_{n x}+\bar{b}_{m x}-k_{m}(t) q}{a_{n x}+\bar{a}_{m x}-k_{m}(t) r} \\
& =\left(\begin{array}{ll}
\partial & 0 \\
0 & \partial
\end{array}\right)\binom{b_{n}+\bar{b}_{m}}{a_{n}+\bar{a}_{m}}-k_{m}(t)\binom{q}{r} \\
& =J\binom{b_{n}}{a_{n}}+J\binom{\bar{b}_{m}}{\bar{a}_{m}}-k_{m}(t)\binom{q}{r} . \tag{11}
\end{align*}
$$

In what follows, we consider some reductions for Eq. (11). Let $a_{0}=b_{0}=0, c_{0}=\beta_{0}(t), \bar{a}_{0}=$ $\bar{b}_{0}=0$, then we have from Eq. (5) and Eq. (8)

$$
\begin{aligned}
a_{1}= & \beta_{0}(t) r, \quad b_{1}=\beta_{0}(t) q, \\
c_{1}= & \frac{1}{2} \beta_{0}(t)\left(q^{2}+r^{2}\right)+\beta_{1}(t), \\
\bar{a}_{1}= & -k_{0}(t) r \partial^{-1}\left(q^{2}+r^{2}\right)+k_{0}(t) q+2 k_{1}(t) x r, \\
\bar{b}_{1}= & -k_{0}(t) q \partial^{-1}\left(q^{2}+r^{2}\right)-k_{0}(t) r+2 k_{1}(t) x q, \\
\bar{c}_{0}= & -k_{0}(t) \partial^{-1}\left(q^{2}+r^{2}\right)+2 k_{1}(t) x, \\
\bar{c}_{1}= & -\frac{1}{2} k_{0}(t)\left(q^{2}+r^{2}\right) \partial^{-1}\left(q^{2}+r^{2}\right)-\frac{1}{2} k_{0}(t) \partial^{-1}\left(q^{2}+r^{2}\right)^{2}+k_{0}(t) \partial^{-1}\left(q_{x} r-q r_{x}\right) \\
& -k_{1}(t) \partial^{-1}\left(q^{2}+r^{2}\right)+2 k_{2}(t) x, \\
a_{2}= & -\beta_{0}(t) q_{x}+\frac{1}{2} \beta_{0}(t) r\left(q^{2}+r^{2}\right)+\beta_{1}(t) r, \\
b_{2}= & \beta_{0}(t) r_{x}+\frac{1}{2} \beta_{0}(t) q\left(q^{2}+r^{2}\right)+\beta_{1}(t) q,
\end{aligned}
$$

$$
\begin{aligned}
\bar{a}_{2}= & k_{0}(t) q_{x} \partial^{-1}\left(q^{2}+r^{2}\right)+k_{0}(t) q\left(q^{2}+r^{2}\right)+k_{0}(t) r_{x} \\
& -\frac{1}{2} k_{0}(t) r\left(q^{2}+r^{2}\right) \partial^{-1}\left(q^{2}+r^{2}\right)-\frac{1}{2} k_{0}(t) r \partial^{-1}\left(q^{2}+r^{2}\right)^{2} \\
& +k_{0}(t) r \partial^{-1}\left(q_{x} r-q r_{x}\right)-k_{1}(t) r \partial^{-1}\left(q^{2}+r^{2}\right)+2 k_{1}(t) q+2 k_{2}(t) x r, \\
\bar{b}_{2}= & -k_{0}(t) r_{x} \partial^{-1}\left(q^{2}+r^{2}\right)-k_{0}(t) r\left(q^{2}+r^{2}\right)+k_{0}(t) q_{x}-\frac{1}{2} k_{0}(t) q\left(q^{2}+r^{2}\right) \partial^{-1}\left(q^{2}+r^{2}\right) \\
& -\frac{1}{2} k_{0}(t) q \partial^{-1}\left(q^{2}+r^{2}\right)^{2}+k_{0}(t) q \partial^{-1}\left(q_{x} r-q r_{x}\right)-k_{1}(t) q \partial^{-1}\left(q^{2}+r^{2}\right) \\
& -k_{1}(t) r-2 k_{2}(t) x q,
\end{aligned}
$$

Hence, we see that

$$
\begin{equation*}
\binom{q}{r}_{t_{0,1}}=\binom{\bar{b}_{1 x}-k_{1}(t) q}{\bar{a}_{1 x}-k_{1}(t) r}=-k_{0}(t)\binom{\left(q \partial^{-1}\left(q^{2}+r^{2}\right)\right)_{x}-r_{x}}{\left(r \partial^{-1}\left(q^{2}+r^{2}\right)\right)_{x}+q_{x}}+2 k_{1}(t)\binom{(x q)_{x}}{(x r)_{x}} . \tag{12}
\end{equation*}
$$

Taking $q^{2}+r^{2}=\rho_{x}$, then Eq. (12) becomes

$$
\left\{\begin{array}{l}
q_{t}=-k_{0}(t)(q \rho)_{x}+k_{0}(t) r_{x}-2 k_{1}(t)(x q)_{x} \\
r_{t}=-k_{0}(t)(r \rho)_{x}-k_{0}(t) q_{x}+2 k_{1}(t)(x r)_{x}
\end{array}\right.
$$

which can be written, when $k_{0}(t)=1$,

$$
\left\{\begin{array}{l}
q_{t}+\rho q_{x}=-q \rho_{x}+r_{x}-2 k_{1}(t)(x q)_{x}  \tag{13}\\
r_{t}+\rho r_{x}=-r \rho_{x}-q_{x}+2 k_{1}(t)(x r)_{x} \\
\rho_{x}=q^{2}+r^{2}
\end{array}\right.
$$

Remark 1 This nonlocal integrable system is obviously an extension of the nonlocal integrable system given by Hu and Li [25],

$$
\left\{\begin{array}{l}
m_{t}+\rho m_{x}=-m(\psi(t, x)-\bar{\psi}(t))  \tag{14}\\
n_{t}+\rho n_{x}=-n(\psi(t, x)-\bar{\psi}(t)) \\
\rho=\partial_{x}^{-1} \psi
\end{array}\right.
$$

Zhang and Qiao [26] investigated the periodic Cauchy problem and the well-posedness as well as the blow-up phenomena of Eq. (14). Therefore, there is an open problem asking whether we could study the Cauchy problem, the blow-up phenomena of the system of equations (13), which will be discussed in another paper in the forthcoming days.

In fact, we can get other reduced integrable systems from Eq. (11). For example, we have

$$
\begin{align*}
& \binom{q}{r}_{t_{1,1}} \\
& \quad=\binom{\beta_{0}(t) q_{x}-k_{0}(t) q_{x} \partial^{-1}\left(q^{2}+r^{2}\right)-k_{0}(t) q\left(q^{2}+r^{2}\right)-k_{0}(t) r_{x}+k_{1}(t) q+2 k_{1}(t) x q_{x x}}{\beta_{0}(t) r_{x}-k_{0}(t) r_{x} \partial^{-1}\left(q^{2}+r^{2}\right)-k_{0}(t) r\left(q^{2}+r^{2}\right)+k_{0}(t) q_{x}+k_{1}(t) r+2 k_{1}(t) x r_{x x}} \tag{15}
\end{align*}
$$

$$
\begin{equation*}
\binom{q}{r}_{t_{2,0}}=\binom{\beta_{0}(t) r_{x x}+\frac{1}{2} \beta_{0}(t)\left(q\left(q^{2}+r^{2}\right)\right)_{x}-k_{0}(t) q}{-\beta_{0}(t) q_{x x}+\frac{1}{2} \beta_{0}(t)\left(r\left(q^{2}+r^{2}\right)\right)_{x}-k_{0}(t) r} . \tag{16}
\end{equation*}
$$

Taking $q=i r$, Eq. (16) reduces to

$$
\begin{equation*}
q_{t}=i \beta_{0}(t) q_{x x}-k_{0}(t) q \tag{17}
\end{equation*}
$$

Specially, set $i \beta_{0}(t)>0, k_{0}(t)=0$, Eq. (17) becomes to the standard linear heat equation

$$
q_{t}=\alpha q_{x x}, \quad \alpha>0 .
$$

Hence, we call the following reduced integrable system from Eq. (16) a type of heat equation:

$$
\begin{align*}
&\left\{\begin{aligned}
q_{t}= & 2 r_{x x}+\left(q\left(q^{2}+r^{2}\right)\right)_{x}, \\
r_{t}= & -2 q_{x x}+\left(r\left(q^{2}+r^{2}\right)\right)_{x},
\end{aligned}\right.  \tag{18}\\
& q_{t_{1,2}=} \beta_{0}(t) q_{x}-k_{0}(t) r_{x x} \partial^{-1}\left(q^{2}+r^{2}\right)-k_{0}(t) r_{x}\left(q^{2}+r^{2}\right)-k_{0}(t) r\left(q^{2}+r^{2}\right)_{x} \\
&+k_{0}(t) q_{x x}-\frac{1}{2} k_{0}(t)\left(q\left(q^{2}+r^{2}\right)\right)_{x} \partial^{-1}\left(q^{2}+r^{2}\right)-k_{0}(t) q\left(q^{2}+r^{2}\right)^{2} \\
&-\frac{1}{2} k_{0}(t) q_{x} \partial^{-1}\left(q^{2}+r^{2}\right)^{2}+k_{0}(t) q_{x} \partial^{-1}\left(q_{x} r-q r_{x}\right)+k_{0}(t) q\left(q_{x} r-q r_{x}\right) \\
&-k_{1}(t) q_{x} \partial^{-1}\left(q^{2}+r^{2}\right)-k_{1}(t) q\left(q^{2}+r^{2}\right)_{x}+k_{2}(t) q+2 k_{2}(t) x q_{x}-k_{1}(t) r_{x},  \tag{19}\\
& r_{t_{1,2}=}= \beta_{0}(t) r_{x}+k_{0}(t) q_{x x} \partial^{-1}\left(q^{2}+r^{2}\right)+k_{0}(t) q_{x}\left(q^{2}+r^{2}\right)+k_{0}(t) q\left(q^{2}+r^{2}\right)_{x} \\
&+k_{0}(t) r_{x x}-\frac{1}{2} k_{0}(t)\left(r\left(q^{2}+r^{2}\right)\right)_{x} \partial^{-1}\left(q^{2}+r^{2}\right)-k_{0}(t) r\left(q^{2}+r^{2}\right)^{2} \\
&-\frac{1}{2} k_{0}(t) r_{x} \partial^{-1}\left(q^{2}+r^{2}\right)+k_{0}(t) r_{x} \partial^{-1}\left(q_{x} r-q r_{x}\right)+k_{0}(t) r\left(q_{x} r-q r_{x}\right) \\
&-k_{1}(t) r_{x} \partial^{-1}\left(q^{2}+r^{2}\right)-k_{1}(t) r\left(q^{2}+r^{2}\right)_{x}+k_{2}(t) r+2 k_{2}(t) x r_{x}-k_{1}(t) q_{x}, \tag{20}
\end{align*}
$$

set $k_{0}(t)=\beta_{0}(t)=0$, Eq. (19) and Eq. (20) reduce to

$$
\left\{\begin{array}{l}
q_{t}=-k_{1}(t) q_{x} \partial^{-1}\left(q^{2}+r^{2}\right)-k_{1}(t) q\left(q^{2}+r^{2}\right)_{x}+k_{2}(t) q+2 k_{2}(t) x q_{x}-k_{1}(t) r_{x}  \tag{21}\\
r_{t}=-k_{1}(t) r_{x} \partial^{-1}\left(q^{2}+r^{2}\right)-k_{1}(t) r\left(q^{2}+r^{2}\right)_{x}+k_{2}(t) r+2 k_{2}(t) x r_{x}+k_{1}(t) q_{x}
\end{array}\right.
$$

Let $k_{1}=0$, Eq. (21) further reduces to a variable coefficient linear equation

$$
\begin{equation*}
q_{t}=k_{2}(t)\left(q+2 x q_{x}\right) . \tag{22}
\end{equation*}
$$

Assume $k_{2}=0$, Eq. (21) becomes

$$
\left\{\begin{array}{l}
q_{t}=-k_{1}(t)\left[q_{x} \partial^{-1}\left(q^{2}+r^{2}\right)+q\left(q^{2}+r^{2}\right)_{x}+r_{x}\right]  \tag{23}\\
r_{t}=-k_{1}(t)\left[r_{x} \partial^{-1}\left(q^{2}+r^{2}\right)+r\left(q^{2}+r^{2}\right)_{x}-q_{x}\right]
\end{array}\right.
$$

Let $q^{2}+r^{2}=\rho_{x}, k_{1}=-1$, Eq. (23) is just right Eq. (13).

From the above discussions, we can get many nonlocal integrable systems from the integrable hierarchy Eq. (13). Hence, Eq. (13) is a source to generate nonlocal integrable systems. Based on this, we could follow the method presented in [27,28] to investigate their algebraic and geometric properties. In what follows, we consider the recurrence operators of the nonisospectral integrable hierarchy Eq. (11). since we have

$$
\binom{b_{i+1}}{a_{i+1}}=L\binom{b_{i}}{a_{i}}+\beta_{i}(t)\binom{q}{r},
$$

via the induction method we get

$$
\binom{b_{i}}{a_{i}}=\left(\beta_{0} L^{i-1}+\beta_{1} L^{i-2}+\cdots+\beta_{i-1}\right)\binom{q}{r}, \quad i=1,2, \ldots, n
$$

In terms of Eq. (8), one has

$$
\begin{aligned}
\bar{b}_{j+1}= & \bar{a}_{j x}+q\left[\partial^{-1}\left(q \bar{b}_{j x}+r \bar{a}_{j x}\right)-k_{j}(t) \partial^{-1}\left(q^{2}+r^{2}\right)+2 k_{j+1}(t) x\right]-k_{j}(t) r, \\
\bar{a}_{j+1}= & -\bar{b}_{j x}+r\left[\partial^{-1}\left(q \bar{b}_{j x}+r \bar{a}_{j x}\right)-k_{j}(t) \partial^{-1}\left(q^{2}+r^{2}\right)+2 k_{j+1}(t) x\right]+k_{j}(t) q, \\
\binom{\bar{b}_{j+1}}{\bar{a}_{j+1}}= & \left(\begin{array}{cc}
q \partial^{-1} q \partial & \partial+q \partial^{-1} r \partial \\
-\partial+r \partial^{-1} q \partial & r \partial^{-1} r \partial
\end{array}\right)\binom{\bar{b}_{j}}{\bar{a}_{j}} \\
& +\binom{-k_{j}(t) q \partial^{-1}\left(q^{2}+r^{2}\right)-k_{j}(t) r+2 k_{j}(t) x q}{-k_{j}(t) r \partial^{-1}\left(q^{2}+r^{2}\right)+k_{j}(t) q+2 k_{j+1}(t) x r} \\
= & L\binom{\bar{b}_{j}}{\bar{a}_{j}}+k_{j}(t)\binom{-q \partial^{-1}\left(q^{2}+r^{2}\right)-r}{-r \partial^{-1}\left(q^{2}+r^{2}\right)+q}+2 k_{j+1}(t)\binom{x q}{x r} .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
\binom{\bar{b}_{j}}{\bar{a}_{j}}= & \left(k_{0}(t) L^{j-1}+k_{1}(t) L^{j-2}+\cdots+k_{j-1}(t)\right)\binom{-q \partial^{-1}\left(q^{2}+r^{2}\right)-r}{-r \partial^{-1}\left(q^{2}+r^{2}\right)+q} \\
& +2\left(k_{1}(t) L^{j}+k_{2}(t) L^{j-1}+\cdots+k_{j}(t) L\right)\binom{x q}{x r} . \tag{24}
\end{align*}
$$

Thus, the integrable hierarchy Eq. (11) can be written as

$$
\begin{align*}
\binom{q}{r}_{t_{n, m}}= & \sum_{j=0}^{n-1} \beta_{j}(t) J L^{n-1-j}\binom{q}{r}+\sum_{j=0}^{m-1} k_{j}(t) J L^{m-1-j}\binom{-q \partial^{-1}\left(q^{2}+r^{2}\right)-r}{-r \partial^{-1}\left(q^{2}+r^{2}\right)+q} \\
& +2 \sum_{j=0}^{m} k_{j}(t) J L^{m-j}\binom{x q}{x r}-k_{m}(t)\binom{q}{r} \\
= & J P_{n-1}(L)\binom{q}{r}+J Q_{m-1}(L)\binom{-q \partial^{-1}\left(q^{2}+r^{2}\right)-r}{-r \partial^{-1}\left(q^{2}+r^{2}\right)+q}+2 J \bar{Q}_{m}(L)\binom{x q}{x r} \\
& -k_{m}(t)\binom{q}{r}, \tag{25}
\end{align*}
$$

where

$$
\begin{aligned}
& P_{n-1}(L)=\sum_{j=0}^{n-1} \beta_{j}(t) L^{n-1-j}, \\
& Q_{m-1}(L)=\sum_{j=0}^{m-1} k_{j}(t) L^{m-1-j}, \\
& \bar{Q}_{m}(L)=2 \sum_{j=0}^{m} k_{j}(t) L^{m-j}
\end{aligned}
$$

Taking

$$
\phi=J L J^{-1}=\left(\begin{array}{cc}
\partial q \partial^{-1} q & \partial+\partial q \partial^{-1} r \\
-\partial+\partial r \partial^{-1} q & \partial r \partial^{-1} r
\end{array}\right),
$$

then $J L^{n-1-j}=\phi^{n-1-j} J$. Hence, Eq. (24) again can be written as

$$
\begin{align*}
U_{t_{n, m}=}= & \binom{q}{r}_{t_{n, m}} \\
= & P_{n-1}(\phi)\binom{q_{x}}{r_{x}}+Q_{m-1}(\phi)\binom{-\left(q \partial^{-1}\left(q^{2}+r^{2}\right)\right)_{x}-r_{x}}{-\left(r \partial^{-1}\left(q^{2}+r^{2}\right)\right)_{x}+q_{x}}+\bar{Q}_{m}(\phi) J\binom{x q}{x r} \\
& -k_{m}(t)\binom{q}{r} . \tag{26}
\end{align*}
$$

## 3 Expanding integrable models of the isospectral-nonisospectral integrable hierarchy

For the Lie algebra $A_{1}$ presented previously, there are several enlarging Lie algebras in terms of [24]:

$$
\begin{aligned}
& A_{31}=\operatorname{span}\left\{g_{1}, g_{2}, g_{3}, g_{4}, g_{5}\right\}, \\
& g_{1}=\frac{1}{2}\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 0
\end{array}\right), \quad g_{2}=\frac{1}{2}\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad g_{3}=\frac{1}{2}\left(\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \\
& g_{4}=\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad g_{5}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right), \\
& {\left[g_{1}, g_{2}\right]=g_{3}, \quad\left[g_{1}, g_{3}\right]=g_{2}, \quad\left[g_{2}, g_{3}\right]=-g_{1}, \quad\left[g_{1}, g_{4}\right]=\frac{1}{2} g_{5}, \quad\left[g_{4}, g_{5}\right]=0,} \\
& {\left[g_{1}, g_{5}\right]=\frac{1}{2} g_{4}, \quad\left[g_{2}, g_{4}\right]=-\left[g_{3}, g_{4}\right]=\frac{1}{2} g_{5}, \quad\left[g_{2}, g_{5}\right]=\frac{1}{2} g_{4}, \quad\left[g_{3}, g_{5}\right]=\frac{1}{2} g_{4},} \\
& A_{32}=\operatorname{span}\left\{f_{1}, f_{2}, f_{3}, f_{4}, f_{5}, f_{6}\right\}, \\
& f_{1}=\left(\begin{array}{ll}
h & 0 \\
0 & h
\end{array}\right), \quad f_{2}=\left(\begin{array}{ll}
f & 0 \\
0 & f
\end{array}\right), \quad f_{3}=\left(\begin{array}{ll}
e & 0 \\
0 & e
\end{array}\right),
\end{aligned}
$$

$$
\begin{aligned}
& f_{4}=\left(\begin{array}{ll}
0 & h \\
0 & 0
\end{array}\right), \quad f_{5}=\left(\begin{array}{ll}
0 & e \\
0 & 0
\end{array}\right), \quad f_{6}=\left(\begin{array}{ll}
0 & f \\
0 & 0
\end{array}\right), \\
& {\left[f_{1}, f_{2}\right]=f_{3}, \quad\left[f_{1}, f_{3}\right]=f_{2}, \quad\left[f_{2}, f_{3}\right]=f_{1}, \quad\left[f_{1}, f_{4}\right]=0, \quad\left[f_{1}, f_{5}\right]=f_{6},} \\
& {\left[f_{1}, f_{6}\right]=f_{5}, \quad\left[f_{2}, f_{4}\right]=-f_{5}, \quad\left[f_{2}, f_{5}\right]=f_{4}, \quad\left[f_{2}, f_{6}\right]=0, \quad\left[f_{3}, f_{4}\right]=-f_{6},} \\
& {\left[f_{3}, f_{5}\right]=0, \quad\left[f_{3}, f_{6}\right]=-f_{4}, \quad\left[f_{4}, f_{5}\right]=\left[f_{4}, f_{6}\right]=\left[f_{5}, f_{6}\right]=0 .}
\end{aligned}
$$

Denoting $\tilde{g}_{1}=\operatorname{span}\left\{g_{1}, g_{2}, g_{3}\right\}, \tilde{g}_{2}=\operatorname{span}\left\{g_{4}, g_{5}\right\}$, it is easy to see that

$$
A_{31}=\tilde{g}_{1} \oplus \tilde{g}_{2}, \quad \tilde{g}_{1} \cong A_{1}, \quad\left[\tilde{g}_{1}, \tilde{g}_{2}\right] \subset \tilde{g}_{2},
$$

where $A_{1}=\operatorname{span}\{h, e, f\}, h=\frac{1}{2}\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right), \underset{\sim}{\sim}=\frac{1}{2}\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right), f=\frac{1}{2}\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$.
Similarly, noting $\tilde{f}_{1}=\operatorname{span}\left\{f_{1}, f_{2}, f_{3}\right\}, \tilde{f}_{2}=\operatorname{span}\left\{f_{4}, f_{5}, f_{6}\right\}$, then we find

$$
A_{31}=\tilde{f}_{1} \oplus \tilde{f}_{2}, \quad \tilde{f}_{1} \cong A_{1}, \quad\left[\tilde{f}_{1}, \tilde{f}_{2}\right] \subset \tilde{f}_{2}
$$

The Lie subalgebras $\tilde{g}_{2}, \tilde{f}_{2}$, are all ideals of $A_{31}$ and $A_{31}$, respectively. Although the Lie subalgebras $\tilde{g}_{1}, \tilde{f}_{1}$ are all isomorphic to the Lie algebra $A_{1}$, the integrable systems obtained by using $\tilde{g}_{1}$ are different from those given by the use of $\tilde{f}_{1}$. The difference between them may be positive and negative. In the following, we can only apply the Lie algebra $A_{32}$ to investigate expanding integrable hierarchy of Eq. (11), while $A_{31}$ fails because there is not a resulting loop algebra corresponding to the loop algebra $\tilde{A}_{1}$. The loop algebra $\tilde{A}_{32}$ corresponding to the Lie algebra $A_{32}$ reads

$$
\tilde{A}_{32}=\operatorname{span}\left\{f_{1}(n), \ldots, f_{6}(n)\right\},
$$

where

$$
\begin{array}{ll}
f_{1}(n)=f_{1} \lambda^{2 n+1}, & f_{2}(n)=f_{2} \lambda^{2 n}, \quad f_{3}(n)=f_{3} \lambda^{2 n+1}, \\
f_{4}(n)=f_{4} \lambda^{2 n+1}, & f_{5}(n)=f_{5} \lambda^{2 n+1}, \\
f_{6}(n)=f_{6} \lambda^{2 n}, \quad n \in Z,
\end{array}
$$

along with the commutative relations

$$
\begin{array}{ll}
{\left[f_{1}(m), f_{2}(n)\right]=f_{3}(m+n),} & {\left[f_{1}(m), f_{3}(n)\right]=f_{2}(m+n+1),} \\
{\left[f_{2}(m), f_{3}(n)\right]=f_{1}(m+n),} & {\left[f_{1}(m), f_{4}(n)\right]=0, \quad\left[f_{1}(m), f_{5}(n)\right]=f_{6}(m+n+1),} \\
{\left[f_{1}(m), f_{6}(n)\right]=f_{5}(m+n),} & {\left[f_{2}(m), f_{4}(n)\right]=-f_{5}(m+n),} \\
{\left[f_{2}(m), f_{5}(n)\right]=f_{4}(m+n),} & {\left[f_{2}(m), f_{6}(n)\right]=0, \quad\left[f_{3}(m), f_{4}(n)\right]=-f_{6}(m+n+1),} \\
{\left[f_{3}(m), f_{4}(n)\right]=0,} & {\left[f_{3}(m), f_{6}(n)\right]=f_{4}(m+n),} \\
{\left[f_{4}(m), f_{5}(n)\right]=\left[f_{4}(m), f_{6}(n)\right]=\left[f_{5}(m), f_{6}(n)\right]=0 .}
\end{array}
$$

### 3.1 An isospectral expanding integrable model

Applying the loop algebra $\tilde{A}_{32}$, we introduce the two linear spectral problems

$$
\left\{\begin{array}{l}
\varphi_{t}=\bar{u} \varphi, \quad \lambda_{t}=0  \tag{27}\\
\bar{U}=f_{2}(1)+q f_{3}(0)+r f_{1}(0)+u_{1} f_{4}(0)+u_{2} f_{5}(0)
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
\varphi_{t}=\bar{V} \varphi=\left(\bar{V}_{1}+\bar{V}_{2}\right) \varphi  \tag{28}\\
\bar{V}_{1}=\sum_{i=0}^{\infty}\left(a_{i} f_{1}(-i)+c_{i} f_{2}(-i)+b_{i} f_{3}(-i)+d_{i} f_{4}(-i)+e_{i} f_{5}(-i)+h_{i} f_{6}(-i)\right), \\
\bar{V}_{2}=\sum_{j=0}^{\infty}\left(\bar{a}_{j} f_{1}(-j)+\bar{c}_{i} f_{2}(-j)+\bar{b}_{j} f_{3}(-j)+\bar{d}_{j} f_{4}(-j)+\bar{e}_{j} f_{5}(-j)+\bar{h}_{j} f_{6}(-j)\right)
\end{array}\right.
$$

First of all, we consider isospectral expanding integrable hierarchy corresponding to the Guo hierarchy. In terms of the Tu scheme, we solve the following matrix equation for $V_{1}$ :

$$
\begin{equation*}
\bar{V}_{1, x}=\left[\bar{U}, \bar{V}_{1}\right], \tag{29}
\end{equation*}
$$

which admits the recurrence relations

$$
\left.\begin{array}{rl}
\left\{\begin{array}{l}
a_{i x} \\
c_{i x}
\end{array}=-q b_{i+1}-q c_{i+1}, r b_{i+1},\right.  \tag{30}\\
b_{i x} & =-a_{i+1}+r c_{i}, \\
d_{i x}=e_{i+1}-q h_{i}-u_{2} c_{i}, \\
e_{i x}= & -d_{i+1}+r h_{i}+u_{1} c_{i}, \\
h_{i x} & =-q d_{i+1}+r e_{i+1}+u_{1} b_{i+1}-u_{2} a_{i+1}
\end{array}\right] \begin{aligned}
& \begin{array}{l}
a_{i+1}=-b_{i x}+r c_{i}, \\
c_{i}=\partial^{-1}\left(r a_{i x}+q b_{i x}\right)+\beta_{i}(t), \\
b_{i+1}=a_{i x}+q c_{i}, \\
d_{i+1}=-e_{i x}+r h_{i}+u_{1} c_{i}, \\
e_{i+1}=d_{i x}+q h_{i}+u_{2} c_{i}, \\
h_{i}=\partial^{-1}\left(q e_{i x}+r d_{i x}+u_{1} a_{i x}+u_{2} b_{i x}\right)+\gamma_{i}(t)
\end{array}
\end{aligned}
$$

We take initial values by

$$
a_{0}=b_{0}=0, \quad c_{0}=\beta_{0}(t) q, \quad e_{0}=d_{0}=0, \quad h_{0}=\gamma_{0}(t)
$$

Then from Eq. (30) one infers that

$$
\begin{aligned}
& a_{1}=\beta_{0}(t) r, \quad b_{1}=\beta_{0}(t) q, \\
& c_{1}=\frac{1}{2} \beta_{0}(t)\left(q^{2}+r^{2}\right)+\beta_{1}(t), \\
& a_{2}=-\beta_{0}(t) q_{x}+\frac{1}{2} \beta_{0}(t) r\left(q^{2}+r^{2}\right)+\beta_{1}(t) r, \\
& b_{2}=\beta_{0}(t) r_{x}+\frac{1}{2} \beta_{0}(t) q\left(q^{2}+r^{2}\right)+\beta_{1}(t) q, \\
& c_{2}=\beta_{0}(t)\left(q r_{x}-q_{x} r\right)+\frac{3}{8} \beta_{0}(t)\left(q^{2}+r^{2}\right)^{2}+\frac{1}{2} \beta_{1}(t)\left(q^{2}+r^{2}\right), \\
& e_{1}=\gamma_{0}(t) q+\beta_{0}(t) u_{2}, \quad d_{1}=\gamma_{0}(t) r+\beta_{0}(t) u_{1}, \\
& h_{1}=\frac{1}{2} \gamma_{0}(t)\left(q^{2}+r^{2}\right)+\beta_{0}(t) q u_{2}+\beta_{0}(t) r u_{1}+\gamma_{1}(t),
\end{aligned}
$$

$$
\begin{aligned}
e_{2}= & \gamma_{0}(t) r_{x}+\beta_{0}(t) u_{1 x}+\frac{1}{2} \gamma_{0}(t)\left(q^{3}+q r^{2}\right)+\beta_{0}(t)\left(q^{2} u_{2}+q r u_{1}\right)+\frac{1}{2} \beta_{0}(t) u_{2}\left(q^{2}+r^{2}\right) \\
& +\gamma_{1}(t) q+\beta_{1}(t) u_{2}, \\
d_{2}= & -\gamma_{0}(t) q_{x}-\beta_{0}(t) u_{2 x}+\frac{1}{2} \gamma_{0}(t)\left(q^{2} r+r^{3}\right)+\beta_{0}(t)\left(r^{2} u_{1}+q r u_{2}\right)+\frac{1}{2} \beta_{0}(t) u_{1}\left(q^{2}+r^{2}\right) \\
& +\gamma_{1}(t) r+\beta_{1}(t) u_{1},
\end{aligned}
$$

Denoting

$$
\bar{V}_{1,+}^{n}=\sum_{i=0}^{n}\left(a_{i} f_{1}(-i)+c_{i} f_{2}(-i)+b_{i} f_{3}(-i)+d_{i} f_{4}(-i)+e_{i} f_{5}(-i)+h_{i} f_{6}(-i)\right) \lambda^{2 n}=\lambda^{2 n} \bar{V}-\bar{V}_{1,-}^{n},
$$

then Eq. (29) can be written as

$$
\begin{equation*}
-\left(\bar{V}_{1,+}^{(n)}\right)_{x}+\left[\bar{U}, V_{1,+}^{(n)}\right]=\left(\bar{V}_{1,-}^{(n)}\right)_{x}-\left[\bar{U}, V_{1,-}^{(n)}\right] . \tag{31}
\end{equation*}
$$

The gradations of the left-hand side are $\geq 0$, those of the right-hand side are $\leq 1$. Therefore, we get

$$
\begin{aligned}
-\left(V_{1,+}^{(n)}\right)_{x}+\left[U, V_{1,+}^{(n)}\right]= & a_{n+1} f_{3}(0)-b_{n+1} f_{1}(0)+\left(q a_{n+1}-r b_{n+1}\right) f_{2}(0)+d_{n+1} f_{5}(0) \\
& -e_{n+1} f_{4}(0)+\left(q d_{n+1}-r e_{n+1}-u_{1} b_{n+1}+u_{2} a_{n+1}\right) f_{6}(0)
\end{aligned}
$$

Assume that $V_{1}^{(n)}=V_{1,+}^{(n)}-c_{n} f_{2}(0)-h_{n} f_{6}(0)$, one infers again

$$
\begin{aligned}
-\left(\bar{V}_{1}^{(n)}\right)_{x}+\left[\bar{U}, \bar{V}_{1}^{(n)}\right]= & -\left(\bar{V}_{1,+}^{(n)}\right)_{x}+\left[\bar{U}, \bar{V}_{1,+}^{(n)}\right]+c_{n x} f_{2}(0)+\left[\bar{U},-c_{n} f_{2}(0)\right]+h_{n x} f_{6}(0) \\
& +\left[\bar{U},-h_{n} f_{6}(0)\right] \\
= & a_{n+1} f_{3}(0)-b_{n+1} f_{1}(0)+d_{n+1} f_{5}(0)-e_{n+1} f_{4}(0)+q c_{n} f_{1}(0) \\
& +q h_{n} f_{4}(0)-r c_{n} f_{3}(0)-r h_{n} f_{5}(0)-u_{1} c_{n} f_{5}(0)+u_{2} c_{n} f_{4}(0) \\
= & \left(-b_{n+1}+q c_{n}\right) f_{1}(0)+\left(a_{n+1}-r c_{n}\right) f_{3}(0)+\left(-e_{n+1}+u_{2} c_{n}+q h_{n}\right) f_{4}(0) \\
& +\left(d_{n+1}-u_{1} c_{n}-r h_{n}\right) f_{5}(0) \\
= & -a_{n x} f_{1}(0)-b_{n x} f_{3}(0)-d_{n x} f_{4}(0)-e_{n x} f_{5}(0) .
\end{aligned}
$$

Hence, the zero curvature equation

$$
\bar{U}_{t}-\bar{V}_{x}^{(n)}+\left[\bar{U}, \bar{V}^{(n)}\right]=0
$$

gives an isospectral integrable hierarchy

$$
\left(\begin{array}{c}
q  \tag{32}\\
r \\
u_{1} \\
u_{2}
\end{array}\right)_{t_{n}}=\left(\begin{array}{l}
b_{n} \\
a_{n} \\
d_{n} \\
e_{n}
\end{array}\right)_{x}=\left(\begin{array}{llll}
\partial & 0 & 0 & 0 \\
0 & \partial & 0 & 0 \\
0 & 0 & \partial & 0 \\
0 & 0 & 0 & \partial
\end{array}\right)\left(\begin{array}{l}
b_{n} \\
a_{n} \\
d_{n} \\
e_{n}
\end{array}\right)=\bar{J}\left(\begin{array}{l}
b_{n} \\
a_{n} \\
d_{n} \\
e_{n}
\end{array}\right)
$$

Taking $u_{1}=u_{2}=0$, Eq. (32) reduces to the Guo hierarchy Eq. (3). Thus, Eq. (32) is its expanding integrable hierarchy.
Case 1: when $n=1$, Eq. (32) reduces to

$$
\left\{\begin{array}{l}
q_{t}=\beta_{0}(t) q_{x} \\
r_{t}=\beta_{0}(t) r_{x} \\
u_{1 t}=\gamma_{0}(t) r_{x}+\beta_{0}(t) u_{1 x} \\
u_{2 t}=\gamma_{0}(t) q_{x}+\beta_{0}(t) u_{2 x}
\end{array}\right.
$$

Set $q=r=m, u_{1}=u_{2}=n$, then we get

$$
\left\{\begin{array}{l}
m_{t}=\beta_{0}(t) m_{x} \\
n_{t}=\gamma_{0}(t) m_{x}+\beta_{0}(t) n_{x}
\end{array}\right.
$$

which is solvable.
Case 2: when $n=2$, Eq. (32) becomes

$$
\left\{\begin{align*}
q_{t}= & \beta_{0}(t) r_{x x}+\frac{1}{2} \beta_{0}(t)\left(q\left(q^{2}+r^{2}\right)\right)_{x}+\beta_{0}(t) q_{x}  \tag{33}\\
r_{t}= & -\beta_{0}(t) q_{x x}+\frac{1}{2} \beta_{0}(t)\left(r\left(q^{2}+r^{2}\right)\right)_{x}+\beta_{1}(t) r_{x} \\
u_{1 t}= & -\gamma_{0}(t) q_{x x}-\beta_{0}(t) u_{2 x x}+\frac{1}{2} \gamma_{0}(t)\left(q^{2} r+r^{3}\right)_{x}+\beta_{0}(t)\left(q r u_{2}+r^{2} u_{1}\right)_{x} \\
& +\frac{1}{2} \beta_{0}(t)\left(u_{1}\left(q^{2}+r^{2}\right)\right)_{x}+\gamma_{1}(t) r_{x}+\beta_{1}(t) u_{1 x} \\
u_{2 t}= & \gamma_{0}(t) r_{x x}+\beta_{0}(t) u_{1 x x}+\frac{1}{2} \gamma_{0}(t)\left(q^{3}+q r^{2}\right)_{x}+\beta_{0}(t)\left(q^{2} u_{2}+r q u_{1}\right)_{x} \\
& +\frac{1}{2} \beta_{0}(t)\left(u_{2}\left(q^{2}+r^{2}\right)\right)_{x}+\gamma_{1}(t) q_{x}+\beta_{1}(t) u_{2 x}
\end{align*}\right.
$$

Let $\beta_{0}(t)=2, \beta_{1}(t)=0, \gamma_{0}(t)=2, \gamma_{1}(t)=0$. Equation (33) turns to

$$
\left\{\begin{array}{l}
q_{t}=2 r_{x x}+\left(q\left(q^{2}+r^{2}\right)\right)_{x}  \tag{34}\\
r_{t}=-2 q_{x x}+\left(r\left(q^{2}+r^{2}\right)\right)_{x} \\
u_{1 t}=-2 q_{x x}-2 u_{2 x x}+\left(q^{2} r+r^{3}\right)_{x}+2\left(q r u_{2}+r^{2} u_{1}\right)_{x}+\left(u_{1}\left(q^{2}+r^{2}\right)\right)_{x} \\
u_{2 t}=2 r_{x x}+2 u_{1 x x}+\left(q^{3}+q r^{2}\right)_{x}+2\left(q^{2} u_{2}+q r u_{1}\right)_{x}+\left(u_{2}\left(q^{2}+r^{2}\right)\right)_{x}
\end{array}\right.
$$

which is obviously an expanding integrable model of Eq. (18). Specially, set $q=r=0$, Eq. (34) reduces to

$$
v_{t t}=-4 v_{x x x x},
$$

which is a special Boussinesq equation, here $v=u_{2}$. If $q=r=1$, Eq. (34) becomes a linear integrable system

$$
\left\{\begin{array}{l}
u_{1, t}=-2 u_{2, x x}+4 u_{1, x}+2 u_{2, x} \\
u_{2, t}=2 u_{1, x x}+2 u_{1, x}+4 u_{2, x}
\end{array}\right.
$$

### 3.2 A nonisospectral integrable model

Setting $\lambda_{t}=\sum_{j \geq 0} k_{j}(t) \lambda^{1-2 j}$, and solving the equation for $V_{2}$,

$$
\bar{V}_{2, x}=\left[\bar{U}, \bar{V}_{2}\right]+\frac{\partial \bar{U}}{\partial \lambda} \lambda_{t},
$$

we have

$$
\left\{\begin{array}{l}
\bar{a}_{j x}=\bar{b}_{j+1}-q \bar{c}_{j}+k_{j}(t) r,  \tag{35}\\
\bar{c}_{j x}=-q \bar{q}_{j+1}+r \bar{b}_{j+1}+2 k_{j+1}(t), \\
\bar{b}_{j x}=-\bar{a}_{j+1}+r \bar{c}_{j}+k_{j}(t) q, \\
\bar{d}_{j x}=\bar{e}_{j+1}-q \bar{h}_{j}-u_{2} \bar{c}_{j}+k_{j}(t) u_{1}, \\
\bar{e}_{j x}=-\bar{d}_{j+1}+r \bar{h}_{j}+u_{1} \bar{c}_{j}+k_{j}(t) u_{2}, \\
\bar{h}_{j x}=-q \bar{d}_{j+1}+r \bar{e}_{j+1}+u_{1} \bar{b}_{j+1}-u_{2} \bar{a}_{j+1},
\end{array}\right.
$$

from which we get

$$
\begin{aligned}
& \bar{c}_{j}=\partial^{-1}\left(q \bar{b}_{j x}+r \bar{a}_{j x}\right)-k_{j}(t) \partial^{-1}\left(q^{2}+r^{2}\right)+2 k_{j+1}(t) x, \\
& \left.\bar{h}_{j}=\partial^{-1}\left(q \bar{e}_{j x}+r \bar{d}_{j x}\right)+u_{1} \bar{a}_{j x}+u_{2} \bar{b}_{j x}\right)-2 k_{j}(t) \partial^{-1}\left(r u_{1}+q u_{2}\right)+\alpha_{j}(t) .
\end{aligned}
$$

Taking $\bar{a}_{0}=\bar{b}_{0}=\bar{e}_{0}=\bar{d}_{0}=0$, one infers from Eq. (35) that

$$
\begin{aligned}
\bar{c}_{0}= & -k_{0}(t) \partial^{-1}\left(q^{2}+r^{2}\right)+2 k_{1}(t) x, \\
\bar{h}_{0}= & -2 k_{0}(t) \partial^{-1}\left(r u_{1}+q u_{2}\right)+\alpha_{0}(t), \\
\bar{a}_{1}= & -k_{0}(t) r \partial^{-1}\left(q^{2}+r^{2}\right)+2 k_{1}(t) x r+k_{0}(t) q, \\
\bar{b}_{1}= & -k_{0}(t) q \partial^{-1}\left(q^{2}+r^{2}\right)+2 k_{1}(t) x q-k_{0}(t) r, \\
\bar{e}_{1}= & -2 k_{0}(t) q \partial^{-1}\left(r u_{1}+q u_{2}\right)+\alpha_{0}(t) q-k_{0}(t) u_{2} \partial^{-1}\left(q^{2}+r^{2}\right)+2 k_{1}(t) x u_{2}-k_{0}(t) u_{1}, \\
\bar{d}_{1}= & -2 k_{0}(t) r \partial^{-1}\left(r u_{1}+q u_{2}\right)+\alpha_{0}(t) r-k_{0}(t) u_{1} \partial^{-1}\left(q^{2}+r^{2}\right)+2 k_{1}(t) x u_{1}+k_{0}(t) u_{2}, \\
\bar{h}_{1}= & -k_{0}(t)\left(q^{2}+r^{2}\right) \partial^{-1}\left(r u_{1}+q u_{2}\right)-k_{0}(t)\left(r u_{1}+q u_{2}\right) \partial^{-1}\left(q^{2}+r^{2}\right)+2 k_{1}(t) x\left(r u_{1}+q u_{2}\right) \\
& +k_{0}(t) \partial^{-1}\left(u_{1} q_{x}-q u_{1 x}+r u_{2 x}-u_{2} r_{x}\right)+\frac{\alpha_{0}(t)}{2}\left(q^{2}+r^{2}\right)+\alpha_{1}(t),
\end{aligned}
$$

Assume

$$
\begin{aligned}
\bar{V}_{2,+}^{(m)}= & \sum_{j=0}^{m}\left(\bar{a}_{j} f_{1}(m-j)+\bar{c}_{j} f_{2}(m-j)+\bar{b}_{j} f_{3}(m-j)+\bar{d}_{j} f_{4}(m-j)+\bar{e}_{j} f_{5}(m-j)\right. \\
& \left.+\bar{h}_{j} f_{6}(m-j)\right) \\
= & \lambda^{2 m} \bar{V}_{2}-\bar{V}_{2,-}^{(m)}, \\
\lambda_{t,+}^{(m)}= & \sum_{j=0}^{m} k_{j}(t) \lambda^{2 m-2 j+1}=\lambda^{2 m} \lambda_{t}-\lambda_{t,-}^{(m)},
\end{aligned}
$$

then we can compute that

$$
\begin{aligned}
- & \left(\bar{V}_{2,+}^{(m)}\right)_{x}+\left[\bar{U}, \bar{V}_{2,+}^{(m)}\right]+\frac{\partial \bar{U}}{\partial \lambda} \lambda_{t,+}^{(m)} \\
= & \left(\bar{V}_{2,-}^{(m)}\right)_{x}-\left[\bar{U}, \bar{V}_{2,-}^{(m)}\right]-\frac{\partial \bar{U}}{\partial \lambda} \lambda_{t,-}^{(m)} \\
= & \bar{a}_{m+1} f_{3}(0)-\bar{b}_{m+1} f_{1}(0)+\bar{d}_{m+1} f_{5}(0)-\bar{e}_{m+1} f_{4}(0)+q \bar{a}_{m+1} f_{2}(0)+q \bar{d}_{m+1} f_{6}(0) \\
& \quad-r \bar{b}_{m+1} f_{2}(0)-r \bar{e}_{m+1} f_{6}(0)-u_{1} \bar{b}_{m+1} f_{6}(0)+u_{2} \bar{a}_{m+1} f_{6}(0)-2 k_{m+1}(t) f_{2}(0) .
\end{aligned}
$$

Denoting $\bar{V}_{2}^{(m)}=\bar{V}_{2,+}^{(m)}-\bar{c}_{m} f_{2}(0)-\bar{h}_{m} f_{6}(0)$, a direct calculation yields

$$
-\bar{V}_{2}^{(m)}+\left[\bar{U}, \bar{V}_{2}^{(m)}\right]+\frac{\partial \bar{U}}{\partial \lambda} \lambda_{t,+}^{(m)}=-\bar{a}_{m x} f_{1}(0)-\bar{b}_{m x} f_{3}(0)-\bar{d}_{m x} f_{4}(0)-\bar{e}_{m x} f_{5}(0) .
$$

The zero curvature equation

$$
\begin{equation*}
\frac{\partial \bar{U}}{\partial u} u_{t}+\frac{\partial \bar{U}}{\partial \lambda} \lambda_{t,+}^{(m)}-\bar{V}_{2, x}^{(m)}+\left[\bar{U}, \bar{V}_{2}^{(m)}\right]=0 \tag{36}
\end{equation*}
$$

leads to the isospectral integrable hierarchy

$$
\left(\begin{array}{c}
q  \tag{37}\\
r \\
u_{1} \\
u_{2}
\end{array}\right)_{t_{m}}=\left(\begin{array}{l}
\bar{b}_{m x} \\
\bar{a}_{m x} \\
\bar{d}_{m x} \\
\bar{e}_{m x}
\end{array}\right)=\bar{J}\left(\begin{array}{l}
\bar{b}_{m} \\
\bar{a}_{m} \\
\bar{d}_{m} \\
\bar{e}_{m}
\end{array}\right) .
$$

Taking $u_{1}=u_{2}=0$, Eq. (37) reduces to the isospectral integrable hierarchy Eq. (26) (the case $P_{n-1}(\phi)=0$ in Eq. (26).

When $n=1$, Eq. (37) turns to

$$
\left\{\begin{align*}
q_{t}= & -k_{0}(t)\left(q \partial^{-1}\left(q^{2}+r^{2}\right)\right)_{x}+2 k_{1}(t)(x q)_{x}-k_{0}(t) r_{x},  \tag{38}\\
r_{t}= & -k_{0}(t)\left(r \partial^{-1}\left(q^{2}+r^{2}\right)\right)_{x}+2 k_{1}(t)(x r)_{x}+k_{0}(t) q_{x}, \\
u_{1 t}= & -2 k_{0}(t)\left(r \partial^{-1}\left(r u_{1}+q u_{2}\right)\right)_{x}+\alpha_{0}(t) r_{x}-k_{0}(t)\left(u_{1} \partial^{-1}\left(q^{2}+r^{2}\right)\right)_{x} \\
& +2 k_{1}(t)\left(x u_{1}\right)_{x}+k_{0}(t) u_{2 x}, \\
u_{2 t}= & -2 k_{0}(t)\left(q \partial^{-1}\left(r u_{1}+q u_{2}\right)\right)_{x}+\alpha_{0}(t) q_{x}-k_{0}(t)\left(u_{2} \partial^{-1}\left(q^{2}+r^{2}\right)\right)_{x} \\
& +2 k_{1}(t)\left(x u_{2}\right)_{x}-k_{0}(t) u_{1 x} .
\end{align*}\right.
$$

Let $q^{2}+r^{2}=\rho_{x}, r u_{1}+q u_{2}=\sigma_{x}$, then Eq. (38) becomes a nonlocal expanding integrable model of Eq. (13):

$$
\left\{\begin{array}{l}
q_{t}=-k_{0}(t)(q \rho)_{x}+2 k_{1}(t)(x q)_{x}-k_{0}(t) r_{x}, \\
r_{t}=-k_{0}(t)(r \rho)_{x}+2 k_{1}(t)(x r)_{x}+k_{0}(t) q_{x}, \\
u_{1 t}=-2 k_{0}(t)(r \sigma)_{x}+\alpha_{0}(t) r_{x}-k_{0}(t)\left(u_{1} \rho\right)_{x}+2 k_{1}(t)\left(x u_{1}\right)_{x}+k_{0}(t) u_{2 x}, \\
u_{2 t}=-2 k_{0}(t)(q \sigma)_{x}+\alpha_{0}(t) q_{x}-k_{0}(t)\left(u_{2} \sigma\right)_{x}+2 k_{1}(t)\left(x u_{2}\right)_{x}-k_{0}(t) u_{1 x} .
\end{array}\right.
$$

For the Cauchy problem, blow-up phenomena could be investigated according to the method in [29], we shall consider the problem in another paper.

## 4 A Bäcklund transformation

Tian and Zhang [30] once discussed the Bäcklund transformations of the AKNS hierarchy of evolution equations. The so-called Bäcklund transformation means a map from a solution of an equation to another solution of the same equation or another equation. In the isospectral case it is an auto-Bäcklund transformation, but in the nonisospectral case it is not an auto-Bäcklund transformation. It is easy to find the spectral matrix of the AKNS hierarchy to be

$$
U_{1}=\left(\begin{array}{cc}
-i \lambda & q \\
r & i \lambda
\end{array}\right)
$$

while that of the Guo hierarchy is

$$
U_{2}=\frac{1}{2}\left(\begin{array}{cc}
\lambda r & \lambda^{2}+\lambda q \\
-\lambda^{2}+\lambda q & -\lambda r
\end{array}\right) .
$$

$U_{2}$ is more complicated than $U_{1}$. Therefore, we could conclude the Bäcklund transformations of the isospectral and the nonisospectral Guo hierarchies have more tedious and complicated forms than those of the AKNS hierarchy. In the section, we only investigate the Bäcklund transformation of the isospectral Guo hierarchy. As for the nonisospectral case, we do not further discuss it again.
Denoting $\varphi_{1}=\left(\varphi_{11}, \varphi_{12}\right), \varphi_{2}=\left(\varphi_{21}, \varphi_{22}\right)$, Eq. (1) can be written as

$$
\left\{\begin{array}{l}
\varphi_{1 x}=\frac{1}{2} \lambda r \varphi_{1}+\frac{1}{2}\left(\lambda^{2}+\lambda q\right) \varphi_{2}  \tag{39}\\
\varphi_{2 x}=-\frac{1}{2} \lambda r \varphi_{2}+\frac{1}{2}\left(-\lambda^{2}+\lambda q\right) \varphi_{1}
\end{array}\right.
$$

Equation (2) can be given again by

$$
\binom{\varphi_{1 t}}{\varphi_{2 t}}=\left(\begin{array}{cc}
A_{n} & B_{n}  \tag{40}\\
C_{n} & -A_{n}
\end{array}\right)\binom{\varphi_{1}}{\varphi_{2}},
$$

where

$$
\begin{aligned}
& A_{n}=\frac{1}{2} \sum_{i=0}^{n} a_{i} \lambda^{2 n-2 i+1}, \\
& B_{n}=\frac{1}{2} \sum_{i=0}^{n}\left(b_{i} \lambda+c_{i}\right) \lambda^{2 n-2 i+1}-\frac{1}{2} c_{n}, \\
& C_{n}=\partial^{-1}\left(r A_{n x}+q B_{n x}\right) .
\end{aligned}
$$

We define an inner product in real-number space $R^{2}: \forall a=\left(a_{1}, a_{2}\right)^{T}, b=\left(b_{1}, b_{2}\right)^{T} \in R^{2}$, $\langle a, b\rangle=a^{T} b=\left(a_{1} b_{1}+a_{2} b_{2}\right)$. When investigating the conservation laws of some integrable hierarchy of evolution equations, we usually suppose that $\Gamma=\frac{\varphi_{2}}{\varphi_{1}}$ (see [22]). Here we want to seek a Bäcklund transformation of integrable hierarchies, so a transform between Lax pairs of linear spectral problem of integrable hierarchies and Lax pairs in Riccati forms is
established as follows:

$$
\begin{equation*}
\xi_{j}=\frac{v_{j} \varphi_{2}^{T}}{v_{j} \varphi_{1}^{T}}=: \frac{\left(\mu_{j}, v_{j}\right) \varphi_{2}^{T}}{\left(\mu_{j}, v_{j}\right) \varphi_{1}^{T}}=\frac{\mu_{j} \varphi_{21}\left(x, t, \lambda_{j}\right)+v_{j} \varphi_{22}\left(x, t, \lambda_{j}\right)}{\mu_{j} \varphi_{11}\left(x, t, \lambda_{j}\right)+v_{j} \varphi_{12}\left(x, t, \lambda_{j}\right)}, \quad j=1,2, \tag{41}
\end{equation*}
$$

where $\lambda_{i} \neq \lambda_{j}$, when $i \neq j,\left|\mu_{j}\right|+\left|v_{j}\right| \neq 0$.

Remark 2 Applying the idea we could get a transform like Eq. (41) when spectral matrices are of high orders, such as $3 \times 3$ matrices and $4 \times 4$ matrices.

Hence, we find

$$
\begin{equation*}
\xi_{i x}=\frac{1}{2}\left(-\lambda^{2}+\lambda q\right)-\lambda r \xi_{j}-\frac{1}{2}\left(\lambda^{2}+\lambda q\right) \xi_{j}^{2} \tag{42}
\end{equation*}
$$

Similarly, the linear spectral problem Eq. (40) can lead to

$$
\begin{equation*}
\xi_{j t}=\frac{\varphi_{2 t}}{\varphi_{1}}-\frac{\varphi_{2}}{\varphi_{1}} \frac{\varphi_{1 t}}{\varphi_{1}}=C_{n}-2 A_{n} \xi_{j}-B_{n} \xi_{j}^{2} \tag{43}
\end{equation*}
$$

Note that $f=\frac{1}{\lambda_{1} \lambda_{2}\left(\xi_{2}^{2}-\xi_{1}^{2}\right)}, g=\frac{1}{\lambda_{1} \lambda_{2}\left(\xi_{2}-\xi_{1}\right)\left(1+\xi_{1} \xi_{2}\right)}$.
Define

$$
T=\left(\begin{array}{cc}
f\left[2 \lambda_{2} \partial+2 \lambda_{1} \lambda_{2}\left(r+\left(\lambda_{1}+q\right) \xi_{1}\right)\right] & -2 f\left[\lambda_{1} \partial+\lambda_{1} \lambda_{2}\left(r+\left(\lambda_{2}+q\right) \xi_{1}\right)\right] \\
g\left(1-\xi_{2}^{2}\right)\left[\lambda_{2} \partial+\lambda_{1} \lambda_{2}\left(r+\left(\lambda_{1}+q\right) \xi_{1}\right)\right] & -g\left(1-\xi_{1}^{2}\right)\left[\lambda_{1} \partial+\lambda_{1} \lambda_{2}\left(r+\left(\lambda_{2}+q\right) \xi_{2}\right)\right]
\end{array}\right),
$$

after tedious computation we have

$$
\begin{equation*}
\binom{q_{x}}{r_{x}}=T\binom{\xi_{1 x}}{\xi_{2 x}} . \tag{44}
\end{equation*}
$$

It is easy to see that

$$
\begin{equation*}
T\binom{\xi_{1 t}}{\xi_{2 t}}=\binom{A}{B} \tag{45}
\end{equation*}
$$

where

$$
\begin{aligned}
A= & f\left[2 \lambda_{2} \xi_{1 x t}+2 \lambda_{1} \lambda_{2} r \xi_{1 t}+2 \lambda_{1} \lambda_{2}\left(\lambda_{1}+q\right) \xi_{1} \xi_{1 t}-2 \lambda_{1} \xi_{2 t x}-2 \lambda_{1} \lambda_{2} r \xi_{2 t}\right. \\
& \left.-2 \lambda_{1} \lambda_{2}\left(\lambda_{2}+q\right) \xi_{2} \xi_{2 t}\right] \\
B= & g\left(1-\xi_{2}^{2}\right)\left[\lambda_{2} \xi_{1 t x}+\lambda_{1} \lambda_{2} \xi_{1 t}+\lambda_{1} \lambda_{2}\left(\lambda_{1}+q\right) \xi_{1} \xi_{1 t}\right] \\
& -g\left(1-\xi_{1}^{2}\right)\left[\lambda_{1} \xi_{2 t x}+\lambda_{1} \lambda_{2} r \xi_{2 t}+\lambda_{1} \lambda_{2}\left(\lambda_{2}+q\right) \xi_{2} \xi_{2 t}\right]
\end{aligned}
$$

Since

$$
\begin{aligned}
& \xi_{1 x t}=\frac{1}{2} \lambda_{1} q_{t}-\lambda_{1} r_{t} \xi_{1}-\lambda_{1} r \xi_{1 t}-\frac{1}{2} \lambda_{1} q_{t} \xi_{1}^{2}-\left(\lambda_{1}^{2}+\lambda_{1} q\right) \xi_{1} \xi_{1 t} \\
& \xi_{2 x t}=\frac{1}{2} \lambda_{2} q_{t}-\lambda_{2} r_{t} \xi_{2}-\lambda_{2} r \xi_{2 t}-\frac{1}{2} \lambda_{2} q_{t} \xi_{2}^{2}-\left(\lambda_{2}^{2}+\lambda_{2} q\right) \xi_{2} \xi_{2 t}
\end{aligned}
$$

substituting them into $A$ and $B$, we have

$$
A=q_{t}+\frac{2}{\xi_{1}+\xi_{2}} r_{t}, \quad B=\frac{1-\xi_{2}^{2}}{1+\xi_{1} \xi_{2}}\left[r_{t}+\frac{1}{2}\left(\xi_{1}+\xi_{2}\right) q_{t}\right] .
$$

Therefore, Eq. (45) can be written as

$$
T\binom{\xi_{1 t}}{\xi_{2 t}}=\left(\begin{array}{cc}
1 & \frac{2}{\xi_{1}+\xi_{2}}  \tag{46}\\
\frac{\left(\xi_{1}+\xi_{2}\right)\left(1-\xi_{2}^{2}\right)}{1+\xi_{1} \xi_{2}} & \frac{1-\xi_{2}^{2}}{1+\xi_{1} \xi_{2}}
\end{array}\right)\binom{q_{t}}{r_{t}} .
$$

Obviously,

$$
\operatorname{det}\left(\begin{array}{cc}
1 & \frac{2}{\xi_{1}+\xi_{2}} \\
\frac{\left(\xi_{1}+\xi_{2}\right)\left(1-\xi_{2}^{2}\right)}{1+\xi_{1} \xi_{2}} & \frac{1-\xi_{2}^{2}}{1+\xi_{1} \xi_{2}}
\end{array}\right)=\frac{\xi_{2}^{2}-1}{1+\xi_{1} \xi_{2}} \neq 0 \quad\left(\xi_{2} \neq \pm 1\right)
$$

Hence, when $\xi_{2} \neq \pm 1$, we find that

$$
\binom{q_{t}}{r_{t}}=\left(\begin{array}{cc}
1 & \frac{2}{\xi_{1}+\xi_{2}}  \tag{47}\\
\frac{\left(\xi_{1}+\xi_{2}\right)\left(1-\xi_{2}^{2}\right)}{1+\xi_{1} \xi_{2}} & \frac{1-\xi_{2}^{2}}{1+\xi_{1} \xi_{2}}
\end{array}\right)^{-1} T\binom{\xi_{1 t}}{\xi_{2 t}}=: \tilde{T}\binom{\xi_{1 t}}{\xi_{2 t}}
$$

where

$$
\tilde{T}=\left(\begin{array}{cc}
1 & \frac{2}{\xi_{1}+\xi_{2}} \\
\frac{\left(\xi_{1}+\xi_{2}\right)\left(1-\xi_{2}^{2}\right)}{1+\xi_{1} \xi_{2}} & \frac{1-\xi_{2}^{2}}{1+\xi_{1} \xi_{2}}
\end{array}\right)^{-1} T=\left(\begin{array}{cc}
1 & -\frac{2+2 \xi_{1} \xi_{2}}{\left(\xi_{1}+\xi_{2}\right)\left(\xi_{2}^{2}-1\right)} \\
-\xi_{1}-\xi_{2} & \frac{1+\xi_{1} \xi_{2}}{\xi_{2}^{2}-1}
\end{array}\right) T .
$$

From Eq. (40), one has

$$
\begin{aligned}
\binom{B_{n}}{A_{n}}= & \frac{1}{2} \sum_{i=0}^{n}\binom{b_{i}}{a_{i}} \lambda^{2 n-2 i+1}+\frac{1}{2} \sum_{i=0}^{n}\left(\begin{array}{cc}
\partial^{-1} q \partial & 0 \\
0 & \partial^{-1} r \partial
\end{array}\right)\binom{b_{i}}{a_{i}} \lambda^{2 n-2 i} \\
& -\frac{1}{2} \sum_{i=0}^{n}\left(\begin{array}{cc}
\partial^{-1} q \partial & 0 \\
0 & \partial^{-1} r \partial
\end{array}\right)\binom{b_{n}}{a_{n}} \\
= & \frac{1}{2} \lambda^{2 n} \sum_{i=0}^{n} \lambda^{1-2 i} L^{i-1} J^{-1}\binom{q_{x}}{r_{x}}+\frac{1}{2} \lambda^{2 n} \sum_{i=0}^{n} \lambda^{-2 i}\left(\begin{array}{cc}
\partial^{-1} q \partial & 0 \\
0 & \partial^{-1} r \partial
\end{array}\right) L^{i-1} J^{-1}\binom{q_{x}}{r_{x}} \\
& -\frac{1}{2}\left(\begin{array}{cc}
\partial^{-1} q \partial & 0 \\
0 & \partial^{-1} r \partial
\end{array}\right) L^{n-1} J^{-1}\binom{q_{x}}{r_{x}} .
\end{aligned}
$$

Denote

$$
\frac{1}{2} L^{i-1} J^{-1}=:\left(\begin{array}{ll}
\phi_{1} & \phi_{2} \\
\phi_{3} & \phi_{4}
\end{array}\right), \quad \frac{1}{2} L^{n-1} J^{-1}=\left(\begin{array}{ll}
\varphi_{1} & \varphi_{2} \\
\varphi_{3} & \varphi_{4}
\end{array}\right)
$$

then we get

$$
\binom{B_{n}}{A_{n}}=\sum_{i=0}^{n} \lambda^{2 n-2 i+1}\binom{\phi_{1} q_{x}+\phi_{2} r_{x}}{\phi_{3} q_{x}+\phi_{4} r_{x}}+\sum_{i=0}^{n} \lambda^{2 n-2 i}\left(\begin{array}{cc}
\partial^{-1} q \partial & 0 \\
0 & \partial^{-1} r \partial
\end{array}\right)\binom{\phi_{1} q_{x}+\phi_{2} r_{x}}{\phi_{3} q_{x}+\phi_{4} r_{x}}
$$

$$
-\frac{1}{2}\left(\begin{array}{cc}
\partial^{-1} q \partial & 0 \\
0 & \partial^{-1} r \partial
\end{array}\right)\binom{\varphi_{1} q_{x}+\varphi_{2} r_{x}}{\varphi_{3} q_{x}+\varphi_{4} r_{x}},
$$

from which one gets

$$
\begin{aligned}
& A_{n}=\sum_{i=0}^{n} \lambda^{2 n-2 i+1}\left(\phi_{3} q_{x}+\phi_{4} r_{x}\right)+\sum_{i=0}^{n} \lambda^{2 n-2 i} \partial^{-1} r \partial\left(\phi_{3} q_{x}+\phi_{4} r_{x}\right)-\frac{1}{2} \partial^{-1} r \partial\left(\varphi_{3} q_{x}+\varphi_{4} r_{x}\right), \\
& B_{n}=\sum_{i=0}^{n} \lambda^{2 n-2 i+1}\left(\phi_{1} q_{x}+\phi_{2} r_{x}\right)+\sum_{i=0}^{n} \lambda^{2 n-2 i} \partial^{-1} q \partial\left(\phi_{1} q_{x}+\phi_{2} r_{x}\right)-\frac{1}{2} \partial^{-1} q \partial\left(\varphi_{1} q_{x}+\varphi_{2} r_{x}\right) .
\end{aligned}
$$

Hence, we infer

$$
\begin{aligned}
& \binom{C_{n}\left(\lambda_{1}\right)-2 A_{n}\left(\lambda_{1}\right) \xi_{1}-B_{n}\left(\lambda_{1}\right) \xi_{1}^{2}}{C_{n}\left(\lambda_{2}\right)-2 A_{n}\left(\lambda_{2}\right) \xi_{2}-B_{n}\left(\lambda_{2}\right) \xi_{2}^{2}} \\
& =\binom{\left(\partial^{-1} r \partial-2 \xi_{1}\right) A_{n}\left(\lambda_{1}\right)+\left(\partial^{-1} q \partial-\xi_{1}^{2}\right) B_{n}\left(\lambda_{1}\right)}{\left(\partial^{-1} r \partial-2 \xi_{2}\right) A_{n}\left(\lambda_{2}\right)+\left(\partial^{-1} q \partial-\xi_{2}^{2}\right) B_{n}\left(\lambda_{2}\right)} \\
& =\sum_{i=0}^{n}\left(\begin{array}{ll}
\left(\partial^{-1} q \partial-\xi_{1}^{2}\right) \lambda_{1}^{2 n-2 i}\left(\lambda_{1}+\partial^{-1} q \partial\right) & \left(\partial^{-1} r \partial-2 \xi_{1}\right) \lambda_{1}^{2 n-2 i}\left(\lambda_{1}+\partial^{-1} r \partial\right) \\
\left(\partial^{-1} q \partial-\xi_{2}^{2}\right) \lambda_{2}^{2 n-2 i}\left(\lambda_{2}+\partial^{-1} q \partial\right) & \left(\partial^{-1} r \partial-2 \xi_{2}\right) \lambda_{2}^{2 n-2 i}\left(\lambda_{2}+\partial^{-1} r \partial\right)
\end{array}\right) \\
& \quad \times L^{i-1} J^{-1}\binom{q_{x}}{r_{x}} \\
& \quad-\frac{1}{2}\left(\begin{array}{ll}
\left(\partial^{-1} q \partial-\xi_{1}^{2}\right) \partial^{-1} q \partial & \left(\partial^{-1} r \partial-2 \xi_{1}\right) \partial^{-1} r \partial \\
\left(\partial^{-1} q \partial-\xi_{2}^{2}\right) \partial^{-1} q \partial & \left(\partial^{-1} r \partial-2 \xi_{2}\right) \partial^{-1} r \partial
\end{array}\right) L^{n-1} J^{-1}\binom{q_{x}}{r_{x}} .
\end{aligned}
$$

Thus, Eq. (47) can be written as

$$
\begin{align*}
\binom{q_{t}}{r_{t}}= & \left(\begin{array}{cc}
1 & -\frac{2+2 \xi_{1} \xi_{2}}{\left(\xi_{1}+\xi_{2}\right)\left(\xi_{2}^{2}-1\right)} \\
-\xi_{1}-\xi_{2} & \frac{1+\xi_{1} \xi_{2}}{\xi_{2}^{2}-1}
\end{array}\right) T \\
& \times\left[\sum_{i=0}^{n}\left(\begin{array}{cc}
\left(\partial^{-1} q \partial-\xi_{1}^{2}\right) \lambda_{1}^{2 n-2 i}\left(\lambda_{1}+\partial^{-1} q \partial\right) & \left(\partial^{-1} r \partial-2 \xi_{1}\right) \lambda_{1}^{2 n-2 i}\left(\lambda_{1}+\partial^{-1} r \partial\right) \\
\left(\partial^{-1} q \partial-\xi_{2}^{2}\right) \lambda_{2}^{2 n-2 i}\left(\lambda_{2}+\partial^{-1} q \partial\right) & \left(\partial^{-1} r \partial-2 \xi_{2}\right) \lambda_{2}^{2 n-2 i}\left(\lambda_{2}+\partial^{-1} r \partial\right)
\end{array}\right)\right. \\
& \left.\times L^{i-1}\binom{q}{r}-\frac{1}{2}\left(\begin{array}{cc}
\left(\partial^{-1} q \partial-\xi_{1}^{2}\right) \partial^{-1} q \partial & \left(\partial^{-1} r \partial-2 \xi_{1}\right) \partial^{-1} r \partial \\
\left(\partial^{-1} q \partial-\xi_{2}^{2}\right) \partial^{-1} q \partial & \left(\partial^{-1} r \partial-2 \xi_{2}\right) \partial^{-1} r \partial
\end{array}\right) L^{n-1}\binom{q}{r}\right] . \tag{48}
\end{align*}
$$

Equation (47) indicates that the Guo hierarchy can be expressed by the solutions of the Lax pairs in the Riccati forms.
Applying the Riccati equation (43), we define a pair of new variables $\bar{q}, \bar{r}$ which satisfy the following equations:

$$
\left\{\begin{array}{l}
\xi_{1 x}=\frac{1}{2}\left(-\lambda_{2}^{2}+\lambda_{2} \bar{q}-\lambda_{2} \bar{r} \xi_{1}-\frac{1}{2}\left(\lambda_{2}^{2}+\lambda_{2} \bar{q}\right) \xi_{1}^{2}\right. \\
\xi_{2 x}=\frac{1}{2}\left(-\lambda_{1}^{2}+\lambda_{1} \bar{q}-\lambda_{1} \bar{r} \xi_{2}-\frac{1}{2}\left(\lambda_{1}^{2}+\lambda_{1} \bar{q}\right) \xi_{2}^{2}\right.
\end{array}\right.
$$

from which we can solve $\bar{q}, \bar{r}$ given by

$$
\begin{equation*}
\bar{q}=\frac{\lambda_{1}^{2}-\lambda_{2}^{2}+\lambda_{2}^{2} \xi_{2}^{2}-\lambda_{1}^{2} \xi_{1}^{2}}{\lambda_{2} \lambda_{1}\left(\xi_{2}^{2}-\xi_{1}^{2}\right)} q+\frac{2\left(\lambda_{2}^{2} \xi_{2}-\lambda_{1}^{2} \xi_{1}\right)}{\lambda_{2} \lambda_{1}\left(\xi_{2}^{2}-\xi_{1}^{2}\right)} r+\frac{\lambda_{2}^{3}-\lambda_{1}^{3}+\lambda_{2}^{3} \xi_{2}^{2}-\lambda_{1}^{3} \xi_{1}^{2}}{\lambda_{2} \lambda_{1}\left(\xi_{2}^{2}-\xi_{1}^{2}\right)}, \tag{49}
\end{equation*}
$$

$$
\begin{align*}
\bar{r}= & \frac{\left(1-\xi_{1}^{2}\right)\left(1-\xi_{2}^{2}\right)\left(\lambda_{1}^{2}-\lambda_{2}^{2}\right)}{2 \lambda_{2} \lambda_{1}\left(\xi_{2}-\xi_{1}\right)\left(1+\xi_{1} \xi_{2}\right)} q+\frac{2 \lambda_{2}^{2} \xi_{2}\left(1-\xi_{1}^{2}\right)-2 \lambda_{1}^{2} \xi_{1}\left(1-\xi_{2}^{2}\right)}{2 \lambda_{2} \lambda_{1}\left(\xi_{2}-\xi_{1}\right)\left(1+\xi_{1} \xi_{2}\right)} r \\
& +\frac{\lambda_{2}^{3}\left(1-\xi_{1}^{2}\right)\left(1+\xi_{2}^{2}\right)-\lambda_{1}^{3}\left(1+\xi_{1}^{2}\right)\left(1-\xi_{2}^{2}\right)}{2 \lambda_{2} \lambda_{1}\left(\xi_{2}-\xi_{1}\right)\left(1+\xi_{2} \xi_{1}\right)} . \tag{50}
\end{align*}
$$

Similar to the steps in [30], we can verify that Eq. (49), Eq. (50) is a set of solutions of the Guo hierarchy, here we omit the detailed computations due to the rather tedious calculations.

## 5 Discussion on the conserved densities of the integrable system of equations (18)

In this section, we only take the obtained integrable system of equations (18) as an example to illustrate how to generate conserved densities. Actually, we have obtained many integrable equations by the reduction of the hierarchy Eq. (11). By applying the analogous method we could work out their resulting conserved densities via the approach in [31].
For the partial differential system

$$
\begin{equation*}
u_{i, t}+F_{i}\left(u_{j}, u_{j}^{(1)}, \ldots, u_{j}^{(n)}\right)=0, \quad i=1, \ldots, N ; j=1, \ldots, N . \tag{51}
\end{equation*}
$$

Step 1: Determine the weights of variables and parameters.
We define the weight of a variable as the number of partial derivatives with respect to $x$ the variable carries, and the rank of a term as the total weight in terms of partial derivatives with respect to $x$.
(i) Take the $i$ th equation in Eq. (51) and denote the number of terms in the equation by $K_{i}$.
(ii) Compute the rank $r_{i, k}$ of the $k$ th term in the $i$ th equation

$$
r_{i, k}=d(x)+d(t) w\left(\partial_{t}\right)+\sum_{j=1}^{N} g\left(u_{j}\right) w\left(u_{j}\right)+\sum_{j=1}^{p} g\left(p_{j}\right) w\left(p_{j}\right), \quad k=1, \ldots, K_{i},
$$

where $g$ returns the degree of nonlinearity of its argument, $d$ returns the number of partial derivatives with respect to its argument.
(iii) Assume uniformity in rank in the $i$ th equation, form the linear system

$$
A_{i}=\left\{r_{i, 1}=r_{i, 2}=\cdots=r_{i, k_{i}}\right\}
$$

(iv) Gather the equations $A_{i}$ to form the global linear system $\mathcal{A}=\bigcup_{i=1}^{N} A_{i}$.

Step 2: Construct the form of the density.
Let $v=\left\{v_{1}, v_{2}, \ldots, v_{a}\right\}$ be the sorted list of all the variables with positive weights, but excluding $\partial_{t}$.
Form all monomials of rank $R$ or less by taking combinations of the variables in $v$. Set $\mathcal{B}_{0}=\{(1 ; 0)\}$. For $1 \leq q \leq Q$, we begin to compute the pair $\left\{T_{q, s} ; W_{q, s}\right\}$ in terms of the formula

$$
T_{q, s}=T_{q-1, m} v_{q}^{s}, W_{q, s}=W_{q-1, m}+s w\left(v_{q}\right) .
$$

Denote $B_{q, m}=\bigcup_{s=0}^{b_{q, m}}\left\{\left(T_{q, s} ; W_{q, s}\right)\right\}$, where $b_{q, m}=\left[\left[\frac{R-W_{q-1, m}}{w\left(v_{q}\right)}\right]\right], \mathcal{B}_{q}=\bigcup_{m=0}^{M-1} B_{q, m}$, here $M$ is the number of pairs in $\mathcal{B}_{q-1}$. We apply $\frac{\partial^{l}}{\partial x^{l}}$ to the term $T_{Q, S}$, provided $l=R-W_{Q, S}$ is integer. Then remove the terms from $\mathcal{B}_{q}$ that can be written as a total derivative with respect to $x$, or as a derivative up to terms kept prior in the set. Call the resulting set $\mathcal{I}$. Finally, set $\rho=$ $\sum_{i=1}^{\mu} c_{i} I(i)$, where $I(i)$ denotes the $i$ th element in $\mathcal{I}$, and $c_{i}$ are constants to be determined.

Step 3: Determine the unknown coefficients in the density $\rho$.
Recall the conservation law:

$$
\begin{equation*}
D_{t} \rho+D_{x} J=0 \tag{52}
\end{equation*}
$$

$J$ is called the flux, and $\rho$ is the conserved density. Equation (52) indicates that $D_{t} \rho=$ $D_{x}(-J)$. Hence, we first compute $D_{t} \rho$ and replace all $\left(u_{i, t}\right)^{j}, i=0,1, \ldots, N, j=0,1,2, \ldots$, using the evolution equations (51). The resulting expression, denoted by $E$, must equal $D_{x}(-J)$ for some function $J$. Next, apply the Euler operator to $E$ to get a linear system for the coefficients $c_{i}$ denoted by $S$. Solving $S$ for the $c_{i}$ yields the corresponding conserved densities.

In what follows, we consider the formats of conserved densities of Eq. (18) based on the above approach. It is easy to see that

$$
\begin{aligned}
& r_{1,1}=w(q)+w\left(\partial_{t}\right), \quad r_{1,2}=2+w(r), \quad r_{1,3}=1+3 w(q), \quad r_{2,3}=1+3 w(r) ; \\
& r_{1,4}=1+w(q)+2 w(r), \quad r_{2,1}=w(r)+w\left(\partial_{t}\right), \quad r_{2,2}=2+w(q), \\
& r_{2,4}=1+w(r)+2 w(q) .
\end{aligned}
$$

Set $r_{1,1}=r_{1,2}=r_{1,3}=r_{1,4}, r_{2,1}=r_{2,2}=r_{2,3}=r_{2,4}$, we have $w(q)=w(r)=\frac{1}{2}, w\left(\partial_{t}\right)=2$.
Remark 3 In the paper [31], the conserved densities of partial differential equations along with the integer number weights are investigated. As for the case of the rational number weights, there are no examples to give a detailed analysis. For the integrable system of equations (18), the weights of $q$ and $r$ are all a rational number, $\frac{1}{2}$, hence we have to face the difficulty of how to find the conserved densities of Eq. (18). Multiplying the first equation in Eq. (25) by $r$, and multiplying the second equation by $q$, then adding them together, we find that

$$
\left(q^{2}+r^{2}\right)_{t}=\left(4\left(q r_{x}-q_{x} r\right)+3\left(q^{2}+r^{2}\right)^{2}\right)_{x}
$$

which indicates that $q^{2}+r^{2}$ is a conserved density. In terms of this fact we want to search for the conserved density of Eq. (18) with weight being 1 . Take $v=\left\{u=q^{2}, v_{2}=r^{2}, v_{3}=q r\right\}$, $\mathcal{B}_{0}=\{(1 ; 0)\}$. Let us consider the case where rank $R=4$.

For $q=1, m=0$ (here $q$ is not that in Eq. (18): $b_{1,0}=\left[\left[\frac{4-0}{1}\right]\right]=4, T_{1, s}=v_{1}^{s}, W_{1, s}=s w\left(v_{1}\right)=s$, where $s=0,1,2,3,4$. We obtain $\mathcal{B}_{1}=B_{1,0}=\left\{(1 ; 0),\left(q^{2} ; 1\right),\left(q^{4} ; 2\right),\left(q^{6} ; 3\right),\left(q^{8} ; 4\right)\right\}$.

For $q=2, m=0: b_{2,0}=\left[\left[\frac{4-W_{1,4}}{1}\right]\right]=4, T_{2, s}=r^{2 s}, W_{2, s}=W_{1,0}+\operatorname{sw}\left(v_{2}\right)=s$, here $s=$ $0,1,2,3,4$. we have $B_{2,0}=\left\{(1 ; 0),\left(r^{2} ; 1\right),\left(r^{4} ; 2\right),\left(r^{6} ; 3\right),\left(r^{8} ; 4\right)\right\}$.

For $q=2, m=1: b_{2,1}=\left[\left[\frac{4-W_{1,1}}{1}\right]\right]=3, T_{2, s}=T_{1,1} v_{2}^{s}=q^{2} r^{2 s}, W_{2, s}=W_{1,1}+s=1+s$, where $s=0,1,2,3$. Thus, we get $B_{2,1}=\left\{\left(q^{2} ; 1\right),\left(q^{2} r^{2} ; 2\right),\left(q^{2} r^{4} ; 3\right),\left(q^{2} r^{6} ; 4\right)\right\}$.

For $q=2, m=2: b_{2,2}=\left[\left[\frac{4-W_{1,2}}{1}\right]\right]=2, T_{2, s}=T_{1,2} v_{2}^{s}=q^{4} r^{2 s}, W_{2, s}=W_{1,2}+s=2+s$, here $s=0,1,2$. We obtain $B_{2,2}=\left\{\left(q^{4} ; 2\right),\left(q^{4} r^{2} ; 3\right),\left(q^{4} r^{4} ; 4\right)\right\}$.

For $q=2, m=3: b_{2,3}=\left[\left[\frac{4-3}{1}\right]\right]=1$, where $s=0,1, T_{2, s}=q^{6} r^{2 s}, W_{2, s}=W_{1,3}+s=3+s$, we have $B_{2,3}=\left\{\left(q^{6} ; 3\right),\left(q^{6} r^{2} ; 4\right)\right\}$.
For $q=2, m=4: b_{2,4}=0, T_{2, s}=T_{1,4} v_{2}^{s}=q^{8} v_{2}^{s}, W_{2, s}=4+s$, here $s=0$. Thus, one has $B_{2,4}=\left\{\left(q^{8} ; 4\right)\right\}$.
Hence, $\mathcal{B}_{2}=\left\{(1 ; 0),\left(q^{2} ; 1\right),\left(q^{4} ; 2\right),\left(q^{6} ; 3\right),\left(q^{8} ; 4\right),\left(r^{2} ; 1\right),\left(r^{4} ; 2\right),\left(r^{6} ; 3\right),\left(r^{8} ; 4\right),\left(q^{6} r^{2} ; 4\right),\left(q^{2} r^{2} ;\right.\right.$ 2), $\left.\left(q^{2} r^{4} ; 3\right),\left(q^{2} r^{6} ; 4\right),\left(q^{4} r^{2} ; 3\right),\left(q^{4} r^{4} ; 4\right)\right\}$.

For $q=3, m=0: b_{3,0}=\left[\left[\frac{4-W_{2,0}}{w\left(v_{3}\right)}\right]\right]=4, T_{3, s}=T_{2,0} v_{3}^{s}=(q r)^{s}, W_{3, s}=W_{2,0}+s w\left(v_{3}\right)=s$, where $s=0,1,2,3,4$. So $B_{3,0}=\left\{(1 ; 0),(q r ; 1),\left(q^{2} r^{2} ; 2\right),\left(q^{3} r^{3} ; 3\right),\left(q^{4} r^{4} ; 4\right)\right\}$.

For $q=3, m=1: b_{3,1}=\left[\left[\frac{4-W_{2,1}}{1}\right]\right]=2, T_{3, s}=T_{2,1} v_{3}^{s}=q^{2} r^{2}(q r)^{s}, W_{3, s}=W_{2,1}+s=2+s$, where $s=0,1,2$. Hence, $B_{3,1}=\left\{\left(q^{2} r^{2} ; 2\right),\left(q^{3} r^{3} ; 3\right),\left(q^{4} r^{4} ; 4\right)\right\}$.
For $q=3, m=2: b_{3,2}=\left[\left[\frac{4-W_{2,2}}{1}\right]\right]=2, T_{3, s}=T_{2,2} v_{3}^{s}=q^{4} r^{4}(q r)^{s}, W_{3, s}=W_{2,2}+s=4+s$, $s=0,1,2$. Thus, we get $B_{3,2}=\left\{\left(q^{4} r^{4} ; 4\right)\right\}$.

As for $s=1,2$ and $q=3, m=3, \ldots, 14$, we would obtain the same pairs as the previous cases. Therefore, we have

$$
\begin{aligned}
\mathcal{B}_{3}= & \mathcal{G}=\mathcal{B}_{0} \cup \mathcal{B}_{2} \cup\left\{B_{3,0} \cup B_{3,1} \cup B_{2,2}\right\} \\
= & \left\{(1 ; 0),\left(q^{2} ; 1\right),\left(q^{4} ; 2\right),\left(q^{6} ; 3\right),\left(q^{8} ; 4\right),\left(r^{2} ; 1\right),\left(r^{4} ; 2\right),\left(r^{6} ; 3\right),\left(r^{8} ; 4\right),\left(q^{6} r^{2} ; 4\right),\right. \\
& \left.\left(q^{2} r^{2} ; 2\right),\left(q^{2} r^{4} ; 3\right),\left(q^{2} r^{6} ; 4\right),\left(q^{4} r^{2} ; 3\right),\left(q^{4} r^{4} ; 4\right),\left(q^{3} r^{3} ; 3\right)\right\} .
\end{aligned}
$$

Next, we apply derivatives to the first components of the pairs in $\mathcal{G}$. Computation of $l$ for each pair of $\mathcal{G}$ leaves us with

$$
l=4,3,2,1,0,3,2,1,0,0,2,1,0,1,0,2,1,0 .
$$

Gathering the terms that come from applying the indicated number $l$ of partial derivatives with respect to $x$ gives

$$
\begin{aligned}
\mathcal{H}= & \left\{0, q_{x} q_{x x}, q q_{x x x}, q^{2} q_{x}^{2}, q^{3} q_{x x}, q^{5} q_{x}, q^{8}, r_{x} r_{x x}, r r_{x x x}, r^{2} r_{x}, r^{3} r_{x x}, r^{5} r_{x}, r^{8}, q^{6} r^{2},\right. \\
& \left.q_{x}^{2} r^{2}, q q_{x x} r^{2}, q q_{x} r r_{x}, q^{2} r_{x}^{2}, q^{2} r r_{x x}, q q_{x} r^{4}, q^{2} r^{3} r_{x}, q^{2} r^{6}, q^{3} q_{x} r^{2}, q^{4} r r^{x}, q^{4} r^{4}\right\} .
\end{aligned}
$$

Removing from $\mathcal{H}$ the constant terms, the terms that can be written as a $x$-derivative or as a $x$-derivative up to terms retained earlier in the set $\mathcal{I}$, yields

$$
\begin{aligned}
\mathcal{I}= & \left\{q q_{x x x}, q^{3} q_{x x}, q^{2} q_{x}^{2}, q^{8}, r r_{x x x}, r^{2} r_{x}^{2}, r^{3} r_{x x}, r^{8}, q^{6} r^{2}, q_{x}^{2} r^{2}, q q_{x} r r_{x}, q^{2} r_{x}^{2}\right. \\
& \left.q^{2} r^{3} r_{x}, q^{2} r^{6}, q^{3} q_{x} r^{2}, q^{4} r^{4}\right\} .
\end{aligned}
$$

Let the form of the density with rank 4 be the following:

$$
\begin{aligned}
\rho= & c_{1} q q_{x x x}+c_{2} q^{3} q_{x x}+c_{3} q^{8}+c_{4} r r_{x x x}+c_{5} r^{3} r_{x x}+c_{6} r^{8}+c_{7} q^{6} r^{2}+c_{8} q_{x}^{2} r^{2}+c_{9} q q_{x} r r_{x} \\
& +c_{10} q^{2} r_{x}^{2}+c_{11} q^{2} r^{3} r_{x}+c_{12} q^{2} r^{6}+c_{13} q^{3} q_{x} r^{2}+c_{14} q^{4} r^{4}+c_{15} q^{2} q_{x}^{2}+c_{16} r^{2} r_{x}^{2},
\end{aligned}
$$

where $c_{i}=(i=1, \ldots, 16)$ are constants to be determined. Computation of $D_{t} \rho$ and replacing $q_{t}^{j}, r_{t}^{j}(j=0,1,2,3)$ by using Eq. (18) yield the function

$$
E=\left(2 c_{2} q^{3}+2 c_{1} q^{2} r+c_{4} q^{2} r+3 c_{4} r^{3}\right) r_{x x x x}+\left(3 c_{1} q^{3}+c_{1} q r^{2}+2 c_{4} q r^{2}-2 c_{5} r^{3}\right) q_{x x x x}
$$

$$
\begin{align*}
& +\left(2 c_{2} q^{4} r+2 c_{13} q^{3} r^{2}+c_{5} q^{2} r^{3}+3 c_{5} r^{5}+4 c_{15} q^{2} q_{x}+8 c_{1} q^{2} r_{x}+c_{4} q^{2} r_{x}+8 c_{1} q q_{x} r\right. \\
& \left.+10 c_{4} q q_{x} r+2 c_{9} q r r_{x}+4 c_{8} q_{x} r^{2}+27 c_{4} r^{2} r_{x}-2 c_{4} q_{x x}\right) r_{x x x}+\left(3 c_{2} q^{5}+c_{2} q^{3} r^{2}\right. \\
& -2 c_{11} q^{2} r^{3}+2 c_{5} q r^{4}+27 c_{1} q^{2} q_{x}-4 c_{10} q^{2} r_{x}-2 c_{9} q q_{x} r+10 c_{1} q r r_{x}+8 c_{4} q r r_{x}+c_{1} q_{x} r^{2} \\
& \left.+8 c_{4} q_{x} r^{2}-4 c_{16} r^{2} r_{x}+2 c_{1} r_{x x}\right) q_{x x x}+\left(6 c_{1} q^{2}+18 c_{4} r^{2}\right) r_{x x}^{2}+\left(16 c_{3} q^{7}+\left(6 c_{2} q^{2}\right.\right. \\
& \left.+12 c_{1} q r+12 c_{4} q r-6 c_{5} r^{2}\right) q_{x x}+4 c_{15} q^{3} q_{x}+6 c_{2} q^{3} q_{x} r+c_{9} q^{3} q_{x} r+6 c_{13} q^{2} q_{x} r^{2} \\
& +6 c_{10} q^{2} r^{2} r_{x}+2 c_{16} q^{2} r^{2} r_{x}+3 c_{5} q^{2} r^{2} r_{x}+2 c_{9} q^{2} r^{2} r_{x}+12 c_{5} q q_{x} r^{3}+4 c_{8} q q_{x} r^{3} \\
& +3 c_{9} q_{x} r^{3}+4 c_{11} q r^{3} r_{x}+24 c_{1} q q_{x} r_{x}+2 c_{9} q_{x} r r_{x}+12 c_{7} q^{5} r^{2}+c_{11} q^{4} r^{3}+2 c_{13} q^{4} r^{3} \\
& +8 c_{14} q^{3} r^{4}+3 c_{11} q^{2} r^{5}+4 c_{12} q r^{6}+2 c_{10} q^{4} r_{x}+6 c_{2} q^{4} r_{x}+6 c_{16} r^{4} r_{x}+27 c_{5} r^{4} r_{x} \\
& \left.+4 c_{15} q q_{x}^{2}+4 c_{10} q r_{x}^{2}+12 c_{4} r q_{x}^{2}+36 c_{4} r r_{x}^{2}\right) r_{x x}+\left(18 c_{1} q^{2}+6 c_{4} r^{2}\right) q_{x x}^{2}+\left(-4 c_{13} q^{3} q_{x} r\right. \\
& +4 c_{10} q^{3} r r_{x}+12 c_{2} q^{3} r r_{x}+3 c_{9} q^{3} r r_{x}+2 c_{15} q^{2} q_{x} r^{2}+3 c_{2} q^{2} q_{x} r^{2}+6 c_{8} q^{2} q_{x} r^{2} \\
& +2 c_{9} q^{2} q_{x} r^{2}-6 c_{11} q^{2} r^{2} r_{x}+4 c_{16} q r^{3} r_{x}+6 c_{5} q r^{3} r_{x}+c_{9} q r^{3} r_{x}-2 c_{9} q q_{x} r_{x}-16 c_{6} r^{7} \\
& -4 c_{7} q^{6} r+3 c_{13} q^{5} r^{2}-8 c_{14} q^{4} r^{3}+2 c_{11} q^{3} r^{4}+c_{13} q^{3} r^{4}-12 c_{12} q^{2} r^{5}+6 c_{15} q^{4} q_{x} \\
& +27 c_{2} q^{4} q_{x}+6 c_{5} q_{x} r^{4}+2 c_{8} r^{4} q_{x}+36 c_{1} q q_{x}^{2}+12 c_{1} q r_{x}^{2}-4 c_{8} q_{x}^{2} r-4 c_{16} r_{x}^{2} r \\
& \left.+24 q_{x} r r_{x} c_{4}\right) q_{x x}+16 c_{11} q^{3} q_{x} r^{3} r_{x}+16 c_{13} q^{3} q_{x} r^{3} r_{x}+15 c_{9} q^{2} q_{x}^{2} r r_{x}+15 c_{9} q q_{x} r^{2} r_{x}^{2} \\
& +2 c_{11} q q_{x} r^{5} r_{x}+2 c_{13} q^{5} q_{x} r r_{x}+4 c_{10} q^{2} q_{x}^{2} r r_{x}+12 c_{16} q_{x} r^{2} r_{x}^{2}+4 c_{8} q q_{x} r^{2} r_{x}^{2} \\
& +12 c_{15} q^{2} q_{x}^{2} r r_{x}+2 c_{10} q q_{x} r^{2} r_{x}^{2}+2 c_{8} q^{2} q_{x}^{2} r r_{x}+24 c_{6} r^{9} r_{x}+24 c_{3} q^{9} q_{x}+6 c_{5} r^{3} r_{x}^{3} \\
& +6 c_{2} q^{3} q_{x}^{3}+18 c_{16} r^{3} r_{x}^{3}+18 c_{15} q^{3} q_{x}^{3}+19 c_{13} q^{4} q_{x}^{2} r^{2}+2 c_{13} q^{4} r^{2} r_{x}^{2}+8 c_{6} q^{2} r^{7} r_{x} \\
& +16 c_{6} q q_{x} r^{8} c_{6}+16 c_{3} q^{8} r r_{x}+8 c_{3} q^{7} q_{x} r^{2}+6 c_{5} q_{x}^{2} r^{3} r_{x}+6 c_{2} q^{3} q_{x} r_{x}^{2}+14 c_{10} q^{3} q_{x} r_{x}^{2} \\
& +16 c_{10} q^{2} r r_{x}^{3}+6 c_{12} q^{4} r^{5} r_{x}+18 c_{12} q^{3} q_{x} r^{6}+22 c_{12} q^{2} r^{7} r_{x}+2 c_{9} q^{2} r r_{x}^{3}+c_{9} q_{x}^{2} r^{3} r_{x} \\
& +c_{9} q^{3} q_{x} r_{x}^{2}+2 c_{9} q q_{x}^{3} r^{2}+3 c_{13} q^{2} q_{x}^{2} r^{4}+3 c_{13} q^{2} q_{x}^{2} r^{4}+3 c_{11} q^{4} r^{2} r_{x}^{2}+4 c_{14} q^{6} r^{3} r_{x} \\
& +20 c_{14} q^{4} r^{5} r_{x}+4 c_{16} q_{x}^{2} r^{3} r_{x}+2 c_{16} q^{2} r r_{x}^{3}+16 c_{8} q q_{x}^{3} r^{2}+14 c_{8} q_{x}^{2} r^{3} r_{x}+4 c_{15} q^{3} q_{x} r_{x}^{2} \\
& +22 c_{7} q^{7} q_{x} r^{2}+18 c_{7} q^{6} r^{3} r_{x}+6 c_{7} q^{5} q_{x} r^{4}+4 c_{14} q^{3} q_{x} r^{6}+2 c_{15} q q_{x}^{3} r^{2}+2 c_{7} q^{8} r r_{x} \\
& +2 c_{11} q^{2} q_{x}^{2} r^{4}+19 c_{11} q^{2} r^{4} r_{x}^{2}-2 c_{4} q_{x x x x x} r+2 c_{1} q r_{x x x x x} . \tag{53}
\end{align*}
$$

Solving the following equations by Maple,

$$
\begin{equation*}
\frac{\delta E}{\delta q}=0, \quad \frac{\delta E}{\delta r}=0 \tag{54}
\end{equation*}
$$

gives $c_{3}=c_{6}=c_{7}=c_{8}=c_{9}=c_{10}=c_{11}=c_{12}=c_{13}=c_{14}=0, c_{16}=3 c_{5}, c_{15}=3 c_{2}$, and $c_{1}, c_{2}, c_{4}$, $c_{5}$ are arbitrary constants. Thus, we obtain the conserved densities, except for $q, r$,

$$
\begin{aligned}
& \rho_{1}=c_{1} q q_{x x x}+c_{4} r r_{x x x}, \\
& \rho_{2}=c_{5} r^{3} r_{x x}+3 c_{5} r^{2} r_{x}^{2}, \\
& \rho_{3}=c_{2} q^{3} q_{x x}+3 c_{2} q^{2} q_{x}^{2},
\end{aligned}
$$

where $\frac{\delta}{\delta u}=\frac{\partial}{\partial u}-D_{x} \frac{\partial}{\partial u_{x}}+D_{x}^{2} \frac{\partial}{\partial u_{x x}}-\cdots$. As for rank $R=5,6, \ldots$, we can analogously calculate the resulting conserved densities of the heat integrable system Eq. (18).

## 6 Conclusion and discussion

In the paper, we expanded the Guo hierarchy with the help of enlarged loop algebras. As a result, we obtained the isospectral and nonisospectral expanding integrable models, which reduced the linear heat equations and a type of generalized Camassa-Holm equation which was once obtained by Chang, Hu and Li. By converting the usual Lax pair of the Guo hierarchy into the Lax pair in Riccati forms, the Bäcklund transformation of the Guo hierarchy was singled out. In addition, we investigated the format of conserved densities of a reduced integrable nonlinear system when $\operatorname{rank} R=4$, from which one could deduce other conserved densities when $\operatorname{rank} R=5,6, \ldots$. This approach can extend to other integrable systems, which indicates it has extensively applicable in integrable system theory. Arqub [32,33] applied the generalized Taylor series formula in the Caputo sense to present the solution of the time-fractional Schrödinger equation. He also considered the solutions of systems of first-order, two-point boundary value problems for ODEs. In Ref. [34], he presented a kernel algorithm for obtaining the numerical solutions of fractional-order systems of Dirichlet function types. Meanwhile, Riza et al. [35, 36] discussed the heat and mass transfer for MHD Oldroyd-B fluid and Maxwell fluid in view of local and nonlocal differential operators. In the forthcoming days, we would like to apply the generalized Tu scheme to further seek new nonisospectral integrable systems and some resulting properties. Besides, we also consider whether we are able to generalize the method presented in the paper to the fractional-order differential equations in terms of the ideas showed in Refs. [32-36].
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