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Abstract
This paper is devoted to the dynamical behavior of stochastic coupled suspension
bridge equations of Kirchhoff type. For the deterministic cases, there are many
classical results such as existence and uniqueness of a solution and long-term
behavior of solutions. To the best of our knowledge, the existence of random
attractors for the stochastic coupled suspension bridge equations of Kirchhoff type is
not yet considered. We intend to investigate these problems. We first obtain the
dissipativeness of a solution in higher-energy spaces
H3(U)× H1

0(U)× (H2(U)∩ H1
0(U))× H1

0(U). This implies that the random dynamical
system generated by the equation has a random attractor in
(H2(U)∩ H1

0(U))× L2(U)× H1
0(U)× L2(U), which is a tempered random set in the space

in H3(U)× H1
0(U)× (H2(U)∩ H1

0(U))× H1
0(U).

Keywords: Coupled suspension bridge equations; Random dynamical system;
Random attractors; Kirchhoff-type

1 Introduction
In this paper, for simplicity, set �2u = uxxxx, –�u = –uxx, ∇u = ux. We consider the follow-
ing stochastic coupled suspension bridge equations of Kirchhoff type:

⎧
⎪⎪⎨

⎪⎪⎩

u1tt + α�2u1 + δ1u1t + k(u1 – u2)+ + (p – ‖∇u1‖2
L2(U))�u1 + fB(u1) = qB(x)Ẇ1,

in U × [τ , +∞), τ ∈R,

u2tt – β�u2 + δ2u2t – k(u1 – u2)+ + fS(u2) = qS(x)Ẇ2, in U × [τ , +∞), τ ∈R

(1.1)

subject to boundary conditions at both ends

u1(x, t) = �u1(x, t) = 0, x ∈ ∂U , t ≥ τ ,

u2(x, t) = 0, x ∈ ∂U , t ≥ τ ,
(1.2)

and the initial-value conditions

u1(x, τ ) = u10(x), u1t(x, τ ) = u11(x), x ∈ U ,

u2(x, τ ) = u20(x), u2t(x, τ ) = u21(x), x ∈ U ,
(1.3)

© The Author(s) 2019. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in anymedium, pro-
vided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and
indicate if changes were made.

https://doi.org/10.1186/s13662-019-2346-3
http://crossmark.crossref.org/dialog/?doi=10.1186/s13662-019-2346-3&domain=pdf
mailto:13893414055@163.com


Xu et al. Advances in Difference Equations        (2019) 2019:416 Page 2 of 20

Figure 1 A model of the one-dimensional bridge
represented by the coupling of the cable
(a vibrating string) and the roadbed (a vibrating
beam) by the stays, treated as nonlinear springs

where U is a bounded closed interval of R with a boundary ∂U = {0, L}. The first equation
of (1.1) represents the vibration of the road bed in the vertical direction, and the second
equation describes that of the main cable from which the road bed is suspended by the
tie cables, see [1, 2]. We assume the ratios between the length of the bridge and other
dimensions to be very small, which entails that the torsional motion can be ignored, so
that the road bed can be simply modeled as a vibrating one-dimensional beam. In addition,
by neglecting the influence of the towers and side parts of the bridge, such a beam can be
assumed to have simply supported ends (see Fig. 1).

Now, we introduce the meanings of each terms in (1.1) as follows.
– u1 = u1(x, t) : [0, L] × [τ , +∞) →R represents the downward deflection of the beam

mid-line (of unitary length) in the vertical plane with respect to the reference
configuration.

– u2 = u2(x, t) : [0, L] × [τ , +∞) →R measures the vertical displacement of the string.
– α > 0 and β > 0 are the flexural rigidity of the structure and coefficient of tensible

strength of the cable, respectively.
– δ1, δ2 > 0 represent the viscous damping constants due to external resistant forces

which linearly depend on the velocity.
– k > 0 is the spring constant, the nonlinear terms ±k(u1 – u2)+ model the restoring

force due to the suspenders, which are assumed to behave as one-sided springs. Such
a restoring force is proportional to the elongation of the suspenders if they are
stretched and vanishes if they are compressed. In addition, it holds the road bed up
and pulls the cable down; therefore, into the first equation, the plus sign in the front
of k(u1 – u2)+ occurs, but into the second equation, the sign in front of the same term
is minus.

– p ∈R accounts for the axial force acting at the end of the road bed of the bridge in the
reference configuration: it is negative when the beam is axially stretched, positive
when compressed.

– ‖∇u1‖2
L2(U) takes into account the geometry of the beam bending due to its

elongation.
– fB and fS are given vertical dead-load distributions acting on the deck and the main

cable, respectively.
In addition to normal vehicular load, a bridge is also occasionally subject to random

loads such as seismic and wind forces. Such random forces can be modeled by two noise
terms Ẇ1(t) and Ẇ2(t) on the right-hand side of equation (1.1). Ẇi(t) (i = 1, 2) are the
scalar Gaussian white noises, i.e., formally the derivative of the two-sided real-value scalar
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Wiener processes {Wi(t)}t∈R (i = 1, 2). We assume that the functions fB, fS , qB, qS always
satisfy the following assumptions.

(i) The nonlinear terms fB ∈ C3(R,R) and fS ∈ C2(R,R) with fB(0) = fS(0) = 0, which
satisfy the following conditions.
(a) Growth conditions:

∣
∣fB(τ )

∣
∣,

∣
∣fS(τ )

∣
∣ ≤ C0

(
1 + |τ |γ )

, γ ≥ 1,∀τ ∈R, (1.4)

where C0 is a positive constant.
(b) Dissipation conditions:

FB(τ ) :=
∫ τ

0
fB(r) dr ≥ C1

(|τ |γ +1 – 1
)
,

FS(τ ) :=
∫ τ

0
fS(r) dr ≥ C1

(|τ |γ +1 – 1
)
, γ ≥ 1,∀τ ∈R,

(1.5)

and

τ fB(τ ) ≥ C2
(
FB(τ ) – 1

)
, τ fS(τ ) ≥ C2

(
FS(τ ) – 1

)
, ∀τ ∈R, (1.6)

where C1 and C2 are positive constants.
(ii) qB(x) ∈ H3(U) ∩ H1

0 (U) and qS(x) ∈ H2(U) ∩ H1
0 (U) are not identically equal to zero.

The suspension bridge equations were presented by Lazer and McKenna as new prob-
lems in the field of nonlinear analysis [1]. Equation (1.1) models a random perturbation
of the coupled suspension bridge equation of Kirchhoff type. If we ignore the effects of
white noises in (1.1), that is, qB(x) ≡ qS(x) ≡ 0, then there are a lot of profound results
on the dynamics of a variety of deterministic systems related to (1.1), see [3–19] and the
reference therein. For example, just for a single deterministic suspension bridge equation
(without white noises), in [3–9, 18], the authors investigated the existence, uniqueness,
and global attractors of the solution. And for the deterministic coupled string-beam equa-
tions (without white noises) and the similar problems, Woinowsky–Krieger gave existence
and uniqueness of the solution in the different spaces [17]. The authors achieved the ex-
istence of strong solutions and global attractors for both the autonomous case in [13] and
the nonautonomous case in [14]. Other results have been obtained in [10–12, 15, 16, 19]
and the reference therein.

From the above presentation we can see that the universal attractors for the determin-
istic suspension bridge equations are better investigated. On the other hand, the random
dynamics of the suspension bridge equations are little considered. Ahmed [20] presented
the stochastic versions of the models used in [2] and also their extensions to models that
include torsional motions. This permits to study suspension bridges subject to random
wind or seismic forces in addition to deterministic loads. They proved the existence,
uniqueness, and regularity properties of solutions of these stochastic models on these
Hilbert spaces. In case of sustained stochastic wind forces, it is conceivable that a ran-
dom nonempty set as an attractor may exist and may lead to collapse of the bridge unless
the attractor contains the rest state and the bridge returns to the rest state after the storm
has passed. Therefore, it is necessary and meaningful to study the random attractors for
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the suspension bridge equation. Recently, the authors studied the existence of random at-
tractors for both the single extensible suspension bridge equation in [21] and the coupled
beam-string system in [22]. To the best of our knowledge, the existence of random attrac-
tors for the coupled suspension bridge equations of Kirchhoff type with white noises is
still not considered, while it is just our concern.

The concept of random attractors was introduced in [23–25] for the infinite-dimensional
random dynamical systems (RDS). A random attractor of RDS is a measurable and com-
pact invariant random set attracting all orbits. It is the appropriate generalization of the
now classical attractor from the deterministic dynamical systems to the RDS. The reason
is that if such a random attractor exists, it is the smallest attracting compact set and the
largest invariant set [25]. These abstract results have been successfully applied into many
stochastic dissipative partial differential equations such as reaction diffusion equations,
Navier–Stokes equations, and nonlinear wave equations, see [26–30] and the references
therein. For instance, the existence of random attractor for a damped sine-Gordon equa-
tion was proved in [26]. Yang, Kloeden, and Duan [28, 29] studied random attractors for
the stochastic semi-linear degenerate parabolic equation and the wave equation with non-
linear damping and white noise, respectively.

As we know, for a dynamical system perturbed by a white noise, there is no chance that
bounded subsets of the state space remain invariant. White noise pushes the system out of
every bounded set with probability one [23, 24]. It implies that the classical results of global
attractors for the deterministic dynamical system are not suitable for RDS. Therefore, how
to establish a compact random invariant set is the main task in studying these problems.
Considering our system (1.1)–(1.3), the parameter p ∈R and the term –‖∇u‖2

L2(U)�u also
bring some difficulties, they make the calculus more complex than those in [22, 30]. In
order to prove the existence of random attractors for system (1.1)–(1.3), we use the meth-
ods established by Crauel, Flandoli, Arnold, and others in [23–25], which are still vital and
useful until now.

The article is organized as follows. The definition of RDS and some abstract results are
stated in Sect. 2. In Sect. 3, we present the existence and uniqueness of the solution corre-
sponding to system (1.1)–(1.3), which determines an RDS. Finally, the existence of random
attractors is shown in Sect. 4.

In this paper, the letters Ci (i ∈ N) below are generic positive constants which do not
depend on ω, τ , and t.

2 Necessary notations and abstract results
In this section, we recall some basic concepts related to the RDS and random attractors
for an RDS in [23–25], which are important for getting our main results.

Let (X,‖ · ‖X) be a separable Hilbert space with Borel σ -algebra B(X), and let (Ω ,F , P)
be a probability space, where

Ω =
{
ω(t) ∈ C

(
R,R2) : ω(0) = 0

}

is endowed with compact-open topology, P is a Wiener measure, and F is the P-
completion of Borel σ -algebra on Ω . In addition, we write W (t,ω) = (W1(t), W2(t))T =
ω(t), t ∈R, ω ∈ Ω and define

θtω(·) = ω(· + t) – ω(t), t ∈R,ω ∈ Ω .
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Then θt : Ω → Ω , t ∈R is a family of measure preserving and ergodic transformations
such that (t,ω) → θtω is measurable, θ0 = id and θt+s = θtθs for all t, s ∈ R. The flow θt

together with the probability space (Ω ,F , P, (θt)t∈R) is called a metric dynamical system.

Definition 2.1 Let (Ω ,F , P, (θt)t∈R) be a metric dynamical system. Suppose that the map-
ping φ : R+ × Ω × X → X is (B(R+) × F × B(X),B(X))-measurable and satisfies the fol-
lowing properties:

(i) φ(0,ω)x = x, x ∈ X , and ω ∈ Ω ;
(ii) φ(t + s,ω) = φ(t, θsω) ◦ φ(s,ω) for all t, s ∈R

+, x ∈ X , and ω ∈ Ω .
Then φ is called a random dynamical system (RDS). Moreover, φ is called a continuous
RDS if φ is continuous with respect to x for t ≥ 0 and ω ∈ Ω .

Definition 2.2 A set-valued map D : Ω → 2X is said to be a closed (compact) random set
if D(ω) is closed (compact) for P-a.s. ω ∈ Ω , and ω → d(x, D(ω)) is P-a.s. measurable for
all x ∈ X.

Definition 2.3 If K and B are random sets such that for P-a.s. ω there exists a time tB(ω)
such that, for all t ≥ tB(ω),

φ(t, θ–tω)B ⊂ K(ω),

then K is said to absorb B, and tB(ω) is called the absorption time.

Definition 2.4 A random set A = {A(ω)}ω∈Ω ⊂ X is called a random attractor associated
with the RDS φ if P-a.s.:

(i) A is a random compact set, i.e., A(ω) is compact for P-a.s. ω ∈ Ω , and the map
ω → d(x, A(ω)) is measurable for every x ∈ X ;

(ii) A is φ-invariant, i.e., φ(t,ω)A(ω) = A(θtω) for all t ≥ 0 and P-a.s. ω ∈ Ω ;
(iii) A attracts every bounded (non-random) set B in X , i.e., for all bounded (and

non-random) B ⊂ X ,

lim
t→∞ d

(
φ(t, θ–tω)B, A(ω)

)
= 0,

where d(·, ·) denotes the Hausdorff semidistance:

d(A, B) = sup
x∈A

inf
y∈B

d(x, y), A, B ∈ X.

Note that φ(t, θ–tω)x can be interpreted as the position of the trajectory which was in x
at time –t. Thus, the attraction property holds from t = –∞.

Theorem 2.5 ([14]; Existence of a random attractor) Let φ be a continuous random dy-
namical system on X over (Ω ,F , P, (θt)t∈R). Suppose that there exists a random compact
set K(ω) absorbing every bounded non-random set B ⊂ X. Then the set

A =
{

A(ω)
}

ω∈Ω
=

⋃

B⊂X

ΛB(ω)
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is a global random attractor for φ, where the union is taken over all bounded B ⊂ X, and
ΛB(ω) is the ω-limits set of B given by

ΛB(ω) =
⋂

s≥0

⋃

t≥s
φ(t, θ–tω)B.

3 Existence and uniqueness of solutions
Let (H , (·, ·),‖ · ‖) be a real Hilbert space, and let A : D(A) → H be a strictly positive self-
adjoint operator. For any r ∈ R, the scale of Hilbert spaces generated by the powers of A
is introduced as follows:

Hr = D
(
A

r
4
)
, (u, v)r =

(
A

r
4 u, A

r
4 v

)
,‖u‖r =

∥
∥A

r
4 u

∥
∥.

When r = 0, the index r is omitted. In particular, we have the compact embeddings Hr+1 ↪→
Hr along with the generalized Poincré inequality, there holds

‖u‖4
r+1 ≥ λ1‖u‖4

r , ∀u ∈ Hr+1, (3.1)

where λ1 > 0 is the first eigenvalue of A.
In order to establish more general results, we recast system (1.1)–(1.3) into an abstract

setting. Without loss of generality, we define

Y0 = L2(U), Y1 = H1
0 (U), Y2 = H2(U) ∩ H1

0 (U),

D(A) =
{

u,�u ∈ H2(U) | u(0) = u(L) = �u(0) = �u(L) = 0
}

,

where A = �2, A 1
2 = –�. For brevity, we introduce some spaces V1, V2, E which are used

throughout the paper, that is,

V1 = Y1 × Y0, V2 = Y2 × Y0, E = V2 × V1,

and endow spaces V1, V2, E with the following norms, respectively:

‖y1‖2
V1 = ‖u1‖2

2 + ‖v1‖2; ‖y2‖2
V2 = ‖u2‖2

1 + ‖v2‖2;

‖y‖2
E = α‖u1‖2

2 + ‖v1‖2 + β‖u2‖2
1 + ‖v2‖2

for all yi = (ui, vi)T ∈ Vi, y = (y1, y2) = ((u1, v1)T , (u2, v2)T ) ∈ E, i = 1, 2, here T denotes the
transposition.

Let u(x, t) = (u1(x, t), u2(x, t))T , Φ =
( αA O

O βA
1
2

)
, Q(x) =

( qB(x) 0
0 qS(x)

)
, Λ =

( δ1 0
0 δ2

)
, f (u) =

(fB(u1) + k(u1 – u2)+ – (p –‖u1‖2
1)A 1

2 u1, fS(u2) – k(u1 – u2)+)T , W (t) = (W1(t), W2(t))T . Then
system (1.1)–(1.3) can be written as

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

utt + Φu + Λut + f (u) = Q(x)Ẇ (t), in U × [τ , +∞), τ ∈ R,

u(x, t)|∂U = (u1(x, t)|∂U , u2(x, t)|∂U )T = (0, 0)T ,

�u(x, t)|∂U = (�u1(x, t)|∂U , 0)T = 0,

u(x, τ ) = u0(x) = (u10(x), u20(x))T ,

ut(x, τ ) = u1(x) = (u11(x), u21(x))T .

(3.2)



Xu et al. Advances in Difference Equations        (2019) 2019:416 Page 7 of 20

Let

ε = min

{
αλ1δ1

2δ2
1 + 3αλ1

,
β
√

λ1δ2

2δ2
2 + 3β

√
λ1

}

. (3.3)

By the transformation, u = u, z = (z1, z2)T = (u1t + εu1 – qB(x)W1(t), u2t + εu2 – qS(x) ×
W2(t))T = ut +εu – Q(x)W (t), we obtain the following random partial differential equation
(RPDE):

⎧
⎪⎪⎨

⎪⎪⎩

du
dt = z – εu + Q(x)W (t),
dz
dt = –Λz + εz – Φu + εΛu – ε2u – f (u) – ΛQ(x)W (t) + εQ(x)W (t),

u(x, τ ) = u0(x), z(τ ,ω) = z(x, τ ,ω) = u1(x) + εu0(x) – Q(x)W (τ ), x ∈ U .

(3.4)

In contrast to the stochastic differential equation (3.2), no stochastic differential appears
here. Let ϕ = (ϕ1,ϕ2) = ((u1, z1)T , (u2, z2)T ). Hence equation (3.4) can be written as

⎧
⎨

⎩

ϕ̇1t + L1ϕ1 = F1(ϕ1,ω), ϕ1(τ ,ω) = (u10, z1(τ ,ω))T , t ≥ τ ,

ϕ̇2t + L2ϕ2 = F2(ϕ2,ω), ϕ2(τ ,ω) = (u20, z2(τ ,ω))T , t ≥ τ ,
(3.5)

where

L1 =

(
εI –I

αA – ε(δ1 – ε)I (δ1 – ε)I

)

, L2 =

(
εI –I

βA 1
2 – ε(δ2 – ε)I (δ2 – ε)I

)

,

F1(ϕ1,ω) =

(
qB(x)W1(t)

–k(u1 – u2)+ + (p – ‖u1‖2
1)A 1

2 u1 – fB(u1) – (δ1 – ε)qB(x)W1(t)

)

,

and

F2(ϕ2,ω) =

(
qS(x)W2(t)

k(u1 – u2)+ – fS(u2) – (δ2 – ε)qS(x)W2(t)

)

.

We know from [31] that L1, L2 are the infinitesimal generators of C0-semigroup
eL1t , eL2t on V2, V1, respectively. It is not difficult to check that the functions F(·,ω) =
(F1(·,ω), F2(·,ω)) : E → E are locally Lipschitz continuous with respect to ϕ = (ϕ1,ϕ2) and
bounded for every ω ∈ Ω . Thus, by the classical semigroup theory on the local existence
and uniqueness of solutions of evolution differential equations in [31], we have the follow-
ing theorems.

Theorem 3.1 Let (1.4)–(1.6) hold, qB(x) ∈ H3(U) ∩ H2
0 (U), qS(x) ∈ H2(U) ∩ H1

0 (U), then
for any T > 0, τ ∈R, ω ∈ Ω , and ϕ(τ ,ω) = (ϕ1(τ ,ω),ϕ2(τ ,ω)) ∈ E, RPDE (3.5) has a unique
solution ϕ(·,ω) ∈ C([τ , τ + T); E) in mild sense, i.e.,

⎧
⎨

⎩

ϕ1(t,ω) = eL1(t–τ )ϕ1(τ ,ω) +
∫ t
τ

eL1(t–s)F1(ϕ1(s),ω) ds,

ϕ2(t,ω) = eL2(t–τ )ϕ2(τ ,ω) +
∫ t
τ

eL2(t–s)F2(ϕ2(s),ω) ds.
(3.6)

Moreover, ϕ(t,ϕ(τ ,ω)) is continuous in t and ϕ(τ ,ω).
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Theorem 3.2 Let (1.4)–(1.6) hold, qB(x) ∈ H3(U) ∩ H2
0 (U), qS(x) ∈ H2(U) ∩ H1

0 (U), then
the solution ϕ(·,ω) ∈ C([τ , τ +T); E) of system (3.5) generates a continuous random dynam-
ical system (θ , Sε(t,ω)) on E as

Sε(t,ω) : ϕ(τ ,ω) → ϕ(t,ω), E → E, (3.7)

by Sε(t,ω) = ϕ(t + τ , τ ,ϕ(τ ,ω)) = (ϕ1(t + τ , τ ,ϕ(τ ,ω)),ϕ2(t + τ , τ ,ϕ(τ ,ω))), where

ϕ1
(
t + τ , τ ,ϕ(τ ,ω)

)
=

(
u1(t + τ , τ ,ϕ(τ ,ω))

u1t(t + τ , τ ,ϕ(τ ,ω)) + εu1(t + τ , τ ,ϕ(τ ,ω)) – qB(x)W1(t)

)

,

ϕ2
(
t + τ , τ ,ϕ(τ ,ω)

)
=

(
u2(t + τ , τ ,ϕ(τ ,ω))

u2t(t + τ , τ ,ϕ(τ ,ω)) + εu2(t + τ , τ ,ϕ(τ ,ω)) – qS(x)W2(t)

)

.

To show the conjugation of the solution of the stochastic partial differential equation
(3.2) and RPDE (3.5), we introduced the homeomorphism

R(θtω)y =
(
y1, y2 – εy1 + Q(x)W (t)

)T , y = (y1, y2)T ∈ E

with the inverse homeomorphism being

R–1(θtω)y =
(
y1, y2 + εy1 – Q(x)W (t)

)T .

Then the transformation

S(t,ω) = R(θtω)Sε(t,ω)R–1(θtω) (3.8)

also determines an RDS corresponding to equation (3.2).
We will also use the transformation, let

η(t) =
(
η1(t),η2(t)

)
=

((
u1(t), u1t(t) + εu1(t)

)T ,
(
u2(t), u2t(t) + εu2(t)

)T)
,

G1(η1,ω) =

⎛

⎝
0

–k(u1 – u2)+ + (p – ‖u1‖2
1)A 1

2 u1 – fB(u1) + qB(x)Ẇ1(t)

⎞

⎠ ,

and

G2(η2,ω) =

(
0

k(u1 – u2)+ – fS(u2) + qS(x)Ẇ2(t)

)

,

then RPDE (3.2) can be rewritten as
⎧
⎨

⎩

η1t + L1η1 = G1(η1,ω), η1(τ ,ω) = (u10, u11 + εu10)T ,

η2t + L2η2 = G2(η2,ω), η2(τ ,ω) = (u20, u21 + εu20)T .
(3.9)

We introduce the isomorphism Tεy = (y1, y2 +εy1)T , y = (y1, y2)T ∈ E, which has the inverse
isomorphism T–εy = (y1, y2 – εy1)T . It follows that (θ , S̄ε(t,ω)) with the transformation

S̄ε(t,ω) = TεS(t,ω)T–ε (3.10)
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is also an RDS corresponding to (3.5). Therefore, the two RDS S(t,ω) and S̄ε(t,ω) are equiv-
alent.

4 Existence of a random attractor
In this section, we prove the existence of a random attractor for RDS (3.5) in the space E.

Lemma 4.1 Let (1.4)–(1.6) hold, qB(x) ∈ H3(U) ∩ H2
0 (U), qS(x) ∈ H2(U) ∩ H1

0 (U). There
exist a random variable r1(ω) > 0 and a bounded ball B0 of E centered at 0 with random
radius r0(ω) > 0 such that, for any bounded non-random set B of E, there exists a determinis-
tic T(B) ≤ –1 such that the solution ϕ(t,ω;ϕ(τ ,ω)) = (ϕ1(t,ω;ϕ1(τ ,ω)),ϕ2(t,ω;ϕ2(τ ,ω))) =
((u1(t,ω), z1(t,ω))T , (u2(t,ω), z2(t,ω))T ) of (3.5) with the initial value ((u10, u11 + εu10)T ,
(u20, u21 + εu20)T ) ∈ B satisfies, for P-a.s. ω ∈ Ω ,

∥
∥ϕ

(
–1,ω;ϕ(τ ,ω)

)∥
∥

E ≤ r0(ω), τ ≤ T(B),

and for all τ ≤ t ≤ 0,

∥
∥ϕ

(
t,ω;ϕ(τ ,ω)

)∥
∥2

E ≤ R1(t,ω), (4.1)

where z1(t,ω) = u1t(t) + εu1(t) – qB(x)W1(t), z2(t,ω) = u2t(t) + εu2(t) – qS(x)W2(t), and
R(t,ω) is given by

R1(t,ω) = e–ε1(t–τ )
(

‖u10‖2
2 + ‖u11 + εu10‖2 + ‖qB‖2∣∣W1(τ )

∣
∣2 + ‖u20‖2

1 + ‖u21 + εu20‖2

+ ‖qS‖2∣∣W2(τ )
∣
∣2 +

1
2
(‖u10‖2

1 – p
)2 + k

∥
∥(u10 – u20)+∥

∥2

+ 2
∫

Ω

FB(u10) dx + 2
∫

Ω

FS(u20) dx
)

+ Mr2
1(ω)).

It is easy to deduce a similar absorption result for

η(–1) = (η1,η2) =
((

u1(–1), u1t(–1) + εu1(–1)
)T ,

(
u2(–1), u2t(–1) + εu2(–1)

)T)

instead of ϕ(–1).

Proof Taking the inner product in V2 of the first equation of (3.5) with ϕ1 = (u1, z1)T , and
taking the inner product in V1 of the second equation of (3.5) with ϕ2 = (u2, z2)T , in which
z1 = u1t + εu1 – qB(x)W1(t), z2 = u2t + εu2 – qS(x)W2(t), then adding them, we find that

1
2

d
dt

‖ϕ1‖2
V2 + (L1ϕ1,ϕ1)V2 +

1
2

d
dt

‖ϕ2‖2
V1 + (L2ϕ2,ϕ2)V1

=
(
F1(ϕ1,ω),ϕ1

)

V2
+

(
F2(ϕ2,ω),ϕ2

)

V1
, ∀t ≥ τ . (4.2)

Due to (3.1), using the Hölder and Young inequalities, we get

(L1ϕ1,ϕ1)V2 + (L2ϕ2,ϕ2)V1

= ε‖u1‖2
2 + (α – 1)(Au1, z1) – ε(δ1 – ε)(u1, z1) + (δ1 – ε)‖z1‖2
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+ ε‖u2‖2
1 + (β – 1)

(
A

1
2 u2, z2

)
– ε(δ2 – ε)(u2, z2) + (δ2 – ε)‖z2‖2

≥ 1
2

d
dt

(
(α – 1)‖u1‖2

2 + (β – 1)‖u2‖2
1
)

+ ε
(
α‖u1‖2

2 + β‖u2‖2
1
)

–
εδ1√
λ1

‖u1‖2‖z1‖ + (δ1 – ε)‖z1‖2 –
εδ2
4√λ1

‖u2‖1‖z2‖ + (δ2 – ε)‖z2‖2

+ (1 – α)
(
Au1, qB(x)W1(t)

)
+ (1 – β)

(
A

1
2 u2, qS(x)W2(t)

)

≥ 1
2

d
dt

(
(α – 1)‖u1‖2

2 + (β – 1)‖u2‖2
1
)

+ ε
(
α‖u1‖2

2 + β‖u2‖2
1
)

–
εα

4
‖u1‖2

2

–
εδ2

1
αλ1

‖z1‖2 + (δ1 – ε)‖z1‖2 –
εβ

4
‖u2‖2

1 –
εδ2

2

β
√

λ1
‖z2‖2 + (δ2 – ε)‖z2‖2

+ (1 – α)
(
Au1, qB(x)W1(t)

)
+ (1 – β)

(
A

1
2 u2, qS(x)W2(t)

)

≥ 1
2

d
dt

(
(α – 1)‖u1‖2

2 + (β – 1)‖u2‖2
1
)

+
ε

2
‖ϕ‖2

E +
ε

4
(
α‖u1‖2

2 + β‖u2‖2
1
)

+
δ1

2
‖z1‖2 +

δ2

2
‖z2‖2 + (1 – α)

(
Au1, qB(x)W1(t)

)

+ (1 – β)
(
A

1
2 u2, qS(x)W2(t)

)
, (4.3)

noting that we use (3.3) in the last inequality. In addition,

(
F1(ϕ1,ω),ϕ1

)

V2
+

(
F2(ϕ2,ω),ϕ2

)

V1

=
(
u1, qB(x)W1(t)

)

2 +
(
u2, qS(x)W2(t)

)

1 –
(
k(u1 – u2)+, z1

)
+

(
k(u1 – u2)+, z2

)

–
(
fB(u1), z1

)
+

((
p – ‖u1‖2

1
)
A

1
2 u1, z1

)
– (δ1 – ε)

(
qB(x)W1(t), z1

)
–

(
fS(u2), z2

)

– (δ2 – ε)
(
qS(x)W2(t), z2

)

= –
1
2

d
dt

k
∥
∥(u1 – u2)+∥

∥2 – kε
∥
∥(u1 – u2)+∥

∥2 +
(
u1, qB(x)W1(t)

)

2 +
(
u2, qS(x)W2(t)

)

1

+ k
(
(u1 – u2)+, qB(x)W1(t)

)
– k

(
(u1 – u2)+, qS(x)W2(t)

)
– (δ1 – ε)

(
qB(x)W1(t), z1

)

– (δ2 – ε)
(
qS(x)W2(t), z2

)
+

((
p – ‖u1‖2

1
)
A

1
2 u1, z1

)

–
(
fB(u1), z1

)
–

(
fS(u2), z2

)
. (4.4)

We deal with some terms in (4.3) and (4.4) as follows:

α
(
u1, qB(x)W1(t)

)

2 + β
(
u2, qS(x)W2(t)

)

1

≤ ε

4
(
α‖u1‖2

2 + β‖u2‖2
1
)

+
α

ε
‖qB‖2

2
∣
∣W1(t)

∣
∣2 +

β

ε
‖qS‖2

1
∣
∣W2(t)

∣
∣2; (4.5)

∣
∣k

(
(u1 – u2)+, qB(x)W1(t)

)
– k

(
(u1 – u2)+, qS(x)W2(t)

)∣
∣

≤ kε

2
∥
∥(u1 – u2)+∥

∥2 +
k
ε
‖qB‖2∣∣W1(t)

∣
∣2 +

k
ε
‖qS‖2∣∣W2(t)

∣
∣2; (4.6)

∣
∣–(δ1 – ε)

(
qB(x)W1(t), z1

)
– (δ2 – ε)

(
qS(x)W2(t), z2

)∣
∣

≤ δ1

2
‖z1‖2 +

δ2

2
‖z2‖2 +

δ1

2
‖qB‖2∣∣W1(t)

∣
∣2 +

δ2

2
‖qS‖2∣∣W2(t)

∣
∣2. (4.7)
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Furthermore, we get

–
(‖u1‖2

1 – p
)(

A
1
2 u1, z1

)

= –
1
4

d
dt

(‖u1‖2
1 – p

)2 –
ε

2
(‖u1‖2

1 – p
)2 –

ε

2
‖u1‖4

1 +
εp2

2

+
(‖u1‖2

1 – p
)(

A
1
2 u1, qB(x)W1(t)

)

≤ –
1
4

d
dt

(‖u1‖2
1 – p

)2 –
ε

2
(‖u1‖2

1 – p
)2 –

ε

2
‖u1‖4

1 +
εp2

2
+

ε

4
(‖u1‖2

1 – p
)2

+
ε

2
‖u1‖4

1 +
‖qB‖4

1
2ε3

∣
∣W1(t)

∣
∣4

= –
1
4

d
dt

(‖u1‖2
1 – p

)2 –
ε

4
(‖u1‖2

1 – p
)2 +

εp2

2
+

‖qB‖4
1

2ε3

∣
∣W1(t)

∣
∣4. (4.8)

By means of (1.4) and (1.5), we conclude that

(
fB(u1), qB(x)W1(t)

)

≤ C0

∫

U

(
1 + |u1|γ

)
qB(x)W1(t) dx

≤ C0‖qB‖∣∣W1(t)
∣
∣ + C0

(∫

U
|u1|γ +1 dx

) γ
γ +1 ‖qB‖γ +1

∣
∣W1(t)

∣
∣

≤ C0‖qB‖∣∣W1(t)
∣
∣ + C0C

– γ
γ +1

1

(∫

U

(
FB(u1) + C1

)
dx

) γ
γ +1 ‖qB‖γ +1

∣
∣W1(t)

∣
∣

≤ C0‖qB‖∣∣W1(t)
∣
∣ +

εC0C–1
1

2

∫

U
FB(u1) dx +

C0

2ε
‖qB‖γ +1

γ +1
∣
∣W1(t)

∣
∣γ +1 +

εC0|U|
2

, (4.9)

so together (1.6) with (4.9), this yields

–
(
fB(u1), z1

)

= –
(
fB(u1), u1t + εu1 – qBW1(t)

)

≤ –
d
dt

∫

U
FB(u1) dx – εC2

∫

U
FB(u1) dx + εC2|U| +

(
fB(u1), qBW1(t)

)

≤ –
d
dt

∫

U
FB(u1) dx –

ε(2C2 – C0C–1
1 )

2

∫

U
FB(u1) dx + C0‖qB‖∣∣W1(t)

∣
∣

+
C0

2ε
‖qB‖γ +1

γ +1
∣
∣W1(t)

∣
∣γ +1 +

ε(C0 + 2C2)
2

|U|. (4.10)

Similarly, there holds w

–
(
fS(u2), z2

)

= –
(
fS(u2), u2t + εu2 – q2W2(t)

)

≤ –
d
dt

∫

U
FS(u2) dx –

ε(2C2 – C0C–1
1 )

2

∫

U
FS(u2) dx + C0‖qS‖

∣
∣W2(t)

∣
∣

+
C0

2ε
‖qS‖γ +1

γ +1
∣
∣W2(t)

∣
∣γ +1 +

ε(C0 + 2C2)
2

|U|. (4.11)
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Therefore, collecting with (4.2)–(4.11), we get

d
dt

(

‖ϕ‖2
E +

1
2
(‖u1‖2

1 – p
)2 + k

∥
∥(u1 – u2)+∥

∥2 + 2
∫

U
FB(u1) dx

+ 2
∫

U
FS(u2) dx + 4C1|U|

)

+ ε

(

‖ϕ‖2
E

+
1
2
(‖u1‖2

1 – p
)2 + k

∥
∥(u1 – u2)+∥

∥2 +
(
2C2 – C0C–1

1
)
∫

U
FB(u1) dx

+
(
2C2 – C0C–1

1
)
∫

U
FS(u2) dx + 4C1|U|

)

≤ M
(
1 +

∣
∣W1(t)

∣
∣ +

∣
∣W1(t)

∣
∣2 +

∣
∣W1(t)

∣
∣4 +

∣
∣W1(t)

∣
∣γ +1

+
∣
∣W2(t)

∣
∣ +

∣
∣W2(t)

∣
∣2 +

∣
∣W2(t)

∣
∣γ +1)

:= M
(
1 + E(t)

)
,

where M = max{2ε(C0 + 2C2 + 2C1)|U| + εp2, 2C0‖qB‖, 2α
ε

‖qB‖2
2 + (δ1 + 2k

ε
)‖qB‖2, ‖qB‖4

1
ε3 ,

C0
ε

‖qB‖γ +1
γ +1, 2C0‖qS‖, 2β

ε
‖qS‖2

2 + (δ2 + 2k
ε

)‖qS‖2, C0
ε

‖qS‖γ +1
γ +1}. Using (1.5), we have the fact

2
∫

U F1(u1) dx + 2
∫

U F2(u2) dx + 4C1|U| ≥ 0, let

I(t) = ‖ϕ‖2
E +

1
2
(‖u1‖2

1 – p
)2 + k

∥
∥(u1 – u2)+∥

∥2 + 2
∫

U
F1(u1) dx + 2

∫

U
F2(u2) dx

+ 4C1|U| ≥ 0.

Choosing ε1 = min{ε, ε(2C2–C0C–1
1 )

2 } and C2 > C0C–1
1

2 , then we have that

d
dt

I(t) + ε1I(t) ≤ M
(
1 + E(t)

)
. (4.12)

By the Gronwall lemma, we conclude that

∥
∥ϕ

(
t,ω;ϕ(τ ,ω)

)∥
∥2

E

≤ e–ε1(t–τ )I(τ ) + M
∫ t

τ

e–ε1(t–s)(1 + E(s)
)

ds

= e–ε1(t–τ )
(

‖u10‖2
2 + ‖u11 + εu10‖2 + ‖qB‖2∣∣W1(τ )

∣
∣2 + ‖u20‖2

1 + ‖u21 + εu20‖2

+ ‖qS‖2∣∣W2(τ )
∣
∣2 +

1
2
(‖u10‖2

1 – p
)2 + k

∥
∥(u10 – u20)+∥

∥2 + 2
∫

U
FB(u10) dx

+ 2
∫

U
FS(u20) dx + 4C1|U|

)

+ M
∫ t

τ

e–ε1(t–s)(1 + E(s)
)

ds. (4.13)

Take

r2
0(ω) = 1 +

M
ε1

+ sup
τ≤–1

eε1τ
(‖qB‖2∣∣W1(τ )

∣
∣2 + ‖qS‖2∣∣W2(τ )

∣
∣2) + M

∫ –1

–∞
e–ε1(–1–s)E(s) ds
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and

r2
1(ω) =

1
ε1

+
∫ 0

–∞
eε1sE(s) ds.

Since limt→∞ W1(t)
t = 0, limt→∞ W2(t)

t = 0, r2
0(ω) and r2

1(ω) are finite P-a.s. Given a bounded
set B of E, choose T(B) ≤ –1 such that

e–ε1(–1–τ )
(

‖u10‖2
2 + ‖u11 + εu10‖2 + ‖u20‖2

1 + ‖u21 + εu20‖2 +
1
2
(‖u10‖2

1 – p
)2

+ k
∥
∥(u10 – u20)+∥

∥2 + 2
∫

U
FB(u10) dx + 2

∫

U
FS(u20) dx + 4C1|U|

)

≤ 1 (4.14)

for all ((u10, u11 + εu10)T , (u20, u21 + εu20)T ) ∈ B, and for all τ ≤ T(B).
This completes the proof of Lemma 4.1. �

In order to obtain the regularity estimates later, we decompose the solution u(t) =
(u1(t), u2(t)) of system (1.1)–(1.3) with the initial value ((u10, u11 + εu10)T , (u20, u21 +
εu20)T ) ∈ B into two parts u1(t) = y11(t) + y12(t), u2(t) = y21(t) + y22(t), where (y11(t), y21(t)),
(y12(t), y22(t)) satisfy

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

y11tt + α�2y11 + δ1y11t + (p – ‖u‖2
1)�y11 = 0, in U × [τ , +∞), τ ∈R,

y21tt – β�y21 + δ2y21t = 0, in U × [τ , +∞), τ ∈R,

y11(x, t) = �y11(x, t) = y21(x, t) = 0, x ∈ ∂U , t ≥ τ ,

y11(x, τ ) = u10(x), y11t(x, τ ) = u11(x), x ∈ U ,

y21(x, τ ) = u20(x), y21t(x, τ ) = u21(x), x ∈ U

(4.15)

and

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

y12tt + α�2y12 + δ1y12t + (p – ‖u‖2
1)�y12 + k(u1 – u2)+

+ fB(u1) = qB(x)Ẇ1(t), in U × [τ , +∞), τ ∈R,

y22tt – β�y22 + δ2y22t – k(u1 – u2)+

+ fS(u2) = qS(x)Ẇ2(t), in U × [τ , +∞), τ ∈R,

y12(x, t) = �y12(x, t) = y22(x, t) = 0, x ∈ ∂U , t ≥ τ ,

y12(x, τ ) = 0, y12t(x, τ ) = 0, x ∈ U ,

y22(x, τ ) = 0, y22t(x, τ ) = 0, x ∈ U .

(4.16)

Lemma 4.2 Assume that p ≤ α
√

λ1
3 , B is a bounded non-random subset of E, then for any

((u10, u11 + εu10)T , (u20, u21 + εu20)T ) ∈ B,

∥
∥Y1(0)

∥
∥2

E = α
∥
∥y11(0)

∥
∥2

2 +
∥
∥y11t(0) + εy11(0)

∥
∥2 + β

∥
∥y21(0)

∥
∥2

1 +
∥
∥y21t(0) + εy21(0)

∥
∥2

≤ e ετ
2

C(p)
(
α‖u10‖2

2 – p‖u10‖2
1 + ‖u11 + εu10‖2 + β‖u20‖2

1

+ ‖u21 + εu20‖2 + ‖u10‖4
1
)
, (4.17)
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where Y1 = ((y11, y11t + εy11)T , (y21, y21t + εy21)T ) satisfies (4.15), and

C(p) =

⎧
⎨

⎩

1, p ≤ 0,

1 – p
α
√

λ1
, 0 < p ≤ α

√
λ1

3 .
(4.18)

Proof Taking the scalar product in L2(U) of the first and second equation of (4.15) with
v1 = y11t + εy11 and v2 = y21t + εy21, respectively, then adding them, we conclude that

1
2

d
dt

(
α‖y11‖2

2 + ‖v1‖2 + β‖y21‖2
1 + ‖v2‖2) +

(
p – ‖u‖2

1
)(

A
1
2 y11, v1

)
+ εα‖y11‖2

2

+ (δ1 – ε)‖v1‖2 – ε(δ1 – ε)(y11, v1) + εβ‖y21‖2
1 + (δ2 – ε)‖v2‖2

– ε(δ2 – ε)(y21, v2) = 0. (4.19)

It is easy to derive that

(‖u‖2
1 – p

)(
A

1
2 y11, v1

)

=
1
2

d
dt

(‖u‖2
1‖y11‖2

1 – p‖u1‖2
1
)

+ ε
(‖u‖2

1‖y11‖2
1 – p‖y11‖2

1
)
. (4.20)

Due to (3.3), we derive that 0 < ε < min{ δ1
3 , αλ1

2δ1
, δ2

3 , β
√

λ1
2δ2

}, then it follows that

εα‖y11‖2
2 + (δ1 – ε)‖v1‖2 – ε(δ1 – ε)(y11, v1)

+ εβ‖y21‖2
1 + (δ2 – ε)‖v2‖2 – ε(δ2 – ε)(y21, v2)

≥ εα‖y11‖2
2 +

2δ1

3
‖v1‖2 –

εα

2
‖y11‖2

2 –
εδ2

1
2αλ1

‖v1‖2

+ εβ‖y21‖2
1 +

2δ2

3
‖v2‖2 –

εβ

2
‖y21‖2

2 –
εδ2

2

2β
√

λ1
‖v2‖2

≥ ε

2
(
α‖y11‖2

2 + ‖v1‖2 + β‖y21‖2
1 + ‖v2‖2). (4.21)

Substituting (4.20) and (4.21) into (4.19) yields

d
dt

(
α‖y11‖2

2 – p‖y11‖2
1 + ‖v1‖2 + β‖y21‖2

1 + ‖v2‖2 + ‖u‖2
1‖y11‖2

1
)

+ ε
(
α‖y11‖2

2 – 2p‖y11‖2
1 + ‖v1‖2 + β‖y21‖2

1 + ‖v2‖2 + 2‖u‖2
1‖y11‖2

1
) ≤ 0. (4.22)

Let

G(t) = α‖y11‖2
2 – p‖y11‖2

1 + ‖v1‖2 + β‖y21‖2
1 + ‖v2‖2 + ‖u‖2

1‖y11‖2
1,

then (3.1) ensures that

G(t) ≥ C(p)‖Y1‖2
E > 0,

and

ε
(
α‖y11‖2

2 –2p‖y11‖2
1 +‖v1‖2 +β‖y21‖2

1 +‖v2‖2 +‖u‖2
1‖y11‖2

1
) ≥ ε

2
G(t) for p ≤ α

√
λ1

3
.
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Thus, from (4.22) we conclude that

d
dt

G(t) +
ε

2
G(t) ≤ 0.

By the Gronwall lemma, we get

G(0) ≤ e
ετ
2 G(τ )

≤ e
ετ
2
(
α‖u10‖2

2 – p‖u10‖2
1 + ‖u11 + εu10‖2 + β‖u20‖2

1 + ‖u21 + εu20‖2 + ‖u10‖4
1
)
.

Noticing that

∥
∥Y1(0)

∥
∥2

E = α
∥
∥y11(0)

∥
∥2

2 +
∥
∥y11t(0)+εy11(0)

∥
∥2 +β

∥
∥y21(0)

∥
∥2

1 +
∥
∥y21t(0)+εy21(0)

∥
∥2 ≤ G(0)

C(p)
,

we complete the proof. �

Lemma 4.3 Assume that (1.4) holds, there exists a random radius r2(ω) such that, for P-
a.s. ω ∈ Ω ,

∥
∥A

1
4 Y2

(
0,ω; Y2(τ ,ω)

)∥
∥2

E ≤ r2
1(ω)

C(p)
, (4.23)

where Y2 = ((y12, y12t + εy12 – qB(x)W1(t))T , (y22, y22t + εy22 – qS(x)W2(t))T ) satisfies (4.16),
provided that p ≤ α

√
λ1

3 .

Proof Provided that

Y2 = (Y21, Y22) =
((

y12, y12t + εy12 – qB(x)W1(t)
)T ,

(
y22, y22t + εy22 – qS(x)W2(t)

)T)
,

then equation (4.16) can be reduced to

⎧
⎨

⎩

Y21t + L1Y21 = H1(Y21,ω), Y21(τ ) = (0, –qB(x)W1(τ ))T , t ≥ τ ,

Y22t + L2Y22 = H2(Y22,ω), Y22(τ ) = (0, –qS(x)W2(τ ))T , t ≥ τ ,
(4.24)

where

H1(Y21,ω) =

⎛

⎝
qB(x)W1(t)

–k(u1 – u2)+ – (p – ‖u‖2
1)A 1

2 y12 – fB(u1) – (δ1 – ε)qB(x)W1(t)

⎞

⎠

and

H2(Y22,ω) =

(
qS(x)W2(t)

k(u1 – u2)+ – fS(u2) – (δ2 – ε)qS(x)W2(t)

)

.
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Taking the inner product in V2 of the first equation of (4.24) with A 1
2 Y21, and taking the

inner product in V1 of the second equation of (4.24) with A 1
2 Y22, we find that

1
2

d
dt

∥
∥A

1
4 Y21

∥
∥2

V2
+

(
L1Y21, A

1
2 Y21

)

V2
+

1
2

d
dt

∥
∥A

1
4 Y22

∥
∥2

V1
+

(
L2Y22, A

1
2 Y22

)

V1

=
(
H1(Y21,ω), A

1
2 Y21

)

V2
+

(
H2(Y22,ω), A

1
2 Y22

)

V1
, (4.25)

where

(
H1(Y21,ω), A

1
2 Y21

)

V2
+

(
H2(Y22,ω), A

1
2 Y22

)

V1

=
(
–k(u1 – u2)+ –

(
p – ‖u1‖2

1
)
A

1
2 y12 – fB(u1) – (δ1 – ε)qB(x)W1(t),

A
1
2
(
y12t + εy12 – qB(x)W1(t)

))

+
(
k(u1 – u2)+ – fS(u2) – (δ2 – ε)qS(x)W2(t), A

1
2
(
y22t + εy22 – qS(x)W2(t)

))

+
(
A

1
2 y12, qB(x)W1(t)

)

2 +
(
A

1
2 y22, qS(x)W2(t)

)

1. (4.26)

According to (4.3), we have

(
L1Y21, A

1
2 Y21

)

V2
+

(
L2Y22, A

1
2 Y22

)

V1

≥ 1
2

d
dt

(
(α – 1)

∥
∥A

1
4 y12

∥
∥2

2 + (β – 1)
∥
∥A

1
4 y22

∥
∥2

1

)
+

ε

2
∥
∥A

1
4 Y2

∥
∥2

E

+
ε

4
(
α
∥
∥A

1
4 y12

∥
∥2

2 + β
∥
∥A

1
4 y22

∥
∥2

1

)

+
δ1

2
∥
∥A

1
4
(
y12t + εy12 – qB(x)W1(t)

)∥
∥2 +

δ2

2
∥
∥A

1
4
(
y22t + εy22 – qS(x)W2(t)

)∥
∥2

+ (1 – α)
(
Ay12, A

1
2 qB(x)W1(t)

)
+ (1 – β)

(
A

1
2 y22, A

1
2 qS(x)W2(t)

)
. (4.27)

Thanks to the Young inequality, we obtain

α
(
Ay12, A

1
2 qB(x)W1(t)

)
+ β

(
A

1
2 y22, A

1
2 qS(x)W2(t)

)

≤ ε

4
(
α
∥
∥A

1
4 y12

∥
∥2

2 + β
∥
∥A

1
4 y22

∥
∥2

1

)
+

α

ε

∥
∥A

1
4 qB

∥
∥2

2

∣
∣W1(t)

∣
∣2

+
β

ε

∥
∥A

1
4 qS

∥
∥2

1

∣
∣W2(t)

∣
∣2. (4.28)

Below we estimate (4.26) one by one:

–
((

p – ‖u1‖2
1
)
A

1
2 y12, A

1
2
(
y12t + εy12 – qB(x)W1(t)

))

≥ 1
2

d
dt

(‖u1‖2
1‖y12‖2

2 – p‖y12‖2
2
)

+
ε

2
(‖u1‖2

1‖y12‖2
2 – p‖y12‖2

2
)

–
(

ε

2
|p| +

1
2
(|p| + ‖u1‖2

1
)2

)

‖y12‖2
2 –

1
2
∥
∥A

1
2 qB

∥
∥2∣∣W1(t)

∣
∣2 – ‖u1‖3

2‖u1t‖; (4.29)

∣
∣–

(
k(u1 – u2)+, A

1
2
(
y12t + εy12 – qB(x)W1(t)

))
+

(
k(u1 – u2)+,

A
1
2
(
y22t + εy22 – qS(x)W2(t)

))∣
∣
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≤ k
∥
∥A

1
4 u1

∥
∥
∥
∥A

1
4
(
y12t + εy12 – qB(x)W1(t)

)∥
∥

+ k
∥
∥A

1
4 u2

∥
∥
∥
∥A

1
4
(
y12t + εy12 – qS(x)W1(t)

)∥
∥

+ k
∥
∥A

1
4 u1

∥
∥
∥
∥A

1
4
(
y22t + εy22 – qS(x)W2(t)

)∥
∥

+ k
∥
∥A

1
4 u2

∥
∥
∥
∥A

1
4
(
y22t + εy22 – qS(x)W2(t)

)∥
∥

≤
(

4k2

δ1
+

4k2

δ2

)
∥
∥A

1
4 u1

∥
∥2 +

δ1

8
∥
∥A

1
4
(
y12t + εy12 – qB(x)W1(t)

)∥
∥2

+
(

4k2

δ1
+

4k2

δ2

)
∥
∥A

1
4 u2

∥
∥2 +

δ2

8
∥
∥A

1
4
(
y22t + εy22 – qS(x)W2(t)

)∥
∥2; (4.30)

(
(δ1 – ε)qB(x)W1(t), A

1
2
(
y12t + εy12 – qB(x)W1(t)

))

+
(
(δ2 – ε)qS(x)W2(t), A

1
2
(
y22t + εy22 – qS(x)W2(t)

))

≤ 2δ1
∥
∥A

1
4 qB

∥
∥2∣∣W1(t)

∣
∣2 +

δ1

8
∥
∥A

1
4
(
y12t + εy12 – qB(x)W1(t)

)∥
∥2

+ 2δ2
∥
∥A

1
4 qS

∥
∥2∣∣W2(t)

∣
∣2 +

δ2

8
∥
∥A

1
4
(
y22t + εy22 – qS(x)W2(t)

)∥
∥2. (4.31)

Besides, by (1.4), (4.1), and the Sobolev embedding theorem, we show that f ′
B(s), f ′

S(s) are
uniformly bounded in L∞, that is,

∣
∣
∣
∣

d
ds

f ′
B(s)

∣
∣
∣
∣
L∞

≤ C0
(|u|γ –1

L∞ + 1
) ≤ C3

(‖u‖γ –1
2 + 1

) ≤ C4Rγ –1
1 (t,ω), (4.32)

similarly,
∣
∣
∣
∣

d
ds

f ′
S(s)

∣
∣
∣
∣
L∞

≤ C4Rγ –1
1 (t,ω). (4.33)

Combining with (4.32) and (4.33), it follows that

∣
∣–

(
fB(u1), A

1
2
(
y12t + εy12 – qB(x)W1(t)

))
–

(
fS(u2), A

1
2
(
y22t + εy22 – qS(x)W2(t)

))∣
∣

≤ ∥
∥A

1
4 fB(u1)

∥
∥
∥
∥A

1
4
(
y12t + εy12 – qB(x)W1(t)

)∥
∥

+
∥
∥A

1
4 fS(u2)

∥
∥
∥
∥A

1
4
(
y22t + εy22 – qS(x)W2(t)

)∥
∥

≤ 2C5R2(γ –1)
1 (t,ω)√
λ1δ1

‖u1‖2
2 +

δ1

8
∥
∥A

1
4
(
y12t + εy12 – qB(x)W1(t)

)∥
∥2

+
C5R2(γ –1)

1 (t,ω)
δ2

‖u2‖2
1 +

δ2

4
∥
∥A

1
4
(
y22t + εy22 – qS(x)W2(t)

)∥
∥2. (4.34)

Thus, collecting all (4.26)–(4.34) from (4.25) yields, for τ ≤ T(B),

d
dt

(∥
∥A

1
4 Y2

∥
∥2

E – p‖y12‖2
2 + ‖u1‖2

1‖y12‖2
2
)

+ ε
(∥
∥A

1
4 Y2

∥
∥2

E – p‖y12‖2
2 + ‖u1‖2

1‖y12‖2
2
)

≤
(

8k2 + 4C5R2(γ –1)
1 (t,ω)√

λ1δ1
+

8k2
√

λ1δ2
+ ε|p| +

(|p| + ‖u1‖2
1
)2

)

‖u1‖2
2

+
(

8k2 + 2C5R2(γ –1)
1 (t,ω)

δ2
+

8k2

δ1

)

‖u2‖2
1 + 2‖u1‖3

2‖u1t‖
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+
(

2α

ε

∥
∥A

1
4 qB

∥
∥2

2 + 4δ1
∥
∥A

1
4 qB

∥
∥2 +

∥
∥A

1
2 qB

∥
∥2

)
∣
∣W1(t)

∣
∣2

+
(

2β

ε

∥
∥A

1
4 qS

∥
∥2

1 + 4δ2
∥
∥A

1
4 qS

∥
∥2

)
∣
∣W2(t)

∣
∣2.

We have

d
dt

H(t) + εH(t)

≤ C6R2γ
1 (t,ω) + C7R6

1(t,ω) +
(

2α

ε

∥
∥A

1
4 qB

∥
∥2

2 + 4δ1
∥
∥A

1
4 qB

∥
∥2 +

∥
∥A

1
2 qB

∥
∥2

)
∣
∣W1(t)

∣
∣2

+
(

2β

ε

∥
∥A

1
4 qS

∥
∥2

1 + 4δ2
∥
∥A

1
4 qS

∥
∥2

)
∣
∣W2(t)

∣
∣2, τ ≤ t ≤ 0,

where

H(t) =
∥
∥A

1
4 Y2

∥
∥2

E – p‖y12‖2
2 + ‖u1‖2

1‖y12‖2
2.

Noting (3.1) and C(p) defined as in Lemma 4.2, it follows that H(t) ≥ C(p)‖A 1
4 Y2‖2

E > 0.
Applying the Gronwall lemma, we arrive at

H(0) ≤ eετ
(∥
∥A

1
4 qB

∥
∥2∣∣W1(τ )

∣
∣2 +

∥
∥A

1
4 qS

∥
∥2∣∣W2(τ )

∣
∣2)

+
∫ 0

τ

eεs(C6R2γ
1 (t,ω) + C7R6

1(t,ω)
)

ds

+
(

2α

ε

∥
∥A

1
4 qB

∥
∥2

2 + 4δ1
∥
∥A

1
4 qB

∥
∥2 +

∥
∥A

1
2 qB

∥
∥2

)∫ 0

τ

eεs∣∣W1(s)
∣
∣2 ds

+
(

2β

ε

∥
∥A

1
4 qS

∥
∥2

1 + 4δ2
∥
∥A

1
4 qS

∥
∥2

)∫ 0

τ

eεs∣∣W2(s)
∣
∣2 ds. (4.35)

It is easy to see that

A
1
4 Y2

(
0,ω; Y2(τ ,ω)

)∥
∥2

E ≤ H(0)
C(p)

. (4.36)

Set

r2
1(ω) =

∥
∥A

1
4 qB

∥
∥2

sup
τ≤0

eετ
∣
∣W1(τ )

∣
∣2 +

∥
∥A

1
4 qS

∥
∥2

sup
τ≤0

eετ
∣
∣W2(τ )

∣
∣2

+
∫ 0

–∞
eεs(C6R2γ

1 (t,ω) + C7R6
1(t,ω)

)
ds

+
(

2α

ε

∥
∥A

1
4 qB

∥
∥2

2 + 4δ1
∥
∥A

1
4 qB

∥
∥2 +

∥
∥A

1
2 qB

∥
∥2

)∫ 0

–∞
eεs∣∣W1(s)

∣
∣2 ds

+
(

2β

ε

∥
∥A

1
4 qS

∥
∥2

1 + 4δ2
∥
∥A

1
4 qS

∥
∥2

)∫ 0

–∞
eεs∣∣W2(s)

∣
∣2 ds. (4.37)

Since limt→∞ W1(t)
t = 0, limt→∞ W2(t)

t = 0, r2
1(ω) is finite P-a.s. By (4.35)–(4.37), we have

∥
∥A

1
4 Y2

(
0,ω; Y2(τ ,ω)

)∥
∥2

E ≤ r2
1(ω)

C(p)

for all ((u10, u11 + εu10)T , (u20, u21 + εu20)T ) ∈ B, and all τ ≤ T(B). �
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Theorem 4.4 Let (1.4)–(1.6) hold, p ≤ α
√

λ1
3 , qB(x) ∈ H3(U)∩H2

0 (U), and qS(x) ∈ H2(U)∩
H1

0 (U). Then the random dynamical system S(t,ω) possesses a nonempty compact random
attractor A.

Proof Let B1(ω) be the ball of H3(U)×H1
0 (U)× (H2(U)∩H1

0 (U))×H1
0 (U) of radius r1(ω)√

C(p)
.

From the compact embedding H3(U) × H1
0 (U) × (H2(U) ∩ H1

0 (U)) × H1
0 (U) into E, it

follows that B1(ω) is compact in E for every bounded non-random set B of E and any
ϕ(0) ∈ S̄ε(t, θ–tω)B. From Lemma 4.2, we know that Y2(0) = ϕ(0) – Y1(0) ∈ B1(ω), where
Y2(t,ω) is given by (4.24). Therefore, by means of Lemma 4.3, for τ ≤ 0,

inf
l(0)∈B1(ω)

∥
∥ϕ(0) – l(0)

∥
∥2

E

≤ ∥
∥Y1(0)

∥
∥2

E

≤ e ετ
2

C(p)
(
α‖u10‖2

2 – p‖u10‖2
1 + ‖u11 + εu10‖2 + β‖u20‖2

1 + ‖u21 + εu20‖2).

Thus, for all t ≥ 0,

d
(
S̄ε(t, θ–tω)B, B1(ω)

)

≤ e– εt
2

C(p)
(
α‖u10‖2

2 – p‖u10‖2
1 + ‖u11 + εu10‖2 + β‖u20‖2

1 + ‖u21 + εu20‖2).

Finally, from relation (3.9) between S(t,ω) and S̄ε(t,ω), one can easily obtain that, for any
non-random bounded B ⊂ E P-a.s.,

d
(
S(t, θ–tω)B, B1(ω)

) → 0 as t → +∞.

Hence, the RDS S(t,ω) associated with (3.7) possesses a uniformly attracting compact set
B1(ω) ⊂ E. Then, applying Theorem 2.5, we complete the proof. �
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