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#### Abstract

The equivalent integral equation of a new form for a class of fractional evolution equations is obtained by the method of Laplace transform, which is different from those given in the existing literature. By the monotone iterative method without the assumption of lower and upper solutions, we present some new results on the existence of positive mild solutions for the abstract fractional evolution equations on the half-line.
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## 1 Introduction

In this paper, we are concerned with the following fractional evolution equation in the Banach space $E$ :

$$
\left\{\begin{array}{l}
{ }^{C} D_{0+}^{\alpha} u(t)=A u(t)+f(t, u(t)), \quad t \in(0,+\infty),  \tag{1.1}\\
u(0)=\mu u(\beta)
\end{array}\right.
$$

where ${ }^{C} D_{0_{+}+}^{\alpha}$ is the Caputo fractional derivative, $0<\alpha<1, \mu>0, \beta>0, A$ is the infinitesimal generator of a $C_{0}$ semigroup $\{T(t)\}_{t \geq 0}$ of operators on Banach $E$, and $f:[0,+\infty) \times E \rightarrow E$ satisfies certain conditions.

Fractional calculus, a generalization of the ordinary differentiation and integration, has played a significant role in science, economy, engineering, and other fields (see [1-3]). Today there is a large number of papers dealing with the fractional differential equations (see [4-16]) due to their various applications. One of the branches is the research on the theory about the evolution equations of fractional order, which comes from physics. Recently, fractional evolution equations have attracted increasing attention around the world, see [7-16] and the references therein. Among the existing literature, most of them are focused on the existence of the solutions on the finite interval, see [7-16].

In [8], El-Sayed investigated the Cauchy problem in a Banach space for a class of fractional evolution equations

$$
\left\{\begin{array}{l}
\frac{d^{\alpha} u}{d^{\alpha} t}=A u(t)+B(t) u(t), \quad t \in[0, T] \\
u(0)=u_{0}
\end{array}\right.
$$

where $0<\alpha \leq 1, T>0$. The existence and uniqueness of the solution for the above Cauchy problem were studied for a wide class of the family of operators $\{B(t): t \geq 0\}$.
As far as we know, for the first time, the equivalent integral equation of the above equation was given in terms of some probability densities by the method of Laplace transform. And since then, most of the research in this direction has been based on this paper. However, many of the previous papers about the existence of solutions of fractional evolution equations are only on the finite interval, and those presenting the existence results on the half-line are still few.

Motivated by [8, 9, 17], in this paper, we study the differential equation (1.1) under certain conditions on the unbounded domains. Here, by a method similar to that used in [8, 9], we give a corrected form of the equivalent integral equation of the main problem (1.1), which is different from those obtained in the existing literature. Employing the monotone iterative method, without the assumption of lower and upper solutions, we present some new results on the existence of positive mild solutions for the abstract evolution equations of fractional order. And to our best knowledge, there is not any paper to deal with the abstract problems of fractional order on the unbounded domains.
The rest of the paper is organized as follows. In Section 2, we introduce the definitions of fractional integral and fractional derivative, some results about fractional differential equations and some useful preliminaries. In Section 3, we obtain the existence result of the solution for problem (1.1) by the monotone iterative method. Then an example is given in Section 4 to demonstrate the application of our result.

## 2 Preliminaries

First of all, we present some fundamental facts on the fractional calculus theory which we will use in the next section.

Definition 2.1 ([1-3]) The Riemann-Liouville fractional integral of order $v>0$ of a function $h:(0, \infty) \rightarrow \mathbb{R}$ is given by

$$
\begin{equation*}
I_{0+}^{v} h(t)=D_{0+}^{-v} h(t)=\frac{1}{\Gamma(v)} \int_{0}^{t}(t-s)^{\nu-1} h(s) d s, \tag{2.1}
\end{equation*}
$$

provided that the right-hand side is pointwise defined on $(0, \infty)$.

Definition 2.2 ([1-3]) The Caputo fractional derivative of order $v>0$ of a continuous function $h:(0, \infty) \rightarrow \mathbb{R}$ is given by

$$
\begin{equation*}
{ }^{C} D_{0+}^{v} h(t)=\frac{1}{\Gamma(n-v)} \int_{0}^{t}(t-s)^{n-v-1} h^{n}(s) d s, \tag{2.2}
\end{equation*}
$$

where $n=[\nu]+1$, provided that the right-hand side is pointwise defined on $(0, \infty)$.

Lemma $2.1([1,3])$ Assume that ${ }^{C} D_{0+}^{v} h(t) \in L^{1}(0,+\infty), v>0$. Then we have

$$
\begin{equation*}
I_{0+}^{v}{ }^{C} D_{0+}^{v} h(t)=h(t)+C_{1}+C_{2} t+\cdots+C_{N} t^{N-1}, \quad t>0, \tag{2.3}
\end{equation*}
$$

for some $C_{i} \in \mathbb{R}, i=1,2, \ldots, N$, where $N$ is the smallest integer greater than or equal to $v$.

If $h$ is an abstract function with values in the Banach space $E$, then the integrals appearing in Definition 2.1, Definition 2.2 and Lemma 2.1 are taken in Bochner's sense. And a measurable function $h$ is Bochner integrable if the norm of $h$ is Lebesgue integrable.

Now let us recall some definitions and standard facts about the cone.
Let $P$ be a cone in the ordered Banach space $E$, which defines a partial order on $E$ by $x \leq y$ if and only if $y-x \in P . P$ is normal if there exists a positive constant $N$ such that $\theta \leq x \leq y$ implies $\|x\| \leq N\|y\|$, where $\theta$ is the zero element of the Banach space $E$. The infimum of all $N$ with the property above is called the normal constant of $P$. For more details on the cone $P$, we refer readers to $[18,19]$.

Throughout the paper, we set $E$ to be an ordered Banach space with the norm $\|\cdot\|$ and the partial order ' $\leq$ '. Let $P=\{x \in E \mid x \geq \theta\}$ be a positive cone, which is normal with normal constant $N$. Let $J=[0,+\infty)$. Set

$$
\mathrm{BC}(J, E)=\{u(t) \mid u(t) \text { is continuous and bounded on } J\} .
$$

Obviously, $\mathrm{BC}(J, E)$ is a Banach space with the norm $\|u\|_{\mathrm{BC}}=\sup _{t \in J}\|u(t)\|$. Let

$$
P_{\mathrm{BC}}=\{u \in \mathrm{BC}(J, E) \mid u(t) \geq \theta, t \in J\} .
$$

It is easy to see that $P_{\mathrm{BC}}$ is also normal with the same normal constant $N$ of the cone $P$. Besides, $\mathrm{BC}(J, E)$ is also an ordered Banach space with the partial order ' $\leq$ ' induced by the positive cone $P_{\mathrm{BC}}$ (without confusion, we denote by ' $\leq$ ' the partial order on both $E$ and $\mathrm{BC}(J, E))$.

We denote by $[v, w]$ the order interval $\left\{u \in P_{\mathrm{BC}} \mid v \leq u \leq w, v, w \in \mathrm{BC}(J, E)\right\}$ on $\mathrm{BC}(J, E)$, and use $[v(t), w(t)]$ to denote the order interval $\{z \in E \mid v(t) \leq z \leq w(t)\}$ on $E$ for $t \in J$.

Next, we give some facts about the semigroups of linear operators. These results can be found in $[20,21]$.
For a strongly continuous semigroup (i.e., $C_{0}$-semigroup) $\{T(t)\}_{t \geq 0}$, the infinitesimal generator of $\{T(t)\}_{t \geq 0}$ is defined by

$$
A x=\lim _{t \rightarrow 0^{+}} \frac{T(t) x-x}{t}, \quad x \in E .
$$

We denote by $D(A)$ the domain of $A$, that is,

$$
D(A)=\left\{x \in E \left\lvert\, \lim _{t \rightarrow 0^{+}} \frac{T(t) x-x}{t}\right. \text { exists }\right\} .
$$

Lemma 2.2 ( $[20,21])$ Let $\{T(t)\}_{t \geq 0}$ be a $C_{0}$-semigroup, then there exist constants $C \geq 1$ and $\omega \in \mathbb{R}$ such that $\|T(t)\| \leq C e^{\omega t}, t \geq 0$.

Lemma $2.3([20,21])$ A linear operator $A$ is the infinitesimal generator of a $C_{0}$-semigroup $\{T(t)\}_{t \geq 0}$ if and only if
(i) $A$ is closed and $\overline{D(A)}=E$.
(ii) The resolvent set $\rho(A)$ of $A$ contains $\mathbb{R}^{+}$and, for every $\lambda>0$, we have

$$
\|R(\lambda, A)\| \leq \frac{1}{\lambda}
$$

where

$$
R(\lambda, A):=(\lambda I-A)^{-1}=\int_{0}^{+\infty} e^{-\lambda t} T(t) x d t, \quad x \in E
$$

Definition 2.3 ([20,21]) A $C_{0}$-semigroup $\{T(t)\}_{t \geq 0}$ is said to be uniformly exponentially stable if $\omega_{0}<0$, where $\omega_{0}$ is the growth bound of $\{T(t)\}_{t \geq 0}$, which is defined by

$$
\omega_{0}=\inf \left\{\omega \in \mathbb{R} \mid \exists C \geq 1 \text { such that }\|T(t)\| \leq C e^{\omega t}, t \geq 0\right\}
$$

Definition 2.4 ([17]) A $C_{0}$-semigroup $\{T(t)\}_{t \geq 0}$ is said to be positive on $E$ if order inequality $T(t) x \geq \theta, x \in E$ and $t \geq 0$.

According to Lemma 2.2 and Definition 2.3, if $\{T(t)\}_{t \geq 0}$ is a uniformly exponentially stable $C_{0}$-semigroup with the growth bound $\omega_{0}$, there exists a constant $C \geq 1$ such that $\|T(t)\| \leq C e^{\omega t}, t \geq 0$, for any $\omega \in\left(0,\left|\omega_{0}\right|\right]$. Now, we define a norm in $E$ by

$$
\|x\|_{\omega}=\sup _{t \geq 0}\left\|e^{\omega t} T(t) x\right\|
$$

Evidently, $\|x\| \leq\|x\|_{\omega} \leq C\|x\|$, that is to say, the norms $\|\cdot\|_{\omega}$ and $\|\cdot\|$ are equivalent. We denote by $\|T(t)\|_{\omega}$ the norm of $T(t)$ induced by the norm $\|\cdot\|_{\omega}$, then

$$
\begin{equation*}
\|T(t)\|_{\omega} \leq e^{-\omega t}, \quad t \geq 0 \tag{2.4}
\end{equation*}
$$

Also, we can define the equivalent norm on $\mathrm{BC}(J, E)$ by

$$
\|u\|_{\mathrm{BC}_{\omega}}=\sup _{t \in J}\|u(t)\|_{\omega}, \quad u \in \mathrm{BC}(J, E) .
$$

## 3 Main results

In this section, we present the existence theorem for the abstract fractional differential equation on the half-line. In order to prove our main result, we need the following facts and lemmas.

Consider the one-sided stable probability density $[9,10,22]$

$$
\psi_{\alpha}(\theta)=\frac{1}{\pi} \sum_{n=1}^{\infty} \theta^{-\alpha n-1} \frac{\Gamma(n \alpha+1)}{n!} \sin (n \pi \alpha), \quad \theta \in(0, \infty)
$$

where $0<\alpha<1$.

From [9, 10, 22], the Laplace transform of the one-sided stable probability density $\psi_{\alpha}(\theta)$ is given by

$$
\begin{equation*}
\mathcal{L}\left[\psi_{\alpha}(\theta)\right]=\int_{0}^{\infty} e^{-\lambda \theta} \psi_{\alpha}(\theta) d \theta=e^{-\lambda^{\alpha}}, \quad 0<\alpha<1 \tag{3.1}
\end{equation*}
$$

By Remark 2.8 in [10], for $0 \leq \gamma \leq 1$, one has

$$
\begin{equation*}
\int_{0}^{\infty} \theta^{-\alpha \gamma} \psi_{\alpha}(\theta) d \theta=\frac{\Gamma(1+\gamma)}{\Gamma(1+\alpha \gamma)} \tag{3.2}
\end{equation*}
$$

In the following, we assume that $\{T(t)\}_{t \geq 0}$ is a uniformly exponentially stable $C_{0}$ semigroup with the growth bound $\omega_{0}$, and $\omega \in\left(0,\left|\omega_{0}\right|\right]$.

Lemma 3.1 Define a linear operator $V: E \longrightarrow E$ as

$$
V x=\mu \int_{0}^{1} \int_{0}^{\infty} \frac{\alpha}{\Gamma(1-\alpha)} \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}} \tau^{-\alpha}(1-\tau)^{\alpha-1} T\left(\beta^{\alpha} \frac{(1-\tau)^{\alpha}}{\theta^{\alpha}}\right) x d \theta d \tau
$$

Then $V$ is bounded and $\|V\|_{\omega} \leq \mu$. Besides, if $0<\mu<1$, then $(I-V)^{-1}$ is a linear bounded operator and

$$
\left\|(I-V)^{-1}\right\|_{\omega} \leq \frac{1}{1-\mu}
$$

Proof Since

$$
\begin{aligned}
\|V x\|_{\omega} & \leq \mu \int_{0}^{1} \int_{0}^{\infty} \frac{\alpha}{\Gamma(1-\alpha)} \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}} \tau^{-\alpha}(1-\tau)^{\alpha-1}\left\|T\left(\frac{\beta^{\alpha}(1-\tau)^{\alpha}}{\theta^{\alpha}}\right)\right\|_{\omega}\|x\|_{\omega} d \theta d \tau \\
& \leq \mu\left[\int_{0}^{1} \int_{0}^{\infty} \frac{\alpha}{\Gamma(1-\alpha)} \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}} \tau^{-\alpha}(1-\tau)^{\alpha-1} e^{-\omega \frac{\beta^{\alpha}(1-\tau)^{\alpha}}{\theta^{\alpha}}} d \theta d \tau\right]\|x\|_{\omega} \\
& \leq \mu \frac{\alpha}{\Gamma(1-\alpha)}\left[\int_{0}^{1} \tau^{-\alpha}(1-\tau)^{\alpha-1}\left(\int_{0}^{\infty} \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}} d \theta\right) d \tau\right]\|x\|_{\omega} \\
& \leq \mu\|x\|_{\omega} .
\end{aligned}
$$

Hence, $V$ is bounded and $\|V\|_{\omega} \leq \mu$.

Lemma 3.2 Set

$$
(Q h)(t)=\int_{0}^{t} \int_{0}^{\infty} \alpha \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}}(t-s)^{\alpha-1} T\left(\frac{(t-s)^{\alpha}}{\theta^{\alpha}}\right) h(s) d \theta d s, \quad h \in \mathrm{BC}(J, E)
$$

Then $Q: \mathrm{BC}(J, E) \longrightarrow \mathrm{BC}(J, E)$ and

$$
\begin{aligned}
\|(Q h)(t)\|_{\omega} & \leq \frac{1}{\omega} \frac{1}{\Gamma(\alpha+1)}\|h\|_{\mathrm{BC}_{\omega}} \\
\|(Q h)\|_{\mathrm{BC}_{\omega}} & \leq \frac{1}{\omega} \frac{1}{\Gamma(\alpha+1)}\|h\|_{\mathrm{BC}_{\omega}} .
\end{aligned}
$$

Proof Since

$$
\begin{aligned}
(Q h)(t) & =\int_{0}^{t} \int_{0}^{\infty} \alpha \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}}(t-s)^{\alpha-1} T\left(\frac{(t-s)^{\alpha}}{\theta^{\alpha}}\right) h(s) d \theta d s \\
& =\int_{0}^{1} \int_{0}^{\infty} \alpha \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}} t^{\alpha}(1-\tau)^{\alpha-1} T\left(\frac{t^{\alpha}(1-\tau)^{\alpha}}{\theta^{\alpha}}\right) h(t \tau) d \theta d \tau
\end{aligned}
$$

then

$$
\begin{aligned}
\|(Q h)(t)\|_{\omega} & \leq \int_{0}^{1} \int_{0}^{\infty} \alpha \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}} t^{\alpha}(1-\tau)^{\alpha-1}\left\|T\left(\frac{t^{\alpha}(1-\tau)^{\alpha}}{\theta^{\alpha}}\right)\right\|_{\omega}\|h(t \tau)\|_{\omega} d \theta d \tau \\
& \leq \int_{0}^{1} \int_{0}^{\infty} \alpha \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}} t^{\alpha}(1-\tau)^{\alpha-1} e^{-\omega \frac{t^{\alpha}(1-\tau)^{\alpha}}{\theta^{\alpha}}}\|h(t \tau)\|_{\omega} d \theta d \tau \\
& \leq \frac{1}{\omega}\|h\|_{\mathrm{BC}_{\omega}} \int_{0}^{\infty}\left[\left(\int_{0}^{1} e^{-\omega\left(\frac{t^{\alpha}(1-\tau)^{\alpha}}{\theta^{\alpha}}\right)} d\left(-\omega \frac{t^{\alpha}(1-\tau)^{\alpha}}{\theta^{\alpha}}\right)\right) \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}}\right] d \theta \\
& =\frac{1}{\omega}\|h\|_{\mathrm{BC}_{\omega}} \int_{0}^{\infty}\left(1-e^{-\omega \frac{t^{\alpha}}{\theta^{\alpha}}}\right) \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}} d \theta \\
& \leq \frac{1}{\omega} \frac{1}{\Gamma(\alpha+1)}\|h\|_{\mathrm{BC}_{\omega}} .
\end{aligned}
$$

Therefore,

$$
\|(Q h)\|_{\mathrm{BC}_{\omega}} \leq \frac{1}{\omega} \frac{1}{\Gamma(\alpha+1)}\|h\|_{\mathrm{BC}_{\omega}} .
$$

Lemma 3.3 Let $h \in \mathrm{BC}(J, E)$ and $u_{0} \in D(A)$. Then the linear fractional evolution equation

$$
\left\{\begin{array}{l}
{ }^{C} D_{0+}^{\alpha} u(t)=A u(t)+h(t), \quad t \in(0,+\infty)  \tag{3.3}\\
u(0)=u_{0}
\end{array}\right.
$$

has a unique solution $u \in \mathrm{BC}(J, E)$ of the following form:

$$
\begin{align*}
u(t)= & \int_{0}^{t} \int_{0}^{\infty}\left[\alpha \frac{(t-s)^{\alpha-1}}{\theta^{\alpha}} \psi_{\alpha}(\theta) T\left(\frac{(t-s)^{\alpha}}{\theta^{\alpha}}\right)\left(\frac{s^{-\alpha}}{\Gamma(1-\alpha)} u_{0}+h(s)\right)\right] d \theta d s \\
= & \int_{0}^{1} \int_{0}^{\infty} \frac{\alpha}{\Gamma(1-\alpha)} \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}} \tau^{-\alpha}(1-\tau)^{\alpha-1} T\left(\frac{t^{\alpha}(1-\tau)^{\alpha}}{\theta^{\alpha}}\right) u_{0} d \theta d \tau \\
& +(Q h)(t) . \tag{3.4}
\end{align*}
$$

Proof In view of Definitions 2.1, 2.2 and Lemma 2.1, equation (3.3) can be rewritten by the equivalent integral equation as follows:

$$
\begin{equation*}
u(t)=u_{0}+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}[A u(s)+h(s)] d s \tag{3.5}
\end{equation*}
$$

Denote by $U(\lambda)$ and $H(\lambda)$ the Laplace transforms of $u(t)$ and $h(t)$, respectively, using a similar method as that in $[7,8]$, with the Laplace transform, then we can rewrite the above
equation as

$$
\begin{equation*}
U(\lambda)=\frac{1}{\lambda} u_{0}+\frac{1}{\lambda^{\alpha}} A U(\lambda)+\frac{1}{\lambda^{\alpha}} H(\lambda), \quad \lambda>0 . \tag{3.6}
\end{equation*}
$$

Hence,

$$
\left(\lambda^{\alpha} I-A\right) U(\lambda)=\lambda^{\alpha-1} u_{0}+H(\lambda)
$$

By virtue of (3.1) and Lemma 2.3, we obtain

$$
\begin{aligned}
U(\lambda)= & \left(\lambda^{\alpha} I-A\right)^{-1} \lambda^{\alpha-1} u_{0}+\left(\lambda^{\alpha} I-A\right)^{-1} H(\lambda) \\
= & \lambda^{\alpha-1} \int_{0}^{\infty} e^{-\lambda^{\alpha} s} T(s) u_{0} d s+\int_{0}^{\infty} e^{-\lambda^{\alpha} s} T(s) H(\lambda) d s \\
= & \lambda^{\alpha-1} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\lambda s^{1 / \alpha} \theta} \psi_{\alpha}(\theta) T(s) u_{0} d \theta d s \\
& +\int_{0}^{\infty} \int_{0}^{\infty} e^{-\lambda s^{1 / \alpha} \theta} \psi_{\alpha}(\theta) T(s) H(\lambda) d \theta d s \\
= & \lambda^{\alpha-1} \int_{0}^{\infty} e^{-\lambda t}\left[\int_{0}^{\infty} \alpha \frac{t^{\alpha-1}}{\theta^{\alpha}} \psi_{\alpha}(\theta) T\left(\frac{t^{\alpha}}{\theta^{\alpha}}\right) u_{0} d \theta\right] d t \\
& +\int_{0}^{\infty} e^{-\lambda t}\left[\int_{0}^{t} \int_{0}^{\infty} \alpha \frac{(t-s)^{\alpha-1}}{\theta^{\alpha}} \psi_{\alpha}(\theta) T\left(\frac{(t-s)^{\alpha}}{\theta^{\alpha}}\right) h(s) d \theta d s\right] d t
\end{aligned}
$$

By the definition of Laplace transforms and the convolution theorem, applying Lemma 3.2 and the inverse Laplace transforms, one can derive that

$$
\begin{aligned}
u(t)= & \mathcal{L}^{-1}\left[\lambda^{\alpha-1}\right] * \mathcal{L}^{-1}\left[\int_{0}^{\infty} e^{-\lambda t}\left[\int_{0}^{\infty} \alpha \frac{t^{\alpha-1}}{\theta^{\alpha}} \psi_{\alpha}(\theta) T\left(\frac{t^{\alpha}}{\theta^{\alpha}}\right) u_{0} d \theta\right] d t\right] \\
& +\mathcal{L}^{-1}\left[\int_{0}^{\infty} e^{-\lambda t}\left(\int_{0}^{t} \int_{0}^{\infty} \alpha \frac{(t-s)^{\alpha-1}}{\theta^{\alpha}} \psi_{\alpha}(\theta) T\left(\frac{(t-s)^{\alpha}}{\theta^{\alpha}}\right) h(s) d \theta d s\right) d t\right] \\
= & \frac{t^{-\alpha}}{\Gamma(1-\alpha)} *\left[\int_{0}^{\infty} \alpha \frac{t^{\alpha-1}}{\theta^{\alpha}} \psi_{\alpha}(\theta) T\left(\frac{t^{\alpha}}{\theta^{\alpha}}\right) u_{0} d \theta\right] \\
& +\int_{0}^{t} \int_{0}^{\infty} \alpha \frac{(t-s)^{\alpha-1}}{\theta^{\alpha}} \psi_{\alpha}(\theta) T\left(\frac{(t-s)^{\alpha}}{\theta^{\alpha}}\right) h(s) d \theta d s \\
= & \int_{0}^{t} \int_{0}^{\infty} \frac{\alpha}{\Gamma(1-\alpha)}(t-s)^{-\alpha} \frac{s^{\alpha-1}}{\theta^{\alpha}} \psi_{\alpha}(\theta) T\left(\frac{s^{\alpha}}{\theta^{\alpha}}\right) u_{0} d \theta d s+(Q h)(t) \\
= & \int_{0}^{t} \int_{0}^{\infty} \frac{\alpha}{\Gamma(1-\alpha)} s^{-\alpha} \frac{(t-s)^{\alpha-1}}{\theta^{\alpha}} \psi_{\alpha}(\theta) T\left(\frac{(t-s)^{\alpha}}{\theta^{\alpha}}\right) u_{0} d \theta d s+(Q h)(t) \\
= & \int_{0}^{1} \int_{0}^{\infty} \frac{\alpha}{\Gamma(1-\alpha)} \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}} \tau^{-\alpha}(1-\tau)^{\alpha-1} T\left(\frac{t^{\alpha}(1-\tau)^{\alpha}}{\theta^{\alpha}}\right) u_{0} d \theta d \tau+(Q h)(t) .
\end{aligned}
$$

Since

$$
\begin{aligned}
& \int_{0}^{1} \int_{0}^{\infty} \frac{\alpha}{\Gamma(1-\alpha)} \tau^{-\alpha}(1-\tau)^{\alpha-1} \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}}\left\|T\left(\frac{t^{\alpha}(1-\tau)^{\alpha}}{\theta^{\alpha}}\right) u_{0}\right\|_{\omega} d \theta d \tau+\|(Q h)(t)\|_{\omega} \\
& \quad \leq \int_{0}^{1} \int_{0}^{\infty} \frac{\alpha}{\Gamma(1-\alpha)} \tau^{-\alpha}(1-\tau)^{\alpha-1} \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}} e^{-\omega\left(\frac{t^{\alpha}(1-\tau)^{\alpha}}{\theta^{\alpha}}\right)}\left\|u_{0}\right\|_{\omega} d \theta d \tau+\|(Q h)(t)\|_{\omega}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{\alpha}{\Gamma(1-\alpha)}\left\|u_{0}\right\|_{\omega} \int_{0}^{1} \tau^{-\alpha}(1-\tau)^{\alpha-1}\left(\int_{0}^{\infty} \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}} d \theta\right) d \tau+\|(Q h)(t)\|_{\omega} \\
& \leq\left\|u_{0}\right\|_{\omega}+\frac{1}{\omega} \frac{1}{\Gamma(\alpha+1)}\|h\|_{\mathrm{BC}_{\omega}} .
\end{aligned}
$$

Therefore, $u \in \mathrm{BC}(J, E)$. Then we complete the proof.
Lemma 3.4 Let $h \in \mathrm{BC}(J, E)$ and $u_{0} \in D(A)$. Let $0<\mu<1$. Then the linear fractional evolution equation

$$
\left\{\begin{array}{l}
{ }^{C} D_{0+}^{\alpha} u(t)=A u(t)+h(t), \quad t \in(0,+\infty)  \tag{3.7}\\
u(0)=\mu u(\beta)
\end{array}\right.
$$

has a unique solution $u \in \mathrm{BC}(J, E)$ of the following form:

$$
\begin{align*}
u(t)= & \left(L_{A} h\right)(t) \\
:= & \int_{0}^{t} \int_{0}^{\infty}\left[\alpha \frac { ( t - s ) ^ { \alpha - 1 } } { \theta ^ { \alpha } } \psi _ { \alpha } ( \theta ) T ( \frac { ( t - s ) ^ { \alpha } } { \theta ^ { \alpha } } ) \left(\frac{s^{-\alpha}}{\Gamma(1-\alpha)}\left[(I-V)^{-1}(Q h)(\beta)\right]\right.\right. \\
& +h(s))] d \theta d s \\
= & \int_{0}^{1} \int_{0}^{\infty} \frac{\alpha}{\Gamma(1-\alpha)} \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}} \tau^{-\alpha}(1-\tau)^{\alpha-1} T\left(t^{\alpha} \frac{(1-\tau)^{\alpha}}{\theta^{\alpha}}\right)\left[(I-V)^{-1}(Q h)(\beta)\right] d \theta d \tau \\
& +(Q h)(t) . \tag{3.8}
\end{align*}
$$

Also, $L_{A}$ is a linear operator on the Banach space $\mathrm{BC}(J, E)$ and

$$
\left\|L_{A}\right\|_{\mathrm{BC}_{\omega}} \leq \frac{\kappa}{\omega}
$$

where

$$
\kappa:=\frac{1}{\Gamma(\alpha+1)} \frac{1}{1-\mu} .
$$

Proof In view of Lemma 3.3, one can obtain

$$
u(\beta)=\int_{0}^{\beta} \int_{0}^{\infty}\left[\alpha \frac{(\beta-s)^{\alpha-1}}{\theta^{\alpha}} \psi_{\alpha}(\theta) T\left(\frac{(\beta-s)^{\alpha}}{\theta^{\alpha}}\right)\left(\frac{s^{-\alpha}}{\Gamma(1-\alpha)} u(0)+h(s)\right)\right] d \theta d s
$$

From $u(0)=\mu u(\beta)$, we have

$$
\begin{aligned}
u(0) & =\mu \int_{0}^{\beta} \int_{0}^{\infty} \frac{\alpha}{\Gamma(1-\alpha)} \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}} s^{-\alpha}(\beta-s)^{\alpha-1} T\left(\frac{(\beta-s)^{\alpha}}{\theta^{\alpha}}\right) u(0) d \theta d s+\mu(Q h)(\beta) \\
& =\mu \int_{0}^{1} \int_{0}^{\infty} \frac{\alpha}{\Gamma(1-\alpha)} \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}} \tau^{-\alpha}(1-\tau)^{\alpha-1} T\left(\beta^{\alpha} \frac{(1-\tau)^{\alpha}}{\theta^{\alpha}}\right) u(0) d \theta d \tau \mu(Q h)(\beta) \\
& =V u(0)+\mu(Q h)(\beta) .
\end{aligned}
$$

Therefore,

$$
(I-V) u(0)=\mu(Q h)(\beta) .
$$

So, we obtain

$$
u(0)=\mu(I-V)^{-1}(Q h)(\beta)
$$

Then (3.8) is followed.
By (3.8), one has

$$
\begin{aligned}
\left\|\left(L_{A} h\right)(t)\right\|_{\omega} \leq & \int_{0}^{1} \int_{0}^{\infty} \frac{\alpha}{\Gamma(1-\alpha)} \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}} \tau^{-\alpha}(1-\tau)^{\alpha-1}\left\|T\left(t^{\alpha} \frac{(1-\tau)^{\alpha}}{\theta^{\alpha}}\right)\right\|_{\omega} \\
& \times\left\|\left[(I-V)^{-1} \mu(Q h)(\beta)\right]\right\|_{\omega} d \theta d \tau+\|(Q h)(t)\|_{\omega} \\
\leq & \int_{0}^{1} \int_{0}^{\infty} \frac{\alpha}{\Gamma(1-\alpha)} \frac{\psi_{\alpha}(\theta)}{\theta^{\alpha}} \tau^{-\alpha}(1-\tau)^{\alpha-1} e^{-\omega^{\frac{t^{\alpha}(1-\tau)^{\alpha}}{\theta^{\alpha}}}} \\
& \times\left[\left\|(I-V)^{-1}\right\|_{\omega}\|\mu(Q h)(\beta)\|_{\omega}\right] d \theta d \tau+\|(Q h)(t)\|_{\omega} \\
\leq & \frac{1}{1-\mu} \frac{\mu}{\omega} \frac{1}{\Gamma(\alpha+1)}\|h\|_{\mathrm{BC}_{\omega}}+\frac{1}{\omega} \frac{1}{\Gamma(\alpha+1)}\|h\|_{\mathrm{BC}_{\omega}} \\
= & \frac{1}{\omega} \frac{1}{\Gamma(\alpha+1)} \frac{1}{1-\mu}\|h\|_{\mathrm{BC}_{\omega}} \\
= & \frac{\kappa}{\omega}\|h\|_{\mathrm{BC}_{\omega}} .
\end{aligned}
$$

Therefore,

$$
\left\|\left(L_{A} h\right)\right\|_{\mathrm{BC}_{\omega}} \leq \frac{\kappa}{\omega}\|h\|_{\mathrm{BC}_{\omega}} .
$$

Now, we state the main result on the existence of the positive solutions to problem (1.1) in the following.

Theorem 3.1 Let E be a Banach space, and P is its positive normal with $N$ as the normal constant. Let $\{T(t)\}_{t \geq 0}$ be a uniformly exponentially stable $C_{0}$-semigroup with the growth bound $\omega_{0}\left(\omega_{0}<0\right)$, and $A$ is the infinitesimal generator of $\{T(t)\}_{t \geq 0}$. Let $0<\mu<1$. Provided that $f(t, u): J \times E \longrightarrow E$ is continuous and $f(t, \theta) \geq \theta$ is bounded on $J$. Iff $(t, u)$ satisfies the following conditions:
(a) There exists a constant $\mathcal{K}_{1}<-\omega_{0}$ such that for

$$
f(t, y)-f(t, x) \leq \mathcal{K}_{1}(y-x), \quad \theta \leq x \leq y .
$$

(b) There exists a constant $\mathcal{K}_{2}>\max \left\{-\mathcal{K}_{1}, \omega_{0}\right\}$ such that for

$$
f(t, y)-f(t, x) \geq-\mathcal{K}_{2}(y-x), \quad \theta \leq x \leq y .
$$

(c)

$$
0<\frac{\mathcal{K}_{1}+\mathcal{K}_{2}}{\mathcal{K}_{2}-\omega_{0}}<\frac{1}{\kappa}
$$

Then problem (1.1) has a unique positive mild solution in $\mathrm{BC}(J, E)$.

Proof For simplicity of notation, we denote $f_{0}(t)=f(t, \theta)$, then we have $f_{0}(t) \in \mathrm{BC}(J, E)$ and $f_{0}(t) \geq \theta, t \in J$.

In the following, similar to the methods used in [17], we deduce the result of the theorem in four steps.
Step 1: Consider the abstract fractional differential equation

$$
\left\{\begin{array}{l}
{ }^{C} D_{0+}^{\alpha} u(t)=A u(t)+\mathcal{K}_{1} u(t)+f_{0}(t), \quad t \in(0,+\infty)  \tag{3.9}\\
u(0)=\mu u(\beta)
\end{array}\right.
$$

By virtue of the theory of semigroups, we can get that $\left\{e^{\mathcal{K}_{1} t} T(t)\right\}_{t \geq 0}$ is a uniformly exponentially stable $C_{0}$-semigroup on Banach $E$ generated by $A+\mathcal{K}_{1} I$. Besides, the semigroup is positive with the growth bound $\mathcal{K}_{1}+\omega_{0}\left(\mathcal{K}_{1}+\omega_{0}<0\right)$. In view of Lemma 3.4, equation (3.9) has a unique mild solution $\vartheta_{0} \in \mathrm{BC}(J, E)$ and $\vartheta_{0} \geq \theta$ as a result of $f_{0}(t) \geq \theta, t \in J$.

Step 2: For a given function $g \in B C(J, E)$, consider the abstract fractional differential equation

$$
\left\{\begin{array}{l}
{ }^{C} D_{0+}^{\alpha} u(t)+\mathcal{K}_{2} u(t)=A u(t)+g(t), \quad t \in(0,+\infty)  \tag{3.10}\\
u(0)=\mu u(\beta)
\end{array}\right.
$$

It is obvious that $A-\mathcal{K}_{2} I$ generates a uniformly exponentially stable $C_{0}$-semigroup $\left\{e^{-\mathcal{K}_{2} t} T(t)\right\}_{t \geq 0}$ on Banach $E$. Also, it is positive with the growth bound $-\mathcal{K}_{2}+\omega_{0}\left(-\mathcal{K}_{2}+\omega_{0}<\right.$ $0)$.

Based on Lemma 3.4, the unique mild solution of (3.10) is given by $u=L_{A-\mathcal{K}_{2} I} g$, where $L_{A-\mathcal{K}_{2} I}: \mathrm{BC}(J, E) \longrightarrow \mathrm{BC}(J, E)$ is a positive bounded linear operator (similar to the operator $L_{A}$ ) with the property that

$$
\left\|L_{A-\mathcal{K}_{2} I}\right\|_{\mathrm{BC}_{\omega}} \leq \frac{\kappa}{\mathcal{K}_{2}-\omega_{0}}, \quad \text { for } \omega=\mathcal{K}_{2}-\omega_{0}
$$

Combined with the first step, one can notice that $\vartheta_{0}$ is the mild solution of problem (3.10) for $g=f_{0}+\mathcal{K}_{1} \vartheta_{0}+\mathcal{K}_{2} \vartheta_{0}$, so

$$
\begin{equation*}
\vartheta_{0}=L_{A-\mathcal{K}_{2} I}\left(f_{0}+\mathcal{K}_{1} \vartheta_{0}+\mathcal{K}_{2} \vartheta_{0}\right) . \tag{3.11}
\end{equation*}
$$

Step 3: Take $G(u)=f(t, u)+\mathcal{K}_{2} u$. Evidently, $G(\theta)=f(t, \theta)=f_{0}(t) \geq \theta$ and $G: B C(J, E) \longrightarrow$ $\mathrm{BC}(J, E)$ is continuous due to conditions (a), (b) and the normality of the cone $P_{\mathrm{BC}}$.

By condition (b), for $\theta \leq x \leq y$, one can obtain

$$
G(y)-G(x)=f(t, y)+\mathcal{K}_{2} y-f(t, x)-\mathcal{K}_{2} x=f(t, y)-f(t, x)+\mathcal{K}_{2}(y-x) \geq \theta,
$$

that is, $G$ is an increasing operator on the positive cone $P_{\mathrm{BC}}$.
Let $v_{0}=\theta$. Taking account of a composition operator defined by $\mathcal{F}=L_{A-\mathcal{K}_{2} I} \circ G$ on the order interval $\left[\theta, \vartheta_{0}\right]$, it is easy to see that the fixed point of $\mathcal{F}$ is the mild solution of problem (1.1). Now, our task is to demonstrate that the operator $\mathcal{F}$ has at least one fixed point.

Consider the following two sequences:

$$
\begin{equation*}
\vartheta_{n}=\mathcal{F}\left(\vartheta_{n-1}\right), \quad n=1,2,3, \ldots, \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{n}=\mathcal{F}\left(v_{n-1}\right), \quad n=1,2,3, \ldots . \tag{3.13}
\end{equation*}
$$

By condition (a), we have

$$
f\left(t, \vartheta_{0}(t)\right)-f(t, \theta) \leq \mathcal{K}_{1} \vartheta_{0}(t)
$$

then

$$
f\left(t, \vartheta_{0}(t)\right) \leq \mathcal{K}_{1} \vartheta_{0}(t)+f_{0}(t) .
$$

So, we can get

$$
G\left(\vartheta_{0}\right)=f\left(t, \vartheta_{0}(t)\right)+\mathcal{K}_{2} \vartheta_{0}(t) \leq \mathcal{K}_{1} \vartheta_{0}(t)+\mathcal{K}_{2} \vartheta_{0}(t)+f_{0}(t) .
$$

By the fact that $G$ is an increasing operator on the cone $P$, therefore, we can obtain

$$
\begin{equation*}
\theta \leq f_{0}(t)=G(\theta) \leq G\left(\vartheta_{0}\right) \leq \mathcal{K}_{1} \vartheta_{0}+\mathcal{K}_{2} \vartheta_{0}+f_{0} \tag{3.14}
\end{equation*}
$$

Combining (3.11), (3.14) and the positivity of the linear bounded operator $L_{A-\mathcal{K}_{2} I}$, one can get

$$
\theta \leq L_{A-\mathcal{K}_{2} I} \circ G(\theta)=\mathcal{F}(\theta) \leq L_{A-\mathcal{K}_{2} I} \circ G\left(\vartheta_{0}\right)=\mathcal{F}\left(\vartheta_{0}\right) \leq L_{A-\mathcal{K}_{2} I}\left(\mathcal{K}_{1} \vartheta_{0}+\mathcal{K}_{2} \vartheta_{0}+f_{0}\right)=\vartheta_{0}
$$

that is,

$$
\begin{equation*}
\theta=v_{0} \leq \vartheta_{1} \leq \vartheta_{0} \tag{3.15}
\end{equation*}
$$

As $\mathcal{F}$ is an increasing operator on the order interval $\left[\theta, \vartheta_{0}\right]$, by the definition of $\mathcal{F}$ and (3.15), we can get two sequences $\left\{\vartheta_{n}\right\}$ and $\left\{v_{n}\right\}(n=0,1,2,3, \ldots)$ satisfying

$$
\theta=v_{0} \leq v_{1} \leq v_{2} \leq \cdots \leq v_{n} \leq \cdots \leq \vartheta_{n} \leq \cdots \leq \vartheta_{2} \leq \vartheta_{1} \leq \vartheta_{0}
$$

According to the above facts, by condition (a), one can get that

$$
\begin{aligned}
\theta \leq \vartheta_{n}-v_{n} & =\mathcal{F}\left(\vartheta_{n-1}\right)-\mathcal{F}\left(v_{n-1}\right) \\
& =L_{A-\mathcal{K}_{2} I} \circ G\left(\vartheta_{n-1}\right)-L_{A-\mathcal{K}_{2} I} \circ G\left(v_{n-1}\right) \\
& =L_{A-\mathcal{K}_{2} I}\left[f\left(\cdot, \vartheta_{n-1}\right)+\mathcal{K}_{2} \vartheta_{n-1}-f\left(\cdot, v_{n-1}\right)-\mathcal{K}_{2} v_{n-1}\right] \\
& \leq\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right) L_{A-\mathcal{K}_{2} I}\left(\vartheta_{n-1}-v_{n-1}\right) .
\end{aligned}
$$

Thus, by induction, we have

$$
\theta \leq \vartheta_{n}-v_{n} \leq\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)^{n} L_{A-\mathcal{K}_{2} I}\left(\vartheta_{0}-v_{0}\right)=\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)^{n} L_{A-\mathcal{K}_{2} I}^{n}\left(\vartheta_{0}\right) .
$$

On account of the fact that the cone $P_{\mathrm{BC}}$ is normal with the normal constant $N$, by virtue of condition (c), we get

$$
\begin{align*}
\left\|\vartheta_{n}-v_{n}\right\|_{\mathrm{BC}_{\omega}} & \leq N\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)^{n}\left\|L_{A-\mathcal{K}_{2} I}^{n}\left(\vartheta_{0}\right)\right\|_{\mathrm{BC}_{\omega}} \\
& \leq N\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)^{n}\left\|L_{A-\mathcal{K}_{2} I}^{n}\right\|_{\mathrm{BC}_{\omega}}\left\|\vartheta_{0}\right\|_{\mathrm{BC}_{\omega}} \\
& \leq N\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)^{n}\left\|L_{A-\mathcal{K}_{2} I}\right\|_{\mathrm{BC}_{\omega}}^{n}\left\|\vartheta_{0}\right\|_{\mathrm{BC}_{\omega}} \\
& \leq N\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)^{n}\left(\frac{\kappa}{\mathcal{K}_{2}-\omega_{0}}\right)^{n}\left\|\vartheta_{0}\right\|_{\mathrm{BC}_{\omega}} \\
& =N\left(\frac{\kappa\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)}{\mathcal{K}_{2}-\omega_{0}}\right)^{n}\left\|\vartheta_{0}\right\|_{\mathrm{BC}_{\omega}} \rightarrow 0, \quad n \rightarrow+\infty \tag{3.16}
\end{align*}
$$

Thus, from (3.16), analogous to the nested interval method, there exists a unique $u^{*} \in$ $\bigcap_{n=1}^{\infty}\left[v_{n}, \vartheta_{n}\right]$ such that $u^{*}=\lim _{n \rightarrow \infty} \vartheta_{n}=\lim _{n \rightarrow \infty} v_{n}$.

By (3.12) and (3.13), taking limit of $n \rightarrow \infty$, we obtain that

$$
u^{*}=\mathcal{F}\left(u^{*}\right),
$$

namely, $u^{*}$ is a fixed point of the operator $\mathcal{F}$. Thus, $u^{*}$ is a mild positive solution of problem (1.1).

Step 4: In this part, we certify the uniqueness of the mild solution for problem (1.1).
By using reduction to absurdity, suppose that $u_{1}^{*}$ and $u_{2}^{*}$ are two different positive mild solutions for the fractional evolution equation (1.1), thus, $\left\|u_{1}^{*}-u_{2}^{*}\right\|_{\mathrm{BC}_{\omega}}>0$.

Replace $\vartheta_{0}$ by $u_{1}^{*}$ and $u_{2}^{*}$ in (3.12), respectively. Following the same steps as above, for each $u_{i}^{*}(i=1,2)$, we can get that $u_{i}^{*}=\mathcal{F}\left(u_{i}^{*}\right),\left\|u_{i}^{*}-v_{n}\right\|_{\mathrm{BC}_{\omega}} \rightarrow 0(n \rightarrow \infty)$ and $\vartheta_{n}=u_{i}^{*}$ for each $n \in \mathbb{N}(i=1,2)$. Therefore,

$$
0<\left\|u_{1}^{*}-u_{2}^{*}\right\|_{\mathrm{BC}_{\omega}} \leq\left\|u_{1}^{*}-v_{n}\right\|_{\mathrm{BC}_{\omega}}+\left\|u_{2}^{*}-v_{n}\right\|_{\mathrm{BC}_{\omega}} \rightarrow 0, \quad n \rightarrow \infty,
$$

which is a contradiction.
Hence, problem (1.1) has a unique positive solution. The proof is completed.

## 4 Examples

To illustrate our main result, we present an example. Consider the following partial fractional differential equation.

## Example 4.1

$$
\begin{cases}\partial_{t}^{\alpha} z(t, x)=\partial_{x}^{2} z(t, x)+F(t, z(t, x)), & t \in[0,+\infty),  \tag{4.1}\\ z(t, 0)=z(t, \pi)=0, & t \in[0,+\infty), \\ z(0, x)=\mu z(\beta, x), & x \in[0, \pi]\end{cases}
$$

where $\partial_{t}^{\alpha}$ is the Caputo fractional partial derivative of order $\alpha \in(0,1)$.
Set $E=L^{2}([0, \pi], \mathbb{R})$ and $A z=\partial_{x}^{2} z$, according to [23], then $A: D(A) \longrightarrow E$ is a linear operator with domain $D(A)=\left\{u \in E \mid u^{\prime} \in E, u(0)=u(\pi)=0\right\}$. Besides, the operator $A$ generates a uniformly exponentially stable $C_{0}$-semigroup $\{T(t)\}_{t \geq 0}$ with the growth bound $\omega_{0} \leq-1$.
Let $u(t)=z(t, \cdot), f(t, u(t))=F(t, z(t, \cdot))$, then problem (4.1) can be written as

$$
\left\{\begin{array}{l}
{ }^{C} D_{0+}^{\alpha} u(t)=A u(t)+f(t, u(t)), \quad t \in(0,+\infty)  \tag{4.2}\\
u(0)=\mu u(\beta)
\end{array}\right.
$$

Take $\alpha=1 / 2, \mu=3 / 4, \beta=1$, then we can get

$$
\kappa=\frac{1}{\Gamma(\alpha+1)} \frac{1}{1-\mu}=\frac{8}{\sqrt{\pi}} .
$$

Consider the following function:

$$
f(t, x)=\left(-\mathcal{K}_{2}+\frac{1}{a^{2}(t)}\right) x
$$

where $a \in C[0,+\infty)$ is bounded and

$$
\begin{aligned}
& \mathcal{K}_{1}=2 \omega_{0} \\
& \mathcal{K}_{2}=-\left(2+\frac{2}{\kappa-1}\right) \omega_{0}
\end{aligned}
$$

It is easy for us to certify that

$$
0<\frac{\mathcal{K}_{1}+\mathcal{K}_{2}}{\mathcal{K}_{2}-\omega_{0}}=\frac{2}{3 \kappa-1}<\frac{1}{\kappa}
$$

Since

$$
-\mathcal{K}_{2}-\frac{\omega_{0}}{\kappa-1}=\left(2+\frac{2}{\kappa-1}\right) \omega_{0}-\frac{\omega_{0}}{\kappa-1} \leq 2 \omega_{0}=\mathcal{K}_{1}
$$

then, for $\theta \leq x \leq y$,

$$
\begin{aligned}
-\mathcal{K}_{2} & \leq f(t, y)-f(t, x) \\
& =\left[-\mathcal{K}_{2}+\frac{-\omega_{0}}{\left(1+a^{2}(t)\right)(\kappa-1)}\right](y-x) \\
& \leq\left(-\mathcal{K}_{2}-\frac{\omega_{0}}{\kappa-1}\right)(y-x) \\
& \leq \mathcal{K}_{1}(y-x) .
\end{aligned}
$$

Noting that $f(t, \theta)=\theta$. Thereby, $f$ satisfies the conditions of Theorem 3.1, we can conclude that problem (4.1) has a unique positive mild solution.
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