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#### Abstract

This paper proposes an analytical procedure for the nonlinear singular boundary value problem that arises in biology and in the study of some diseases. As a first step, we present a constructive proof of the existence and uniqueness of solution. Then, we apply the Picard iterative sequence by constructing an integral equation whose Green's function is not negative. The convergence of this iterative sequence is then controlled by an embedded parameter so that it tends to the unique solution.


Keywords: singular boundary value problem; Picard iterative sequence; biology

## 1 Introduction

Consider the two-point boundary value problem of the type

$$
\begin{align*}
& y^{\prime \prime}(x)+n y^{\prime}(x)+\frac{m}{x} y^{\prime}(x)=f(x, y(x)), \quad 0<x \leq 1, m>0, n \in \mathbb{R},  \tag{1.1}\\
& y^{\prime}(0)=0, \quad A y(1)+B y^{\prime}(1)=C, \tag{1.2}
\end{align*}
$$

which arises in biology and physiology problems. In boundary conditions (1.2), we have, in fact, $A \neq 0, A$ and $B$ have the same sign and $C \in \mathbb{R}$, but it is supposed, without loss of generality, $A>0$ and $B, C \geq 0$ (if $C<0$, then we can apply $y \rightarrow-y$ ). It is supposed that $f(x, y(x))$ is non-singular with respect to the independent variable $x \in[0,1]$ but it can be singular with respect to $y$.

The general form of the nonlinear diffusion problem is given by [1]

$$
\begin{align*}
& \frac{1}{p(x)}\left(p(x) g(x, y) y^{\prime}\right)^{\prime}=F(x, y), \quad 0<x \leq 1,  \tag{1.3}\\
& y^{\prime}(0)=0,  \tag{1.4}\\
& y(1)=h\left(y(0), y(1), y^{\prime}(1)\right) . \tag{1.5}
\end{align*}
$$

If it is supposed

$$
g(x, y)=\exp (n x), \quad p(x)=x^{m}, \quad F(x, y)=\exp (n x) f(x, y),
$$

$$
h\left(y(0), y(1), y^{\prime}(1)\right)=-\frac{B}{A} y^{\prime}(1)+\frac{C}{A},
$$

then boundary value problem (1.1)-(1.2) will be attained. Boundary value problem (1.1)(1.2), in some special cases, with $m=0,1,2$ and $n=0$ has been studied in [2-11].

On the other hand, boundary value problem of the form (1.1)-(1.2) involving the governing ordinary differential equation (1.1) or slight generalizations of it has been investigated by Gatica et al. [12], Fink et al. [13], Baxley [14], Baxley and Gersdorff [15], Wang and Li [16], Tinio [17], Wang [18], Ebaid [19], Agarwal and O'Regan [20] and also by the authors of [21,22]. In these works, the fixed point theory or approximation theory was prevalently used, and their studies included assumptions that restrict $f(x, y)$ to be of one sign and usually continuous for $y \geq 0$. Later, in Refs [23-25], authors started to allow sign-changing nonlinearities but still they have required $f(x, y)$ to be continuous for $y \geq 0$. We notice that, in all these works, it has been assumed $n=0$ and they have considered some particular types of boundary conditions (1.2) or some specific forms of governing differential equation (1.1).

The aim of the present work is to provide some constructive existence and uniqueness theorems for problem (1.1)-(1.2) of the same type as those provided by Ford and Pennline in [26] by the same assumptions considered by them, i.e., $f(x, y(x))$ is not only allowed to be sign-changing but it also can be singular with respect to $y$. Also, we apply the Picard iterative sequence by constructing an integral equation whose Green's function is not negative. The convergence of this iterative sequence is then controlled by an embedded parameter so that it converges to the unique solution.

## 2 Constructing the integral equation

We subtract $k^{2} y$ from both sides of equation (1.1) so that the differential equation is converted to

$$
\begin{equation*}
y^{\prime \prime}(x)+n y^{\prime}(x)+\frac{m}{x} y^{\prime}(x)-k^{2} y(x)=f(x, y(x))-k^{2} y(x) . \tag{2.1}
\end{equation*}
$$

Let us now consider the homogeneous type of the above equation, i.e.,

$$
\begin{equation*}
\omega^{\prime \prime}(x)+n \omega^{\prime}(x)+\frac{m}{x} \omega^{\prime}(x)-k^{2} \omega(x)=0, \quad m>0, n \in \mathbb{R} \tag{2.2}
\end{equation*}
$$

with two homogeneous conditions

$$
\begin{equation*}
\omega^{\prime}(0)=0, \quad A \omega(1)+B \omega^{\prime}(1)=0 \tag{2.3}
\end{equation*}
$$

Suppose that $u_{m}(x)$ and $v_{m}(x)$ are given as follows:

$$
\begin{align*}
& u_{m}(x)=e^{\frac{1}{2} x\left(-\sqrt{4 k^{2}+n^{2}}-n\right)} L_{\alpha}^{m-1}\left(x \sqrt{4 k^{2}+n^{2}}\right), \quad \alpha=-\frac{m\left(\sqrt{4 k^{2}+n^{2}}+n\right)}{2 \sqrt{4 k^{2}+n^{2}}},  \tag{2.4}\\
& v_{m}(x)=e^{\frac{1}{2} x\left(-\sqrt{4 k^{2}+n^{2}}-n\right)} U\left(\beta, m, \sqrt{4 k^{2}+n^{2}} x\right), \quad \beta=\frac{m\left(n+\sqrt{4 k^{2}+n^{2}}\right)}{2 \sqrt{4 k^{2}+n^{2}}}, \tag{2.5}
\end{align*}
$$

where $L_{\alpha}^{m-1}$ is the generalized Laguerre polynomial which is related to hydrogen atom wave functions in quantum mechanics. Further, $U(a, b, z)$ is the hypergeometric func-
tion which is a second linearly independent solution to Kummer's equation and is defined by

$$
\begin{equation*}
U(a, b, z)=\frac{1}{\Gamma(a)} \int_{0}^{\infty} t^{a-1}(t+1)^{b-a-1} e^{-t z} \mathrm{~d} t \tag{2.6}
\end{equation*}
$$

Now, we define

$$
\begin{align*}
& u(x)=u_{m}(x),  \tag{2.7}\\
& v(x)=v_{m}(x)-S u_{m}(x), \quad S=\frac{A v_{m}(1)+B v_{m}^{\prime}(1)}{A u_{m}(1)+B u_{m}^{\prime}(1)} \tag{2.8}
\end{align*}
$$

It can be easily seen that $u(x)$ and $v(x)$ are the solutions of Eq. (2.2) so that $u^{\prime}(0)=u_{m}^{\prime}(0)=0$ and $A v(1)+B v^{\prime}(1)=0$ hold, respectively. We will give some properties of these functions in the next section.
Assume that $\varphi(x)$ satisfies

$$
\begin{align*}
& \varphi^{\prime \prime}(x)+n \varphi^{\prime}(x)+\frac{m}{x} \varphi^{\prime}(x)-k^{2} \varphi(x)=0,  \tag{2.9}\\
& \varphi^{\prime}(0)=0, \quad A \varphi(1)+B \varphi^{\prime}(1)=C . \tag{2.10}
\end{align*}
$$

In fact, $\varphi(x)$ can be expressed in terms of $u(x)$ as follows:

$$
\begin{equation*}
\varphi(x)=\frac{C u(x)}{A u(1)+B u^{\prime}(1)} . \tag{2.11}
\end{equation*}
$$

Now, consider differential equation (2.1) with the homogeneous boundary conditions

$$
\begin{equation*}
y^{\prime}(0)=0, \quad A y(1)+B y^{\prime}(1)=0 . \tag{2.12}
\end{equation*}
$$

Then, for $k^{2} \neq 0$, Eq. (2.1) can be converted to an equivalent integral equation by means of the Green's function appropriate to the operator on the left-hand side as follows:

$$
\begin{equation*}
y(x)=\varphi(x)+\int_{0}^{1} G(x, t)\left[k^{2} y(t)-f(t, y(t))\right] \mathrm{d} t \tag{2.13}
\end{equation*}
$$

where $G(x, t)$ satisfies

$$
\begin{align*}
& G_{x x}+n G_{x}+\frac{m}{x} G_{x}-k^{2} G=-\delta(x-t),  \tag{2.14}\\
& G_{x}(0, t)=0, \quad A G(1, t)+B G_{x}(1, t)=0, \tag{2.15}
\end{align*}
$$

where $\delta(x)$ is the Dirac delta function. It can be easily discovered from the elementary theory of differential equations that $G(x, t)$ may be expressed as

$$
G(x, t)=\frac{1}{W(t)} \begin{cases}u(x) v(t), & x \leq t  \tag{2.16}\\ v(x) u(t), & x \geq t\end{cases}
$$

where $u(x)$ and $v(x)$ are given by Eqs. (2.7)-(2.8) and the Wronskian $W(t)$ is defined by

$$
\left.\begin{array}{rl}
W(t) & \equiv v(t) u^{\prime}(t)-u(t) v^{\prime}(t) \\
& =v_{m}(t) u_{m}^{\prime}(t)-u_{m}(t) v_{m}^{\prime}(t)
\end{array} \quad \begin{array}{r}
m\left(\sqrt{4 k^{2}+n^{2}}+n\right) U\left(\frac{n m}{2 \sqrt{4 k^{2}+n^{2}}}+\frac{m}{2}+1, m+1, \sqrt{4 k^{2}+n^{2}} t\right) \\
\\
=\frac{1}{2} e^{-t\left(\sqrt{4 k^{2}+n^{2}}+n\right)}\left(\begin{array}{c}
L_{\frac{1}{2} m\left(-\frac{n}{\sqrt{4 k^{2}+n^{2}}}-1\right)}\left(t \sqrt{4 k^{2}+n^{2}}\right) \\
-2 \sqrt{4 k^{2}+n^{2}} U\left(\frac{1}{2} m\left(\frac{n}{\sqrt{4 k^{2}+n^{2}}}+1\right), m, \sqrt{4 k^{2}+n^{2}} t\right) \\
\times L_{-\frac{m n}{m}}^{2 \sqrt{4 k^{2}+n^{2}}}-\frac{m}{2}-1
\end{array}\left(\sqrt{4 k^{2}+n^{2}}\right)\right. \tag{2.17}
\end{array}\right)
$$

where, obviously, $W(1)$ depends on $n, m$ and $k$.

## 3 Some properties of the Green's function

In this section, we present some properties of the Green's function as theorems which are extremely important in the analysis of (1.1)-(1.2).

Lemma 3.1 Taking into account $A>0, B \geq 0, m>0$ and $n \in \mathbb{R}$, the functions $u(x)$ and $v(x)$, given by (2.7)-(2.8), satisfy the following properties:

- The function $v(x)$ is a positive decreasing function of $x \in[0,1]$ and unbounded at the origin.
- Assuming that $m, n$ and $k$ are such that $W(1)$ is positive, then $u(x)$ is a positive increasing function of $x \in[0,1]$.
- Assuming that $m, n$ and $k$ are such that $W(1)$ is negative, then $u(x)$ is a negative decreasing function of $x \in[0,1]$.

Proof It is straightforward from definitions (2.7)-(2.8) and Wronskian $W(t)$ at $t=1$.

Theorem 3.2 The Green's function $G(x, t)$ is always non-negative, i.e.,

$$
\begin{equation*}
\forall k^{2}, m>0, \forall n \in \mathbb{R}, \forall x, t \in[0,1]: \quad G(x, t) \geq 0 . \tag{3.1}
\end{equation*}
$$

Proof Equation (2.16) can be rewritten as follows:

$$
G(x, t)=\frac{e^{n(t-1)} t^{m}}{W(1)} \begin{cases}u(x) v(t), & x \leq t  \tag{3.2}\\ v(x) u(t), & x \geq t .\end{cases}
$$

Now, there are two cases.
First, suppose that $m, n$ and $k$ are such that $W(1)$ is positive, then from Lemma 3.1 it follows that $u(x)$ is a positive function of $x \in[0,1]$. On the other hand, $v(x)$ is a positive decreasing function of $x \in[0,1]$ from Lemma 3.1. Therefore, we conclude that $G(x, t) \geq 0$.
Second, suppose that $m, n$ and $k$ are such that $W(1)$ is negative, then from Lemma 3.1 it follows that $u(x)$ is a negative function of $x \in[0,1]$. On the other hands, $v(x)$ is a positive decreasing function of $x \in[0,1]$ from Lemma 3.1. Therefore, we conclude again that $G(x, t) \geq 0$.

Theorem 3.3 The Green's function $G(x, t)$ is bounded in such a way that

$$
\begin{equation*}
\forall k^{2}, m>0, \forall n \in \mathbb{R}, \forall x, t \in[0,1]: \quad k^{2} \int_{0}^{1} G(x, t) \mathrm{d} t \leq \mu(k)<1 . \tag{3.3}
\end{equation*}
$$

Proof Suppose that $\omega(x)$ satisfies differential equation (2.2), then it is easily seen that

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left[t^{m} e^{n t} \omega^{\prime}(t)\right] & =t^{m-1} e^{n t}\left(m \omega^{\prime}(t)+n t \omega^{\prime}(t)+t \omega^{\prime \prime}(t)\right) \\
& =t^{m-1} e^{n t}\left(k^{2} t \omega(t)\right)=k^{2} t^{m} e^{n t} \omega(t) \tag{3.4}
\end{align*}
$$

hence

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left[\frac{t^{m} e^{n t} \omega^{\prime}(t)}{W(1) e^{n}}\right]=\frac{k^{2} t^{m} e^{n t} \omega(t)}{W(1) e^{n}} \tag{3.5}
\end{equation*}
$$

therefore

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left[\frac{\omega^{\prime}(t)}{W(t)}\right]=\frac{k^{2} \omega(t)}{W(t)} \tag{3.6}
\end{equation*}
$$

Now, with the help of this last equation, we obviously have

$$
\begin{equation*}
k^{2} \int_{0}^{1} G(x, t) \mathrm{d} t=1+\frac{u(x) v^{\prime}(1)}{W(1)} \tag{3.7}
\end{equation*}
$$

Lemma 3.1 confirms that $v^{\prime}(1)<0$ and $\frac{u(x)}{W(1)} \geq 0$, then $\frac{u(x) \nu^{\prime}(1)}{W(1)}<0$. On the other hand, Theorem 3.2 reveals $\int_{0}^{1} G(x, t) \mathrm{d} t \geq 0$, therefore we conclude that

$$
\begin{equation*}
0 \leq \mu(k)=1+\frac{u(x) v^{\prime}(1)}{W(1)}<1, \tag{3.8}
\end{equation*}
$$

and the proof is complete.

## 4 The region of existence and uniqueness

Consider a standard Picard sequence iteration as below which is based on Eq. (2.13)

$$
\begin{equation*}
y_{n+1}(x)=\varphi(x)+\int_{0}^{1} G(x, t)\left[k^{2} y_{n}(t)-f\left(t, y_{n}(t)\right)\right] \mathrm{d} t, \quad n=0,1,2, \ldots \tag{4.1}
\end{equation*}
$$

or equivalently in the operator form

$$
\begin{equation*}
y_{n+1}=\varphi(x)+T\left[k^{2} y_{n}-f_{n}\right], \quad n=0,1,2, \ldots, \tag{4.2}
\end{equation*}
$$

where $y_{n}=y_{n}(x), f_{n}=f\left(t, y_{n}(x)\right)$, and the operator $T: C[0,1] \rightarrow C[0,1]$ is defined as

$$
\begin{equation*}
T[z(x)]=\int_{0}^{1} G(x, t) z(t) \mathrm{d} t, \quad x \in[0,1] . \tag{4.3}
\end{equation*}
$$

Now, we show that (4.1) can converge uniformly in a finite region such as $\mathbf{D}:[0,1] \times$ $\left[y_{L}(x), y_{u}(x)\right]$ so that it presents the unique solution to boundary value problem (1.1)-(1.2) within it.

Theorem 4.1 Consider boundary value problem (1.1)-(1.2) and suppose the following conditions hold:
(a) $\frac{\partial f}{\partial y}$ is continuous in $\mathbf{D}:[0,1] \times\left[y_{L}(x), y_{U}(x)\right]$ and satisfies $0 \leq \frac{\partial f}{\partial y} \leq N_{D}$ within it.
(b) $y_{0}(x)=\frac{1}{2}\left[y_{L}(x)+y_{U}(x)\right]$ and $y_{L}(x) \leq y_{n}(x) \leq y_{U}(x), n=1,2,3, \ldots$.
(c) The value of $k^{2}$ satisfies $k^{2} \geq \frac{N_{D}}{2}$.

Then the Picard sequence iteration (4.2) converges uniformly to $y(x)$ which is the unique solution of boundary value problem (1.1)-(1.2) in $\mathbf{D}$.

Proof Define

$$
\begin{align*}
& \Delta y_{n}(x)=y_{n}(x)-y_{n-1}(x)  \tag{4.4}\\
& \Delta f_{n}(x)=f\left(x, y_{n}(x)\right)-f\left(x, y_{n-1}(x)\right) \tag{4.5}
\end{align*}
$$

for $n=1,2,3, \ldots$, then by subtracting two successive iterations, we obtain

$$
\begin{equation*}
\Delta y_{n+1}=T\left[k^{2} \Delta y_{n}-\Delta f_{n}\right], \quad n=1,2,3, \ldots . \tag{4.6}
\end{equation*}
$$

Applying the mean value theorem to $\Delta f_{n}$ results in

$$
\begin{equation*}
\Delta y_{n+1}=T\left[\left(k^{2}-\psi_{n}\right) \Delta y_{n}\right], \quad n=1,2,3, \ldots \tag{4.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{n}(x)=\frac{\partial f}{\partial y}\left[x, y_{n}(x)-\theta(x) \Delta y_{n}(x)\right], \quad 0 \leq \theta(x) \leq 1 \tag{4.8}
\end{equation*}
$$

Remembering $k^{2} \geq \frac{N_{D}}{2}$ and $0 \leq \frac{\partial f}{\partial y} \leq N_{D}$ within $\mathbf{D}$, we conclude $-\frac{N_{D}}{2} \leq k^{2}-\psi_{n} \leq k^{2}$, and then $0 \leq\left|k^{2}-\psi_{n}\right| \leq k^{2}$. Therefore, Eq. (4.7) leads to

$$
\begin{equation*}
\left|\Delta y_{n+1}(x)\right| \leq k^{2} \int_{0}^{1} G(x, t)\left|\Delta y_{n}(t)\right| \mathrm{d} t \leq k^{2}\left\|\Delta y_{n}\right\| \int_{0}^{1} G(x, t) \mathrm{d} t \tag{4.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\|y\|=\max _{0 \leq x \leq 1}|y(x)| . \tag{4.10}
\end{equation*}
$$

Now, the application of Theorem 3.3 yields

$$
\begin{equation*}
\left\|\Delta y_{n+1}\right\| \leq \mu(k)\left\|\Delta y_{n}\right\| . \tag{4.11}
\end{equation*}
$$

In other words,

$$
\begin{equation*}
\left\|\Delta y_{n+1}\right\| \leq[\mu(k)]^{n}\left\|\Delta y_{1}\right\|, \quad \mu(k)<1 \tag{4.12}
\end{equation*}
$$

Now, we have proved that $\left\{y_{n}(x)\right\}$ is a Cauchy sequence with the norm defined by (4.10), then $y_{n}(x)$ converges uniformly to a function $y(x)$ that satisfies integral equation (2.13) or equivalently boundary value problem (1.1)-(1.2). We prove uniqueness of the solution
by contradiction. Suppose that $y_{1}(x)$ and $y_{2}(x)$ are two solutions to (1.1). Then they easily satisfy (2.13). Now, choosing $k^{2} \geq \frac{N_{D}}{2}$ and using the exact previous analysis that leads to (4.11), we obtain

$$
\begin{equation*}
\left\|y_{1}-y_{2}\right\| \leq \mu(k)\left\|y_{1}-y_{2}\right\|, \tag{4.13}
\end{equation*}
$$

that is a contradiction because $\mu(k)<1$, and this completes the proof.

## 5 Solution procedure and illustrative physiology models

According to Theorem 4.1, for a given problem (1.1)-(1.2), in order to obtain the solution, a simpler procedure is to obtain relevant $y_{L}(x)$ and $y_{U}(x)$ and then to apply the following Picard iterative sequence:

$$
\begin{align*}
& y_{0}(x)=\frac{1}{2}\left[y_{L}(x)+y_{U}(x)\right] \\
& y_{n+1}(x)=\varphi(x)+\int_{0}^{1} G(x, t)\left[k^{2} y_{n}(t)-f\left(t, y_{n}(t)\right)\right] \mathrm{d} t, \quad n=0,1,2, \ldots \tag{5.1}
\end{align*}
$$

Now, we implement it on two nonlinear singular boundary value problems that arise in real physiology applications.

Example 5.1 Consider the following diffusion problem:

$$
\begin{align*}
& y^{\prime \prime}(x)+y^{\prime}(x)+\frac{1}{x} y^{\prime}(x)=\exp (y)-1,  \tag{5.2}\\
& y^{\prime}(0)=0, \quad y(1)+y^{\prime}(1)=1 . \tag{5.3}
\end{align*}
$$

Assume $y_{L}(x)=0$ and $y_{U}(x)=1$, therefore $y_{0}(x)=\frac{1}{2}$. Also consider $k^{2}=\exp (1)$ because $\frac{\partial f}{\partial y}=\exp (y) \leq \exp (1)$ and continuous in $\mathbf{D}:[0,1] \times\left[y_{L}(x), y_{U}(x)\right]$. Now, it can be verified easily that the assumptions of Theorem 4.1 hold. To this aim, from Eqs. (2.4), (2.7) and (2.11), we obtain

$$
\begin{align*}
& \varphi(x)=\frac{u(x)}{u(1)+u^{\prime}(1)}, \quad u(x)=e^{\frac{1}{2} x(-\sqrt{4 e+1}-1)} L_{\alpha}^{0}(x \sqrt{4 e+1}), \\
& \alpha=-\frac{(\sqrt{4 e+1}+1)}{2 \sqrt{4 e+1}} \tag{5.4}
\end{align*}
$$

Simple calculations in Mathematica imply that $\varphi(x)$ is an increasing function and $0.33265 \leq \varphi(x) \leq 0.54756$. On the other hand, it holds

$$
\begin{align*}
\int_{0}^{1} G(x, t)\left[k^{2} y_{n}(t)-f\left(t, y_{n}(t)\right)\right] \mathrm{d} t & =\int_{0}^{1} G(x, t)\left[k^{2} y_{n}(t)+1-\exp \left(y_{n}(t)\right)\right] \mathrm{d} t \\
& =\int_{0}^{1} k^{2} G(x, t)\left[y_{n}(t)+\frac{1-\exp \left(y_{n}(t)\right)}{e}\right] \mathrm{d} t \tag{5.5}
\end{align*}
$$

If $0 \leq y_{n}(x) \leq 1$, then $0 \leq y_{n}(t)+\frac{1-\exp \left(y_{n}(t)\right)}{e} \leq 0.367880$. Then from Theorem 3.3 we have

$$
0 \leq \int_{0}^{1} G(x, t)\left[k^{2} y_{n}(t)-f\left(t, y_{n}(t)\right)\right] \mathrm{d} t \leq 0.367880
$$

Figure 1 Approximate profile to the diffusion problem, Example 5.1.


Figure 2 Approximate solution of the diffusion problem, Example 5.2.

therefore we conclude $0 \leq y_{n+1}(x) \leq 1$ from (5.1). The approximate solution is given in Figure 1.

Example 5.2 Consider the following problem:

$$
\begin{align*}
& y^{\prime \prime}(x)+10 y^{\prime}(x)+\frac{5}{x} y^{\prime}(x)=y  \tag{5.6}\\
& y^{\prime}(0)=0, \quad y(1)+4 y^{\prime}(1)=1 . \tag{5.7}
\end{align*}
$$

Suppose again $y_{L}(x)=0$ and $y_{U}(x)=1$, thus $y_{0}(x)=\frac{1}{2}$. Moreover, consider $k^{2}=1$ because $\frac{\partial f}{\partial y}=1$ and continuous in $\mathbf{D}:[0,1] \times\left[y_{L}(x), y_{U}(x)\right]$. Now, indeed all the assumptions of Theorem 4.1 hold because

$$
\begin{align*}
& \varphi(x)=\frac{u(x)}{u(1)+4 u^{\prime}(1)}, \quad u(x)=e^{\frac{1}{2} x(-\sqrt{104}-10)} L_{\alpha}^{4}(x \sqrt{104}), \\
& \alpha=-\frac{5(\sqrt{104}+10)}{2 \sqrt{104}}, \tag{5.8}
\end{align*}
$$

and then $0.76091 \leq \varphi(x) \leq 0.794105$ while it is increasing in $[0,1]$. Moreover, it can be easily seen that

$$
\int_{0}^{1} G(x, t)\left[k^{2} y_{n}(t)-f\left(t, y_{n}(t)\right)\right] \mathrm{d} t \equiv 0
$$

therefore, obviously, $0 \leq y_{n+1}(x) \leq 1$ from (5.1). The analytical approximate solution to this problem is shown in Figure 2.
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