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Abstract

This paper addresses the recognitions of human actions in videos. Human action recognition can be seen as the
automatic labeling of a video according to the actions occurring in it. It has become one of the most challenging and
attractive problems in the pattern recognition and video classification fields. The problem itself is difficult to solve by
traditional video processing methods because of several challenges such as the background noise, sizes of subjects in
different videos, and the speed of actions. Derived from the progress of deep learning methods, several directions are
developed to recognize a human action from a video, such as the long-short-term memory (LSTM)-based model,
two-stream convolutional neural network (CNN) model, and the convolutional 3D model.
In this paper, we focus on the two-stream structure. The traditional two-stream CNN network solves the problem that
CNNs do not have satisfactory performance on temporal features. By training a temporal stream, which uses the optical
flow as the input, a CNN can have the ability to extract temporal features. However, the optical flow only contains
limited temporal information because it only records the movements of pixels on the x-axis and the y-axis. Therefore,
we attempt to design and implement a new two-stream model by using an LSTM-based model in its spatial stream to
extract both spatial and temporal features in RGB frames. In addition, we implement a DenseNet in the temporal
stream to improve the recognition accuracy. This is in-contrast to traditional approaches which typically utilize the
spatial stream for extracting only spatial features. The quantitative evaluation and experiments are conducted on the
UCF-101 dataset, which is a well-developed public video dataset. For the temporal stream, we choose the optical flow
of UCF-101. Images in the optical flow are provided by the Graz University of Technology. The experimental result
shows that the proposed method outperforms the traditional two-stream CNN method with an accuracy of at least
3%. For both spatial and temporal streams, the proposed model also achieves higher recognition accuracies. In
addition, compared with the state of the art methods, the new model can still have the best recognition performance.
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1 Introduction
Action recognition aims to recognize the motions and
actions of objects. In the human action recognition field,
vision-based action recognition is one of the most popu-
lar and essential problems [1]. It requires approaches to
track and distinguish the behavior of the subject through
videos. Human action recognition is used in some surveil-
lance systems and video processing tools [2]. In addition,
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the model of solving this kind of problem can also be
used for other video classification tasks by transfer learn-
ing. Therefore, it is necessary to develop a new model to
improve recognition accuracy.
Based on the rapid development of computer vision and

neural networks, vast improvements have been achieved
in the action recognition field [3, 4]. By using CNNs,
spatial features from RGB video frames can be easily
extracted, which is similar to its functions in image recog-
nition [5, 6]. However, the critical challenge of video
human action recognition is how to obtain and han-
dle temporal features effectively. Compared with still
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images, video contains valuable temporal information
that can enhance the accuracy of the action recogni-
tion [7, 8]. How to get and use the temporal features
has become an important task in the video classification
problem.
Current solutions can be divided into two approaches.

One direction is to use models that can extract the tem-
poral features, such as the LSTM, in the final model [9].
LSTM uses three gates to decide which cell can be passed
to the next layer or forgotten. Thus, it can keep the tem-
poral information in the video. However, the input size of
an LSTM would be much bigger than a CNN. Therefore,
the training speed of such methods can be slow if they
just rely on the LSTM. And according to our experiments,
a single LSTM-based model still has space for improve-
ment according to our experimental results shown in
Section 3.2.
Another approach is to add an extra input stream, which

can be the extracted temporal features using a CNN [9].
Optical flow is a popular input in this approach. It is a set
of images, which presents the relative motion between the
object and background in the video. Thus, the optical flow
contains the features in time sequence. Since there are two
inputs for the CNN, the traditional idea is to train two
independence CNNs, one handling the RGB frames, and
another one managing the optical flow. Then, it combines
the results of both training streams and gets a final recog-
nition result. This structure is known as the two-stream
CNN model. However, the two-stream CNN model still
has an apparent defect. The model does not contain the
original temporarily information in the RGB video frames.
Though the optical flow contains the temporal features,

it only records the movements of pixels on the x-axis and
the y-axis (Figs. 1 and 2).
Therefore, in this paper, we aim to solve the limitations

of previous solutions. The idea is to make a combination
of these two approaches. The new model keeps the tem-
poral stream so that a CNN can still process temporal
features from the optical flow. For the spatial stream, we
use an LSTM-based model to replace the traditional CNN
in order to extract more temporal features from the RGB
frames.

2 Methodology
In this work, the proposed model can be mainly decom-
posed into three modules. They are a spatial stream with
the LSTM, a temporal stream with a DenseNet, and a
fusion layer with support vector machine (SVM) [10].
The overall structure of the model and the general train-

ing process are shown in Fig. 3. Firstly, the training data
are RGB video frames and optical flow. The training pro-
cess can be divided into three parts. For each video, a
sequence of sampled RGB video frames is processed by
the spatial stream. The LSTM-based model in this stream
trains the data and gets a recognition result by mark-
ing grades for different labels. According to the input
sequence of frames, the corresponding optical flow is
input and processed in the temporal network. DenseNet
is used in this stream for training. Because the whole
training process is by supervised learning, every optical
flow is also labeled. DenseNet also provides its recogni-
tion results. So far, there are two results from the above
streams. Finally, the fusion layer will fuse the results of the
two streams and get the final recognition result.

Fig. 1 Part of an optical flow of a video in UCF-101. It is a set of grayscale images and pays no attention to the RGB information. Conversely, it
concerns the motion of the subject on the video



Zhao et al. EURASIP Journal on Image and Video Processing         (2020) 2020:24 Page 3 of 9

Fig. 2 The structure of the two-stream CNN model

2.1 Spatial stream
There is an LSTM-based model in the spatial stream,
which uses a convolutional neural network for fea-
ture extraction and an LSTM network to do further
classification (Fig. 4).

2.1.1 Convolutional neural network
The Visual Geometry Group (VGG16) is modified slightly
in this model for the spatial feature extraction work [11].
VGG16 is a CNN provided by the Oxford University
and has been widely used in the image classification

Fig. 3 The overall structure of the proposed two-stream model
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Fig. 4 The proposed structure in the spatial model

field. It is pre-trained on the ImageNet dataset [12], and
the weights and layer configuration are available on the
official website. In VGG16, there are sixteen hidden lay-
ers, includes thirteen convolutional 2D layers and three
fully connected layers. The input RGB video frames are
resized to 224 × 224 to fit the default input size of
this model. There is no pooling applied to the output of
the last convolutional layer, which means the output will
be the 4D tensor output of the last convolutional layer.
Finally, this model outputs the sequence of features of the
input frames and pass these features to the next step
(Figs. 4 and 5).

2.1.2 Long short-termmemory (LSTM)
In consideration of the fact that CNN is mainly powerful
for extracting the spatial features, it is necessary to utilize
temporal features from these RGB video frames. Since the
input of the whole model is a sequence of images associ-
ated in time, an LSTM is built in the current model [13].
The LSTM network in this model is set to be a single-
directional structure. It contains one LSTM layer and two
fully connected layers. Figure 6 shows the structure of the
kernel of the LSTM layer, where σ and tanh represent the
activation functions, c and h represent the cell state and
the hidden state separately, and x is the input signal.
Related equations [13]:

ft = σ(Wf ·[Ct−1, ht−1, xt] ) + bi (1)

it = σ(Wi·[Ct−1, ht−1, xt] ) + bf (2)

c̃t = tan(Wc·[Ct−1, ht−1, xt] ) + bc (3)

Ct = ft · Ct−1 + it · c̃t (4)

ot = σ(W0·[Ct , ht−1, xt] ) + b0 (5)

ht = ot · tan (Ct) (6)

The LSTM uses three gates to determine which infor-
mation is useful. The above equations describe how the
three gates work in the LSTM. W in these equations rep-
resents the matrix of parameters. The forget gate chooses
the information which will not be used in the current
cell. The input gate determines the input of the next cell.
The output gate determines the hidden state outputted
from the current cell. In particular, the LSTM layer in this
model has 512 hidden units in every cell. The output shape
of this block equals the number of classes in the dataset.
To reduce the possibility of overfitting, a dropout layer is
added between full-connected layers.
Since the training speed of an LSTM is much slower

than the CNN, if the input data of this stream is the stan-
dard sampled files of UCF-101, the training time will be
too long. According to tests, if the input data of the spatial
stream is the image set provided by the Graz University of
Technology, the training time of each epoch will be more
than 2 h under the processing of an Nvidia RTX2080ti
GPU card. Therefore, a sampled script is added before the
whole model to extract 25 frames from each video.

2.2 Temporal stream
This section describes the convolutional neural network
we used in the temporal stream. The difference of this
stream is that it uses a stack of optical flow images. As
shown in Fig. 7 [9], there are five variations of the optical
flow-based input. In this work, we choose (d) and (e) as
the input data. A stack of optical images which contains
ten x-channel and ten y-channel images is considered as
an input. Therefore, the input shape is (20,224,224). Graz
University of Technology provides the file of the optical
flow.
We choose the DenseNet in the temporal stream [14].

DenseNet uses several dense blocks in its structure, and
every dense block contains several convolutional layers.
Unlike the VGG net, layers in the same block are related
to each other. Therefore, every layer contains the output
features of all the previous layers in the same block. The
relation among different layers is enhanced a lot in the
DenseNet. Figure 8 [14] are the basic structure of this net-
work. The advantage of this model is that it needs fewer
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Fig. 5 The structure of VGG16

feature images than other models. Due to the enhanced
relation among layers, more information can be collected
in a single-dense block. Therefore, we do not need a lot
of parameters and feature images to ensure the stability
of the whole training process. Furthermore, the vanishing

gradient problem will be solved because of the dense
connection.
In this work, we use a basic DenseNet-121 as the pro-

posed model. It contains four dense blocks and 58 convo-
lutional layers in total. Since the optical input of UCF-101
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Fig. 6 The structure of the LSTM

is large enough, it is easy to avoid the over-fitting problem.
Therefore, in the final classifier of this stream, we do not
need to create several softmax layers for different datasets.
As a replacement, we keep the original softmax layer for
the UCF-101 classification.

2.3 Fusion layer
Although the proposed model modifies both the spatial
stream and the temporal stream, the outputs of these two
streams are not changed. Each stream outputs its classifi-
cation results separately. The choices of the method in the
fusion layer can be similar to the traditional two-stream
CNN model. According to previous experiments of the
two-stream CNN model [9], the SVM has a better perfor-
mance than the average method. Therefore, we choose the
SVM in our proposed model.

3 Experiments and results
3.1 Dataset and implementation
The proposed model in this paper is evaluated on the
UCF-101 human action recognition dataset [15]. It con-
tains 13320 labeled videos belong to 101 human action
categories, such as punching, boxing, and walking. All
these 101 categories can be divided into five types:
Human-Object Interaction, Body-Motion Only, Human-
Human Interaction, Playing Musical Instruments, and
Sports. All videos in this dataset are realistic and col-
lected from YouTube. The UCF-101 dataset does not have
a pre-divided training set and testing set. It gives the three
official guides of training and testing splits for both action
recognition and action detection.
In our experiments, the final accuracy is the average

accuracy of all three splits. The ImageNet is used for the

Fig. 7 Optical flow. a, b RGB video frames, which are similar to the input data of the spatial stream. However, there are some rectangles that
highlight the moving area in the frame. c The dense optical flow in the outlined area. d y-channel images of the displacement vector. e x-channel
images of the displacement vector
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Fig. 8 The structure of the DenseNet

pre-trained part for both two streams. Finally, we evalu-
ate the spatial stream, the temporal stream, and the whole
model separately to check the individual performance of
every component in the proposed model. We use Keras
and an Nvidia RTX2080ti GPU for the experiments. The
GPU is powered by the Turing GPU architecture, which is
useful for the research of deep learning. Besides, it has an
11 GB GDDR6 frame buffer.

3.2 Result and discussion
In this section, we compare the experimental results
between the proposed model and other state-of-the-art
methods. We also discuss the implications and current
limitations of our work.

3.2.1 Spatial stream
We compare the accuracy of different neural networks
on the UCF-101. Five scenarios are considered: (a) the
spatial stream ConvNet, which was used in Google’s
first two-stream CNN model [9]; (b) VGG16; (c) VGG16
and a bidirectional LSTM; and (d) VGG16 and a single-
directional LSTM. In our experiments, all methods are
pre-trained by ImageNet. In addition, the dropout is
set to be 0.5. Besides the top 1 accuracies, the top 5
accuracies of LSTM-based models are also shown in
Table 1.
According to the results in Table 1, the method which

uses a simple VGG16 has a poor performance. The spa-
tial stream ConvNet can improve the top 1 accuracy by
more than 40%. Furthermore, two LSTM-based models,
which are used in the proposed model, can improve by
another 16% on that basis. Between these two LSTM-
based models, the single-directional LSTM seems to have
better accuracy than the bidirectional one; however, the
difference is less than 2%.

Table 1 Different models accuracies on video frames of UCF-101

Top 1 % Top 5%

Spatial Stream ConvNet [9] 72.7

VGG16 32.1 51.3

Inception V3 [16] 54.55 79.92

VGG16+LSTM (bidirectional) 88.1 96.72

VGG16+LSTM (single directional) 90.81 98.61

The performance includes both top 1 and top 5 accuracies

3.2.2 Temporal stream
Here, we compare the performances of different meth-
ods in the temporal stream. From Table 2, we can see
the DenseNet can get the highest top 1 accuracy, which
is 3% higher than the ResNet101. As in the previous
experiment, VGG16 get the lowest top 1 accuracy.

3.2.3 Wholemodel
We compare the performance of the proposed two-stream
model with state-of-the-art methods on UCF-101. The
performance is measured by the average accuracy on all
three splits of the UCF-101 dataset. In the experiment, we
use the control variable method. If the model uses Kinet-
ics for the pre-trained part, it will certainly get a higher
accuracy of the recognition. To make the comparison fair,
all models in these experiments are only pre-trained on
ImageNet. However, we keep the CNN backbone of each
method different so that the final accuracy can be authen-
tic. In addition, only the top 1 accuracy is considered in
this experiment because most of the methods in this table
do not provide the top 5 accuracy for comparison.
Table 3 gives a quantitative comparison of the exper-

imental results. According to this table, our proposed
two-stream model get the highest top 1 recognition accu-
racy among all methods, which is 92.5%. Compared with
the state-of-the-art two-stream CNN method, the pro-
posed model outperforms it by more than 3%. The tradi-
tional LSTM-basedmodel achieves 69.1% accuracy, which
is 23% less than our proposed model. Compared with
another traditional direction of video classification, the
C3D, the accuracy of our method is 10% higher than its
accuracy. In addition, we also compare other state-of-the-
art methods such as RGB-I3D and TSN. Benefitting from
the advanced temporal stream, the proposed model can
also have higher recognition accuracy than these meth-
ods. Besides the top 1 accuracy, in the spatial stream, our
method only uses 25 sampled frames as the input, while all

Table 2 Performances on the optical flow of different CNNs

Top 1% Top 5%

ResNet101 [17] 76.1

VGG16 30.1 46.5

DenseNet121 (proposed method) 79.63 80.12

The performance includes both top 1 and top 5 accuracies
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Table 3 State-of-the-art performance comparison on UCF101

Pre-trained CNN backbone UCF-101%

Two stream CNN [9] ImageNet VGG16 88.7

Conv + LSTM [8] ImageNet AlexNet 69.1

C3D [18] ImageNet VGG11 82.3

RGB-I3D [19] ImageNet Inception v1 84.5

TSN [20] ImageNet Inception v2 86.4

3D Hybrid Model [21] 2D CNN C3D 89.4

Two-stream model ImageNet DenseNet 92.5
(proposed model)

The accuracy is the average accuracy for all three splits of the dataset

state-of-the-art methods use the standard frame dataset
of UCF-101, which has much more frames of each video.
Though the input volume is smaller, the proposed method
still has a better performance.
In summary, the proposedmodel achieves higher recog-

nition accuracies in both the spatial stream and the
temporal stream than the traditional two-stream CNN
model. In addition, compared with other state-of-the-
art approaches, the proposed model can get the highest
overall top 1 accuracy.

3.2.4 Discussion
The study presented an innovative two-stream model for
video human action recognition. The model enhances the
function of the spatial stream. According to the results of
the experiments, each stream of the proposed model can
have a good recognition performance. Finally, the whole
model can achieve higher top 1 accuracy than previous
deep learning models.
Here are some potential impacts of this study:

It provides a new solution for the temporal features
extraction problem. It shows that even if the LSTM-
based model in the spatial stream is a combination of
two basic networks, the two-stream model can still
have a high recognition accuracy. In the future, this
structure can have further improvements.
The study shows that the optical flow can still be
improved if we use advanced CNN.
The proposed model can be applied in video
description tasks by the help of natural language
description methods [22].
The proposed model can be used for smart city
surveillance such as the unforseeable event detection
and traffic control [23].
Though the proposed method outperforms the
state-of-the-art methods, it still has limitations that
needed to be solved improved in the future.
The proposed model increases the complexity
compared with either the LSTMmethod and the
two-stream CNN. The whole model needs more
parameters in both streams. Compared with

traditional methods, both the LSTM-based model
and the DenseNet requires more training time. This
drawback limits the size of the input, especially for
the spatial stream. Currently, input data for each
video are 25 RGB frames. If the training speed is
improved, more frames can be added for the
recognition. As a result, the model can achieve higher
accuracy in experiments.
The fusion layer is not well developed. We still use
the SVM, which is a traditional method in the fusion
layer. This part still has room for improvement.

4 Conclusion
We propose an innovative deep learning model, which
is used for human action recognition. The basic struc-
ture of this model is the two-stream structure. However,
unlike the traditional two-stream CNN model, the pro-
posed method aims to extract both spatial and temporal
features from the RGB video frames in the spatial stream.
In order to achieve this objective, we use the LSTM-based
model to replace the traditional convolutional neural net-
work in its spatial stream. Furthermore, we implement
a DenseNet to improve the performance of the tempo-
ral stream. According to the experimental results, with
respect to the traditional two-stream model and other
neural networks, the key achievement of our proposed
method is to obtain the highest top 1 accuracy among the
human action recognition tasks of UCF-101 dataset.
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