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Abstract

In this paper, we propose a medium access control (MAC) protocol to allow a radio over fiber-based wireless local
area network (RoF-based WLAN) to coexist with legacy carrier sense multiple access with collision avoidance
(CSMA/CA)-based WLANs. In RoF-based WLANs, there are long propagation delays between access points (APs) and
stations (STAs). When an RoF-based WLAN uses the conventional CSMA/CA protocol and coexists with legacy WLANs,
the propagation delay causes unexpected frame collisions and unfairness between the RoF-based WLAN and legacy
WLANs. The proposed protocol reduces unexpected frame collisions and improves fairness between the RoF-based
WLAN and legacy WLANs in environments where they coexist. It is only necessary to apply the proposed protocol to
the AP in the RoF-based WLAN (RoF AP); there is no need to modify STAs, which is an advantage of the protocol. In the
proposed scheme, the RoF AP transmits frames during the transmission and reception of frames in the legacy WLAN,
such that the frame transmitted by the AP arrives at a destination STA one short interframe space (SIFS) period after
the channel became idle, and thus the RoF AP’s frames do not collide with other frames. As a result, the proposed
method decreases the likelihood of frame collisions and increases the throughput of the RoF-based WLAN. In
addition, the proposed method provides adaptive adjustment of the transmission probability, which enables the
RoF-based WLAN and the legacy WLANs to fairly share wireless channels. The proposed protocol has been
investigated for IEEE 802.11a/b/g WLANs. Numerical analysis and simulation evaluations show that the proposed
scheme increases the TCP throughput of the RoF-based WLAN up to the same level as that in legacy WLANs.
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1 Introduction
Wireless communication is becoming increasingly com-
mon, and many wireless standards are now available for
wireless local area networks (WLANs). Accordingly, net-
work operators must prepare dedicated wireless access
points (APs) for each system, every time a new wire-
less standard emerges. Existing WLAN standards, such
as IEEE 802.11b/g/a/n/ac, are utilized in the 2.4 and
5 GHz bands. Moreover, owing to increasing demand for
more capacity, WLAN standards using the millimeter-
wave (mmWave) band, such as IEEE 802.11ad and IEEE
802.11ay using 60 GHz, are actively being discussed for

*Correspondence: nishio@i.kyoto-u.ac.jp
1Graduate School of Informatics, Kyoto University, Kyoto, Japan
Full list of author information is available at the end of the article

the provision of broadbandwireless access [1]. In addition,
the demand for Internet of Things (IoT) applications has
drawn attention to sub-1 GHz wireless standards, such as
IEEE 802.15.4 [2]. The upcoming IEEE 802.11ah standard
has the potential to serve wide-area and low-cost wireless
networks for IoT devices [3].
Access networks are required to support various com-

munication standards with different physical (PHY) and
medium access control (MAC) layer parameters by a
single AP. Network function virtualization (NFV) is a
promising method with which to economically realize
such flexible wireless access networks [4].
One of the key enablers of NFV for wireless access net-

works is radio over fiber (RoF) technology. In wireless
systems with RoF technology, only radio frequency (RF)
units connected to a central office are located in remote
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areas and the central office operates the PHY signal pro-
cessing andMAC functionality [5–9]. The RF units, which
are connected to the central office via an optical fiber, con-
vert the optical signals to electrical signals before trans-
mitting them over the radio channel, and vice versa. Using
RoF for wireless systems enables the centralization of the
wireless signal processing functions that are currently per-
formed by each AP. The benefit of this approach is that
WLANs or wireless personal area networks (WPANs) are
able to support any wireless standard by only changing the
processing functions at the central office.
An RoF-based access architecture for integrating mul-

tiple wireless systems was discussed in [8, 9]. However,
the integration of the conventional carrier sense mul-
tiple access with collision avoidance (CSMA/CA)-based
wireless standard with an RoF-based architecture requires
research because the long propagation delays in the opti-
cal fiber links may cause the CSMA/CA protocol to
behave unexpectedly, resulting in a decrease in the system
throughput. When designing a MAC protocol for RoF-
based WLANs, it is important to take into account back-
ward compatibility with IEEE 802.11 standard to cover
existing devices. Moreover, it is also important to take
into account how best to support coexistence with legacy
CSMA/CA-based systems. WLANs are used widely and
many APs are densely deployed. The dense environment
is typical for apartment buildings and offices. Because
of the limited number of orthogonal frequency channels
in 2.4 and 5 GHz band, situations where the neighbor-
ing WLANs utilizing the same channel can occur. This
paper focuses on a MAC layer solution for IEEE 802.11
WLANs that employ an RoF architecture (RoF-based
WLAN) and addresses the coexistence problems between
the RoF-based and legacy WLANs.
In WLANs that have an RoF-based architecture, delays

longer than one half of a slot time cause unexpected frame
collision patterns and increase the probability of frame
collisions when the WLAN operates using a conven-
tional MAC protocol. In order to solve the severe frame
collision problems caused by large propagation delays,
several alternative MAC protocols have been proposed
[10–12]. For example, Deronne et al. proposed a method
for optimizing the slot time value so that unexpected col-
lisions do not occur [10]. However, the use of large slot
times increases the overhead, which decreases the system
throughput. Moreover, if an RoF-based WLAN coexists
with legacy WLANs, the RoF-based WLAN stations that
use a large slot time are only able to transmit a few DATA
frames because their slot time is much larger than that of
the legacy WLAN stations. Other schemes described in
[11, 12] improve the throughput of RoF-basedWLANs by
using the frame aggregation and BlockACK mechanisms.
However, these schemes do not solve the frame collision
problems caused by long propagation delay because frame

aggregation does not reduce the number of frame col-
lisions, not to mention that there are still open issues
concerning the coexistence of RoF and legacy WLANs.
In this paper, we propose a new MAC protocol for

an AP, called “advanced transmission for RoF-based
WLAN system” scheme. The ATRAS scheme has been
investigated for IEEE 802.11a/b/g WLANs. The ATRAS
scheme solves the unfairness and TCP throughput degra-
dation problems by increasing the number of transmis-
sion opportunities for an AP in RoF-based WLANs (RoF
AP). Furthermore, the ATRAS scheme is able to con-
trol the throughput performance of an RoF-based WLAN
by changing the transmission probability of the RoF AP.
We also provide a mathematical throughput model of the
coexistence environment, as well as an adaptive transmis-
sion probability control scheme for the RoF AP using the
ATRAS scheme.
The contributions of this paper are as follows: (1) a

design for an adaptive MAC protocol for RoF APs that
enables fair and efficient coexistence without modifica-
tion of the STAs and legacy WLANs; as far as we know,
there is no MAC protocol suitable for the coexistence
environment, (2) a mathematical throughput model of
the proposed scheme and parameters determined based
on the throughput model, and (3) numerical evaluations
using the network simulator QualNet [13].
This paper is organized as follows. Section 2 intro-

duces a system model of the coexistence environment
and provides a problem statement. Section 3 describes
related works. In Section 4, we describe how the proposed
MAC protocol improves the throughput of an RoF-based
WLAN, and then introduce a mathematical throughput
model of the same. Section 5 shows the results of numer-
ical evaluations performed by computer simulations, and
our conclusions provided in Section 6.

2 RoF-basedWLAN
2.1 Systemmodel
In this paper, we consider an environment where an RoF-
based WLAN coexists with legacy WLANs, as shown in
Fig. 1. The IEEE 802.11 standard is used for the WLANs
and the WLANs are operated in the same frequency
channel in the 2.4 or 5 GHz band.
The WLAN STAs associated with the legacy AP are

denoted as legacy STAs, while the WLAN STAs associ-
ated with the RoF AP are denoted as RoF STAs. Further-
more, we define “local nodes” as the legacy APs, legacy
STAs, and RoF STAs. All STAs operate according to the
IEEE 802.11 standard MAC protocol [14].
The RoF AP in the RoF-based WLAN consists of an RF

module in a premises of the customer and a processing
unit located at a central office. The RF module is com-
posed of an antenna, an amplifier, an analog-to-digital
(AD)/digital-to-analog (DA) converter, and an interface
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Fig. 1 Coexistence of RoF-based WLAN and legacy WLANs. Legacy APs and STAs, RoF STAs, and RF unit of RoF AP are deployed densely

circuit, and is connected to a centralized processing unit
via an optical fiber. The processing unit handles the PHY
and MAC functions for an AP. In this system, the frames
transmitted by an STA are received by the RFmodule, and
then amplified, down-converted, digitized, and converted
into optical signals before being transmitted through the
optical fiber to the processing unit located at the central
office. We assume that distance between the RFmodule of
the RoF AP and the other nodes is several meters to sev-
eral hundred meters and the propagation delay of wireless
signal is negligible.
It should be noted that there is a non-negligible prop-

agation delay δRoF between the processing unit and STAs
due to the presence of the optical links. In Japan, most
telephone subscribers are located within 5 km of a
telecommunication office. In order to accommodate most
customers, our simulation assumed a maximum fiber
length of 10 km, which corresponds to a one-way propa-
gation delay of 50 μs. This delay can be derived from the
refractive index of single-mode optical fiber, i.e., 1.5 [15].

2.2 Delay-induced issues on CSMA/CA
In this section, we discuss some of the issues that
impair the throughput of RoF-basedWLANs and degrade
the fairness between an RoF-based WLAN and legacy
WLANs in environments where they coexist.

2.2.1 Increase in collision between frames transmitted by
RoF AP and local nodes

In the RoF-based WLAN, frames transmitted by the RoF
AP or STAs are received after δRoF. The long propa-
gation delay causes a large displacement in the carrier-
sense timing at the receive side. This phenomenon causes
the carrier-sense mechanism to underperform, causes

unexpected collisions, and increases the probability of
collisions.
In the RoF-based WLAN, frames transmitted in dif-

ferent slot times could collide while collisions between
frames only occur if multiple nodes transmit in the same
slot time in an ordinary WLAN with a small propagation
delay. Figure 2 depicts a frame collision event between
an RoF AP and local nodes. In the figure, a local node
transmits an ACK frame, and after the ACK frame trans-
mission, an RoF AP transmits a DATA frame based on a
conventional distributed coordination function (DCF) in
the kth slot time. The frames transmitted by the RoF AP
in the kth slot time could collide with a frame transmit-
ted by a local node in the kth and other slot times, the
(k+1)th or (k+2)th slot time in the figure. In the (k+3)th
slot time, local nodes can detect signal transmitted by the
RoF AP, thus local nodes suspend their transmission. This
phenomenon increases the frame collision probability.
When TCP downlink traffic is the dominant type of

traffic in the RoF-based and legacy WLANs, TCP-DATA
frames transmitted by the RoF AP could suffer from the
frame collisions. Accordingly, this severely degrades the
TCP throughput performance of the RoF-based WLAN.

2.2.2 ACK frame collision
In a conventional DCF, acknowledge (ACK) frames never
collide with other frames because the ACK frames are
transmitted after the short interframe space (SIFS) period.
However, the ACK frames may collide with other frames
in the RoF-based WLAN owing to the long propagation
delays.
Figure 3 illustrates a collision between an ACK frame

from an RoF AP and a frame transmitted by a local node,
where the RoF AP replies ACK frame to an RoF STA and
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Fig. 2 Frame collision between RoF AP and local nodes

a local node transmits a DATA frame before the ACK is
received by the RoF STA, which collides with the ACK
frame. Although local nodes wait for a network allocation
vector (NAV) period indicated in the DATA frame trans-
mitted by the RoF STA before transmitting their frames,
long propagation delays cause the NAV period to expire
and the local noses could transmit frames before the RoF
STA receives the ACK frame from the RoF AP. The ACK
collision increases the number of retransmission in the
RoF-based WLAN and degrades the throughput perfor-
mance of the RoF-based WLAN.

3 Related works
3.1 Slot time adjustment scheme
One method to address this problem is to optimize the
slot time value to account for the propagation delay.
Deronne et al. proposed a method for optimizing the
slot time value of RoF-based WLANs [10]. The orig-
inal slot time value σ is defined in the IEEE 802.11
standard [14] as aCCATime + aRxTxTurnaroundTime +
aAirPropagationTime + aMACProcessingDelay, where
aCCATime is the time required to determine the
state of the channel, aRxTxTurnaroundTime is the
time required to change from receive to transmit,
aAirPropagationTime is the roundtrip air propagation
time, and aMACProcessingDelay is the time needed for

Fig. 3 ACK frame collision. An ACK frame transmitted by an RoF AP
collides with a DATA frame transmitted by a local node

computations in the MAC layer. In [10], the slot time
value was adapted according to the following formula:
Slottime = σ + 2(δRoF − 4.5μs). Adapting the slot time
value decreases the number of unexpected frame colli-
sions mentioned in Section 2.2.1 since the carrier-sense
mechanism still functions normally.
However, extending the slot time increases the overhead

duration in CSMA/CA, which leads to unfairness between
an RoF-based WLAN and a legacy WLAN. For example,
when the propagation delay is 50 μs, the slot time value
must be greater than 100μs, which is 11 times longer than
the original slot time of 9 μs in the IEEE 802.11a stan-
dard [14]. Moreover, when an RoF-based WLAN uses an
extended slot time value but a coexisting legacy WLAN
employs the usual slot time, the nodes in the RoF-based
WLAN are not able to transmit enough frames because
their backoff period is much longer than that in the
legacy WLAN, as shown in Fig. 4. This results in serious
throughput degradation in the RoF-based WLAN.

3.2 Piggy back access scheme
In our previous work [16], we presented a transmission
scheme to increase the number of successful RoF AP
frame transmissions by applying a piggy back access (PBA)
scheme [17] to an RoF AP in an environment where only

Fig. 4 Backoff time in slot time adjustment scheme. Backoff time of
the RoF-based WLAN becomes much larger than that of the legacy
WLAN
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RoF-based WLANs exist. In that case, the RoF AP trans-
mits a DATA frame after a SIFS period instead of after
a DIFS period plus the backoff time when the RoF AP
is transmitting an ACK frame to an STA. The RoF STA
receives the DATA frame one SIFS period after the RoF
STA received the ACK frame so that the RoF AP’s DATA
frame does not collide.
This PBA scheme works well in a bidirectional traf-

fic scenario where RoF STAs frequently transmit frames;
however, since TCP downlink traffic is dominant in actual
wireless Internet access [18], where STAs do not have
full buffer traffic, the throughput performance of the PBA
scheme may decrease in a real-world wireless Internet
access environment.

3.3 NAV extension method
To solve the ACK frame collision problem in Section 2.2.2,
we also proposed extending the NAV period by using the
request-to-send (RTS)/ clear-to-send (CTS) procedure for
an RoF-based WLAN [16], as illustrated in Fig. 5. When
an RoF AP receives an RTS frame, the RoF AP replies with
a CTS frame that includes the extended NAV duration.
Specifically, the NAV duration value of the CTS frame
transmitted by the RoF AP TexNAV is defined as TexNAV =
TNAV,st + 3δRoF, where TNAV,st is the conventional NAV
duration of a CTS frame defined in the IEEE 802.11a stan-
dard [14]. This method prevents ACK frame collisions and
is backwards compatible.

3.4 Collision avoidance using TDMA fashion
Collision free MAC protocols exploiting a TDMA fash-
ion have been studied to solve collision problems in
WLANs [19–25]. In these protocol, there are periods
to transmit frames in a TDMA fashion, where APs and
STAs can transmit frames without collision. Allocating
TDMA timeslots to RoF APs taking into account the
large delay could avoid delay induced collisions. However,
these approaches require major modifications to a MAC
protocol of the STAs, which means that conventional
devices can not be used in the WLANs using the protocol

exploiting a TDMA fashion. Our protocol focuses on
RoF-basedWLANwith backward compatibility with IEEE
802.11 standard, where existing WLAN devices are avail-
able. Therefore, these approaches exploiting TDMA are
not suitable for our target application.

4 Proposed scheme (ATRAS)
In this section, we describe the proposed ATRAS method
and its application only to the RoF AP. In this method,
we assume that the RoF STAs use the conventional DCF
procedure except with respect to the values of an ACK
timeout interval and a CTS timeout interval. To prevent
frame transmission failure due to timeout, it is necessary
to extend the ACK and CTS timeout intervals of the RoF
STAs. The timeout interval Ttimeout should be set to the
value obtained from Ttimeout = Tst + 2δRoF, where Tst
is a conventional timeout interval used in IEEE 802.11.
The values of the ACK and CTS timeout intervals can be
changed by setting or updating driver software [26, 27].
In this section, we describe the transmission procedures

of the RoF AP in the ATRAS scheme and the theoretical
model of the total throughput for UDP bidirectional full
buffer traffic. We also explain the adaptive control scheme
employing the transmission probability α (0 < α ≤ 1),
the initial value of which is derived from the theoretical
throughput model.

4.1 Basic procedure of the ATRAS scheme
In order to solve the RoF AP frame collision problem
shown in Fig. 2 in the environment where an RoF-
basedWLAN and legacy WLANs coexist, we propose the
ATRAS scheme. The procedures in the ATRAS scheme
are performed when the RoF AP overhears a CTS frame
transmitted by a node in a legacy WLAN, or when the
RoF AP overhears a DATA frame transmitted by a node
in a legacy WLAN not using RTS/CTS. Figure 6 depicts
the ATRAS scheme when a legacy WLAN uses RTS/CTS.
The following sections explain and evaluate the proposed
scheme for a case where legacy WLANs use RTS/CTS.
The RoFAP receiving a CTS frame transmitted by a legacy

Fig. 5 NAV extension method in an RoF-based WLAN. A CTS frame transmitted by the RoF AP extends NAV at STAs
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Fig. 6 Transmission procedure of ATRAS scheme when RTS/CTS is used in legacy WLANs. The frame transmission of the RoF AP is triggered by CTS
frame transmitted by a legacy STA

STA sets a virtual channel busy period, the duration Tb of
which is defined as Tb = TNAV − 2δRoF, where TNAV is
the duration of the NAV period. The virtual channel busy
period is introduced to avoid collision between frames
transmitted by a local node and the RoF AP. If the RoF
AP transmits a frame in the virtual channel busy period,
the frame collides with a frame transmitted by a local
node. The RoF AP transmits its DATA frame SIFS period
after the virtual channel busy period with the probability
α, which is introduced to control throughput of the RoF
AP. DATA frames transmitted by the RoF AP using the
ATRAS scheme are received by local nodes SIFS period
after the channel actually becomes idle. Therefore, the
frame collision mentioned in Section 2.2.1 does not occur.
The parameter α represents the frame transmission

probability, and the WLAN operator at the central office
can control the downlink throughput of the RoF-based
WLAN by adjusting this probability so that the channel
is fairly shared with the RoF-based WLAN and the legacy
WLAN. Introducing transmission probability to control
throughput is commonly used approach in WLANs [28].
With the probability α, the RoF AP transmits its DATA
frame SIFS period after the virtual channel busy period
when the RoF AP receives a CTS frame from a legacy AP
or STA. With the probability (1 − α), the RoF AP does
not set a virtual channel busy period but waits for its NAV
period TNAV. We will describe the method to adjust the
probability in Section 4.3.
The number of transmission opportunities for the RoF

AP using the ATRAS scheme depends on α and the traf-
fic volume of the legacy WLANs. When the traffic of the

legacy WLANs is low, the RoF AP is not able to obtain
many transmission opportunities by the ATRAS scheme.
Using backoff or/and piggyback access scheme with the
ATRAS scheme could increase transmission opportunity
of the RoF AP. For example, it is conceivable that the RoF
AP couldmeasure the traffic volume of the legacyWLANs
by overhearing frames transmitted by them and determine
a certain threshold value, and when the traffic volume
exceeded the threshold value, the RoF AP would use the
ATRAS scheme. However, such a protocol design of adap-
tive usage of multiple medium access schemes is out of
focus of this paper and we would like to include it to our
future work.

4.2 Theoretical throughput model
We now develop a total throughput model for legacy
WLANs and an RoF-based WLAN with the proposed
scheme when they coexist. For simplicity, we provide a
theoretical model for UDP bidirectional full buffer traf-
fic, and we determine the initial value of α in the presence
of TCP traffic by using an approximated model based on
UDP bidirectional full buffer traffic, the details of which
are described in the next section. Our model is an exten-
sion of a well-known analytical model for conventional
WLANs [29].
The theoretical system throughput was derived for a

conventional WLAN in [29]:

S = PsPtrE[P]
(1 − Ptr)σ + PtrPsTs + Ptr(1 − Ps)Tc

, (1)
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where Ps and Ptr are the probability of successful trans-
mission, and the probability of transmission, respectively,
E[P] is the average packet payload size of the DATA
frames, σ is the slot time size, and Ts and Tc are the
average periods during which the channel is busy due
to the successful transmission and collision of frames,
respectively.

Ts = TRTS + SIFS + δ + TCTS + SIFS + δ

+ TDATA + SIFS + δ + TACK + δ + DIFS, (2)
Tc = TRTS + EIFS, (3)

where TRTS, TCTS, TDATA, and TACK are the required
periods for transmitting an RTS frame, a CTS frame, a
DATA frame, and an ACK frame, respectively, SIFS, DIFS,
and EIFS are the SIFS period, the DIFS period, and the
extended inter frame space (EIFS) period defined in [14],
respectively, and δ is the one-way propagation delay in the
WLAN.
Based on (1)–(3), we formulate the total system

throughput SR+L in an environment in which an RoF-
based WLAN using the ATRAS scheme coexists with a
legacy WLAN, as follows:

SR+L = PsPtr(1 + α′)E[P]
(1 − Ptr)σ + PtrPsTR+L

s + Ptr(1 − Ps)TR+L
c

,

(4)

TR+L
s = TRTS + SIFS + Tdelay + TCTS + SIFS

+ Tdelay + TDATA + SIFS + Tdelay

+ TACK + Tdelay + DIFS + TAP, (5)
TAP = α′(SIFS + TDATA + SIFS + TACK), (6)

TR+L
c = Tc = TRTS + EIFS. (7)

In contrast to the conventional model, the term α′ is
added into (4), where α′ is the ratio between the num-
ber of additional frame transmissions that use the ATRAS
scheme and the number of frame transmissions that use
the backoff procedure, as follows:

α′ = NL
A + NL

S
NL
A + NL

S + NR
S

α, (8)

where NR
S , N

L
A, and NL

S are the numbers of RoF STAs,
legacy APs, and legacy STAs, respectively. The RoF AP
transmits a DATA frame only when it overhears that a

CTS frame has been transmitted by a legacy AP or STA.
Thus, the larger ratio of the legacy AP and STAs to the
RoF STAs increases the throughput of the RoF AP. When
the number of legacy nodes is small, α should be large to
obtain large throughput in the RoF AP.
Moreover, in (5), TAP is the time required for the trans-

mission from the RoF AP, as shown in Fig. 6, and Tdelay
is the average propagation delay for frames transmitted in
the RoF and legacy WLANs. Tdelay is calculated using the
following equation:

Tdelay = (NR − 1)
N

δRoF + NL

N
δ, (9)

whereN is the total number of local nodes,NR is the total
number of RoF APs and RoF STAs, and NL is the total
number of legacy APs and STAs, i.e., N = NL

A +NL
S +NR

S ,
NR = NR

A +NR
S , where N

R
A is the number of RoF APs, and

NL = NL
A + NL

S .
In the ATRAS scheme, the RoF AP does not transmit

DATA or RTS frames using the backoff procedure but
only transmits DATA frames using the ATRAS scheme.
In addition, the frames transmitted by the RoF AP do not
collide with other frames from local nodes. Therefore, the
AP’s transmissions do not affect the procedures in the
local nodes in the DCF, and Ps and Ptr can be obtained
by using the method that was described in [29]. The total
system throughput can be calculated using (4)–(9).

4.3 Adaptive transmission probability control
The throughput of an RoF AP can be controlled by adjust-
ing the transmission probability α. We control α such
that the throughput of the RoF-based WLAN and legacy
WLAN converge to the same value in full buffer traffic
conditions. In this section, we describe the decision proce-
dure to determine α. In this procedure, the initial value of
α is determined based on the analytical throughputmodel;
however, the initial value deviates from the optimal value
because of traffic fluctuations. Thus, the proposed pro-
cedure adaptively adjusts the value of α after the initial
setup.

4.3.1 Objective of the adaptive control
The objective of the adaptive transmission probability
control is that the throughput of an RoF-based WLAN
and a legacy WLAN converge to the same amount. We
therefore consider the following minimization problem:

minimize
α

|SR − SL|
subject to 0 ≤ α ≤ 1.

(10)

SR and SL are the throughput of the RoF-based WLAN
and legacy WLAN, respectively. From (4), the throughput
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of an RoF AP SRA can be derived from the following
equation:

SRA = PsPtrα′E[P]
(1 − Ptr)σ + PtrPsTR+L

s + Ptr(1 − Ps)TR+L
c

.

(11)
The total throughput of the local nodes can be calcu-

lated by subtracting SRA from the total system throughput
SR+L. When the local nodes have the same number of
transmission opportunities, the average throughput si of
local node i is shown in (12).

si = (
SR+L − SRA

)
/N . (12)

Therefore, the values of SR and SL can be derived from:

SR = SRA +
∑

i∈NR
S

si, (13)

SL =
∑

i∈NL

si, (14)

where SR is a summation of the throughput of RoF AP
derived from (11) and the throughput of RoF STAs, each
of which is derived from (12), and SL is a summation of
throughput of legacy AP and STAs, each of which is also
derived from (12).

4.3.2 Initial value of α
Here, we attempt to find an initial value of α :α0 based on
(10) for the case of UDP and TCP traffic.

α0 under UDP traffic: To accomplish our objective of
adaptive control based on (10), we need to determine α0
by solving the following equation:

|SR − SL| = 0. (15)

If the above equation is satisfied, then the throughput of
the RoF and legacy WLANs are identical. By solving (15)
using (8) and (11)–(14), we obtain

α0 = NL
A + NL

S − NR
S

NL
A + NL

S
. (16)

Accordingly, α0 is determined by the number of local
nodes sending UDP traffic. Since 1 ≥ α ≥ 0, when
NL
A + NL

S ≤ NR
S , (15) cannot be satisfied. In the case, the

number of RoF STAs should be limited or other fairness
criteria should be selected, which is beyond the scope of
this paper.

α0 under TCP traffic: Bruno et al. reported that TCP
traffic results in very low contention in a WLAN because
of the TCP flow control algorithm [30]. In the presence
of persistent TCP upload and download connections, the
average number of STAs that compete for transmission
has an upper bound of less than two on average, regard-
less of the total number of STAs in aWLAN. Based on this

result, we can assume that the number of STAs compet-
ing for transmission in the RoF-based WLAN is equal to
that in the legacy WLAN, NR

S = NL
S . Thus, the estimated

value of α satisfying (15), which should be used for initial
value of α, is obtained from (16) as

α0 = NL
A

NL
A + NL

S
, (17)

which is a ratio of the number of legacy APs to the total
number of nodes in the legacy WLANs. Since CSMA/CA
allows each contending node to obtain the same amount
of transmission opportunity and the ATRAS scheme is
triggered by frames transmitted by legacy nodes, the
RoF AP using the ATRAS scheme can obtain αC(NL

A +
NL
S ) transmission opportunity, where C is a transmission

opportunity obtained by a node. Thus, when using α0
obtained from (17), the RoF AP obtains CNL

A transmis-
sion opportunity, which is equal to the total number of
transmission opportunity obtained by legacy APs.

4.3.3 Adaptive control procedure by α

We now describe the adaptive control procedure and α.
The term αt+1, which represents the value of α at time
t + 1(t ≥ 1), can be derived as follows:

αt+1 = αt − �αt , (18)

�αt = A
1 + e−g(SR(t)−SL(t))

− A
2
, (19)

where �αt refers to a variation of α. (19) uses the sig-
moid function [31]; SR(t) and SL(t) represent the esti-
mated throughput of an RoF and legacy WLAN from
t − 1 to t, the units of SR(t) and SL(t) are bit/s, g indi-
cates the gain of the sigmoid function, and A is a con-
stant that determines the range of �αt , i.e., −A/2 <

�αt < A/2. The throughput of both WLANs can be
estimated by the RoF AP, which overhears the frame head-
ers and counts the frames transmitted in each WLAN.
The RoF AP regularly updates the value of α using
(18) and (19) based on the estimated throughput. The
details of this procedure are given in Algorithm 1.

Algorithm 1 Adaptive transmission probability control
1: Input: A, g
2: Initialize: Estimate the current number of APs and

STAs by overhearing transmitted frames, and set α ←
α0 calculated from (17).

3: repeat (for each certain update period):
4: Estimate the current throughput of RoF and legacy

WLANs SR(t) and SL(t) by overhearing frames.
5: �α ← A

1+e−g(SR(t)−SL(t)) − A
2

6: α ← α − �α

7: until (the states of WLANs change significantly)
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We now explain how to determine the value of g. When
|SR(t) − SL(t)| is an infinitesimal value, then |�αt| should
be 0. The wireless throughput may fluctuate for various
reasons, and thus we do not want to change α in response
to small throughput fluctuations. If we presume that the
throughput fluctuations are less than 1 kbit/s, we set g to a
value, such as 10−5 so that e−g·103 � 1. In contrast, when
|SR(t) − SL(t)| is large, |�αt| should be set to a large value
in order to quickly approach the target value.
In this context, A determines the range of �αt (−A/2 <

�αt < A/2). The value of A should be selected so as to
satisfy |A| < 2 because 0 < α < 1. The optimal value of A
depends on g, the number of nodes in the RoF and legacy
WLAN, and the traffic offered to each node. In this paper,
the optimal value of A was determined empirically based
on the simulation results.
Since the RoF AP changes the transmission probabil-

ity based on the measured throughput values, even when
the number of users changes, it is possible to control the
system such that the throughputs of the RoF WLAN and
legacy WLAN are equal. In an asymmetric system con-
figuration, such as an unequal number of users in the
RoF WLAN and legacy WLAN, fairness is improved by
changing the control target to the ratio of the number of
users.

5 Performance evaluation
5.1 Simulation setup
We evaluated the performance of the ATRAS scheme
using the network simulator QualNet [13], which is a reli-
able simulator used in many literature to evaluate wireless
network performance. The simulation model consisted of
an RoF-based WLAN and a legacy WLAN, and each had
an AP with nine associated STAs, i.e., NR

A = NL
A = 1

and NR
S = NL

S = 9. These WLANs were operated based
on the IEEE 802.11a standard and the PHY/MAC param-
eters shown in Table 1. We also assumed that there were
no hidden nodes. We employed the TCP SACK algorithm
using a delayed ACK and the Nagle Algorithm, and FTP
was chosen as the application protocol. The maximum

Table 1 PHY/MAC parameters

Parameters Values

SIFS 16 μs

DIFS 34 μs

Slot time 9 μs

Data rate 54 Mbit/s

MAC payload 1500 bytes

CWmin 15

CWmax 1023

Retry limit 7
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Fig. 7 Total system throughput vs. δRoF with UDP bidirectional full
buffer traffic when α = 1

segment size was 146 bytes, and the sending/receiving
buffer size was 64 Kbytes. The ACK/CTS timeout value
Ttimeout was defined as Ttimeout = Tst + 2δRoF. The max-
imum optical fiber length was simulated at 10 km, which
corresponded to a δRoF of 50 μs. The propagation delay
between the local nodes δ was negligibly small, so δ was
set to zero.
In the ATRAS scheme, the RoF STAs and legacyWLAN

nodes transmitted frames using the RTS/CTS exchange
protocol, and the RoF-based WLAN employed the NAV
extension method mentioned in Section 3.3 to solve the
ACK frame collision problem in 2.2.2. In the PBA scheme,
the RoF AP transmitted the DATA frames using the PBA
scheme instead of the ATRAS scheme. In the conventional
scheme, the local nodes and RoF AP transmitted frames
using the standard CSMA/CA protocol with the RTS/CTS
exchange option, and the RoF-based WLAN employed
the NAV extension method. In the slot time adjustment
scheme, the RoF-basedWLAN used an extended slot time
and the legacyWLAN used the standard slot time defined
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Fig. 8 Total system throughput vs. α with UDP bidirectional full buffer
traffic when δRoF = 50 μs
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Fig. 9 Collision probability of the RoF WLAN and legacy WLAN when α = 1

in the IEEE 802.11a standard. The extended slot time was
2δRoF + 4μs.

5.2 Simulation and numerical results
We evaluated the performance of the MAC and trans-
port layers. In the MAC layer performance evaluation,
we considered UDP bidirectional full buffer traffic and
confirmed that the theoretical throughput performance
was in good agreement with the simulation results. We
also compared the frame collision probability in the MAC
layer performance evaluation. When evaluating the per-
formance of the transport layer, we compared the perfor-
mance of the ATRAS schemewith that of the conventional
CSMA/CA scheme, slot time adjustment scheme, and the
PBA scheme with TCP downlink traffic.

5.2.1 MAC-layer performance
Figure 7 shows the total system throughput of the RoF-
based WLAN and legacy WLAN as a function of the
propagation delay δRoF with α = 1. When α = 1, the
RoF AP transmits a frame every time the RoF AP over-
hears a CTS frame transmitted by a legacy AP or a legacy
STA. The ATRAS scheme achieved a higher throughput
than the conventional scheme. In the both schemes, the

Fig. 10 Time transition of α parameterized by A when δRoF = 50 μs

total throughput decreases as the propagation delay δRoF
increases since the required time to exchange frames in
RoF-based WLAN increases. In addition to the through-
put degradation, increase in frame collision degrades
throughput in the conventional scheme, which is the rea-
son why the throughput gain of the proposed scheme
increases as δRoF increases.
Figure 8 shows the total system throughput as a func-

tion of transmission probability α, where δRoF = 50 μs.
The ATRAS scheme can control the throughput of the
RoF-based WLAN by adjusting α. Moreover, in both of
the figures, the simulation results of the ATRAS scheme
are in agreement with the theoretical values.
Figure 9 shows the collision probability of frames as a

function of the propagation delay δRoF when α = 1 in
the ATRAS scheme. Since the RoF WLAN with slot time
adjustment scheme cannot transmit frames when δRoF is
longer than 26.7 μs due to long DIFS and backoff, the
collision probability of the RoF WLAN with slot time
adjustment is not shown in the figure. When the ATRAS
scheme is used, the collision probability of the RoFWLAN
does not increase as δRoF increases, while the probabili-
ties in the other schemes increase. The average collision
probability of both WLANs also increases in the scheme

Fig. 11 Fairness index of TCP downlink flow
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Fig. 12 Total throughput of the RoF-based WLAN and legacy WLAN

other than the ATRAS scheme as δRoF increases. This is
because the frame collision due to delay mentioned in
Section 2.2.1 occurs frequently when δRoF is long. In the
ATRAS scheme, the RoF AP can transmit frames with-
out collision, which enables WLANs to maintain lower
collision probability when δRoF is long.

5.2.2 Transport layer performance
In this scenario, we considered the TCP downlink traffic
in both the RoF and legacy WLANs. First, we evaluated
the convergence of α with the adaptive control scheme.
We determined the gain of the sigmoid function g and the
constant value A in (19). The update of α was performed
every time the RoF AP received 100,000 TCP-DATA pack-
ets transmitted by the legacy AP and legacy STAs. As we
discussed in 4.3.3, g was set to g = 10−6 in the simulation.
Figure 10 shows the time dependence of α parame-

terized by A. The horizontal axis indicates a number of
updates to α. In the cases where A = 2 and A = 0.5,
the value of α fluctuated owing to the large value of A.
On the other hand, if we set the value of A to be small,
such as A = 0.05, then α converged slowly. Based on these
simulation results, we set A = 0.1.
Next, we evaluated the convergence time of α with

the adaptive control scheme in order to clarify the
effectiveness of our initial value determination. As was
mentioned above, we set g = 10−6 and A = 0.1
in (19). From (17), α0 was set to 0.45 in this scenario.
We compared the proposed scheme to a scheme where
α0 = 0.
Figure 11 shows the Jain’s fairness index [32], which is

defined as

F =
(∑n

i=1 θi
)2

n
∑n

i=1 θ2i
, (20)

where n is the total number of downlink flows in the RoF
and legacy WLANs, and θi is the TCP throughput of the
ith connection. As shown in Fig. 11, the fairness index is
close to one as a result of using the proposed adaptive

control procedure. Moreover, it takes less time to achieve
fairness by using the initial value α0 = 0.45 derived from
(17) as compared to the time required when α0 = 0.
Next, we compared the throughput of the ATRAS

scheme with that of the conventional CSMA/CA scheme,
the slot time adjustment scheme, and the PBA scheme.
Figures 12 and 13 show the system throughput of each
WLAN and the fairness index based on the value of δRoF.
The ATRAS scheme was able to increase the throughput
of the RoF-based WLAN and achieve fairness regardless
of the δRoF value. This is because the ATRAS scheme gives
collision-free transmission opportunity to the RoFAP, and
the adaptive transmission probability control adjusts α to
increase the throughput of the RoF AP up to the same
level as the legacy WLAN. Moreover, the total system
throughput in the proposed scheme was higher than in
the other schemes because the number of frame colli-
sions caused by the propagation delay was reduced. Using
the CSMA/CA scheme, the throughput of the RoF-based
WLAN decreased and the fairness index also decreased
as the δRoF increased. When the RoF-based WLAN used
the slot time adjustment scheme, the throughput of the
RoF-based WLAN approached zero if δRoF ≥ 10 μs. This
is because the nodes in the RoF-based WLAN have much
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longer backoff periods than those in the legacy WLAN,
which means that they cannot transmit enough frames
for the reasons described in Section 3.1. The use of the
PBA scheme was able to improve the throughput of the
RoF-based WLAN compared to the throughput in the
conventional CSMA/CA scheme, because the RoF AP was
able to transmit its frames using both the CSMA/CA and
PBA schemes. The throughput of the RoF-based WLAN,
however, decreased based on δRoF as a consequence of the
increase in frame collisions.

6 Conclusions
In this paper, we proposed the ATRAS scheme to
reduce unexpected frame collisions and improve fairness
between an RoF-based WLAN and legacy WLANs in a
coexisting environment. The ATRAS scheme enables the
RoF AP to transmit its frames in advance so that the
frames do not collide with other frames, and the adaptive
transmission probability control is able to achieve fairness
between the RoF-based WLAN and legacy WLANs. Our
simulation and numerical results demonstrated the per-
formance of the proposed scheme, which are highlighted
as follows: The proposed scheme increases MAC layer
throughput by 12.7–24.6% and decreases frame collision
probability compared to the conventional scheme. The
proposed adaptive transmission probability control con-
verges quickly within a few updates. The proposed scheme
increases the TCP throughput of the RoF-based WLAN
up to the same level as that in the legacy WLAN and
achieves fairness regardless of propagation delay.
Our future work includes applying the proposed pro-

tocol to environments where IEEE 802.11n/ac is used
for WLANs or where multiple RoF-based WLANs and
legacyWLANs coexist and extending the proposed proto-
col to use multiple medium access schemes adaptively as
mentioned in Section 4.1.
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