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1 Introduction
During the past two decades, fractional differential equations have been proved to be valu-
able tools in the modeling of many phenomena in various fields of engineering, physics,
and economics, and hence they have gained considerable attention. Some basic theory for
the initial value problemof fractional differential (or evolution) equationswas discussed in
[–]. But all these papers did not consider the effect of impulsive conditions in the equa-
tions. Recently, Wang et al. [] studied the existence of mild solutions for the fractional
impulsive evolution equations

⎧⎪⎨
⎪⎩
Dqu(t) +Au(t) = f (t,u(t)), t ∈ J = [,a], t �= tk ,
u(t+k ) = u(t–k ) + yk , k = , , . . . ,m,
u() = u

()

in a Banach space X, where a >  is a constant, Dq denotes the Caputo fractional deriva-
tive of order q ∈ (, ), A : D(A) ⊂ X → X is a closed linear operator and –A generates a
C-semigroup T(t) (t ≥ ) in X, f : J × X → X is continuous, yk , u are the elements of
X,  = t < t < t < · · · < tm < tm+ = a, u(t+k ) and u(t–k ) represent the right and left limits of
u(t) at t = tk , respectively. By using some fixed point theorems of compact operator, they
derive many existence and uniqueness results concerning the mild solutions for problem
() under the different assumptions on the nonlinear term f . For more articles about the
fractional impulsive evolution equations, we refer to [–] and the references therein.
On the other hand, the fractional neutral differential equations have also been studied by

many authors. Many methods of nonlinear analysis have been employed to research this
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problem; see [, –]. But, as far as we know, papers considering the fractional impulsive
neutral evolution equations are seldom.
In this paper, we consider the following nonlocal problem of fractional impulsive neutral

evolution equations:

⎧⎪⎨
⎪⎩
Dq[u(t) – h(t,u(t))] +Au(t) = f (t,u(t)), t ∈ J , t �= tk ,
�u|t=tk = u(t+k ) – u(t–k ) = Ik(u(tk)), k = , , . . . ,m,
u() + g(u) = u

()

in a Banach space X, where J = [,a], Dq denotes the Caputo fractional derivative of order
q ∈ (, ), –A is the infinitesimal generator of an analytic semigroup T(t) (t ≥ ) in X, Ik
(k = , , . . . ,m) are the impulsive functions, f , h, g are given functions and will be specified
later. By utilizing the fixed point theorems, we derive many existence results concerning
the mild solutions for problem () under different assumptions on the nonlinear term and
nonlocal term.
The rest of this paper is organized as follows. In Section , some preliminaries are

given on the fractional power of the generator of an analytic semigroup and the frac-
tional calculus. In Section , we study the existence of mild solutions of the problem
(). An example is given in Section  to illustrate the applications of the abstract re-
sults.

2 Preliminaries
In this section, we introduce some basic facts as regards the fractional power of the gen-
erator of an analytic semigroup and the fractional calculus.
Let X be a Banach space with norm ‖ · ‖. Throughout this paper, we assume that –A is

the infinitesimal generator of an analytic semigroup T(t) (t ≥ ) of a uniformly bounded
linear operator in X, that is, there existsM ≥  such that ‖T(t)‖ ≤M for all t ≥ .Without
loss of generality, let  ∈ ρ(A), where ρ(A) is the resolvent set of A. Then for any α > , we
can define A–α by

A–α :=


�(α)

∫ ∞


tα–T(t)dt.

It follows that each A–α is an injective continuous endomorphism of X. Hence we can
define Aα by Aα := (A–α)–, which is a closed bijective linear operator in X. It can be shown
that each Aα has dense domain and thatD(Aβ ) ⊂D(Aα) for  ≤ α ≤ β . Moreover, Aα+βx =
AαAβx = AβAαx for every α,β ∈ R and x ∈D(Aμ), where μ :=max{α,β ,α + β}. A = I , I is
the identity in X. (For proofs of these facts we refer to [, ].)
We denote by Xα the Banach space of D(Aα) equipped with norm ‖x‖α = ‖Aαx‖ for

x ∈ D(Aα), which is equivalent to the graph norm of Aα . Then we have Xβ ↪→ Xα for  ≤
α ≤ β ≤  (withX = X), and the embedding is continuous.Moreover,Aα has the following
basic properties.

Lemma  [] Aα has the following properties.
(i) T(t) : X → Xα for each t >  and α ≥ .
(ii) AαT(t)x = T(t)Aαx for each x ∈D(Aα) and t ≥ .

http://www.advancesindifferenceequations.com/content/2014/1/101
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(iii) For every t > , AαT(t) is bounded in X and there existsMα >  such that

∥∥AαT(t)
∥∥ ≤Mαt–α .

(iv) A–α is a bounded linear operator for  ≤ α ≤  in X .

From Lemma (iv), there exists a constant Cα such that ‖A–α‖ ≤ Cα for  ≤ α ≤ .
For any t ≥ , denote by Tα(t) the restriction of T(t) to Xα . From Lemma (i) and (ii),

Tα(t) (t ≥ ) is a strongly continuous semigroup in Xα , and ‖Tα(t)‖α ≤ ‖T(t)‖ for all t ≥ .
To prove our main results, the following lemma is needed.

Lemma  [] Tα(t) (t ≥ ) is an immediately compact semigroup in Xα , and hence it is
immediately norm-continuous.

Let us recall the following known definitions in fractional calculus. For more details, see
[–, , ] and the references therein.

Definition  The fractional integral of order σ > with the lower limits zero for a function
f is defined by

Iσ f (t) =


�(σ )

∫ t


(t – s)σ–f (s)ds, t > ,

where � is the gamma function.
The Riemann-Liouville fractional derivative of order n –  < σ < n with the lower limits

zero for a function f can be written as

LDσ f (t) =


�(n – σ )
dn

dtn

∫ t


(t – s)n–σ–f (s)ds, t > ,n ∈ N.

Also the Caputo fractional derivative of order n –  < σ < n with the lower limits zero for
a function f ∈ Cn[,∞) can be written as

Dσ f (t) =


�(n – σ )

∫ t


(t – s)n–σ–f (n)(s)ds, t > ,n ∈N.

Remark  If f is an abstract function with values in X, then integrals which appear in
Definition  are taken in Bochner’s sense.

Lemma  [, ] A measurable function h : [,a] → X is Bochner integrable if ‖h‖ is
Lebesgue integrable.

For x ∈ X, we define two families {U(t)}t≥ and {V (t)}t≥ of operators by

U(t)x =
∫ ∞


ηq(θ )T

(
tqθ

)
xdθ ,

V (t)x = q
∫ ∞


θηq(θ )T

(
tqθ

)
xdθ ,  < q < ,
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where

ηq(θ ) =

q
θ
–– 

q ρq
(
θ
– 
q
)
,

ρq(θ ) =

π

∞∑
n=

(–)n–θ–qn– �(nq + )
n!

sin(nπq), θ ∈ (,∞).

ηq is a probability density function defined on (,∞), which has properties ηq(θ ) ≥  for
all θ ∈ (,∞) and

∫ ∞
 ηq(θ )dθ = ,

∫ ∞
 θηq(θ )dθ = 

�(q+) . It is not difficult to verify (see [,
Remark .]) that for any μ ∈ [, ], we have

∫ ∞


θμηq(θ )dθ =

�( +μ)
�( + qμ)

.

The following lemma follows from the results in [–, ].

Lemma  The operators U(t) and V (t) have the following properties.
(i) For fixed t ≥  and any x ∈ Xα , we have

∥∥U(t)x
∥∥

α
≤M‖x‖α ,

∥∥V (t)x
∥∥

α
≤ qM

�( + q)
‖x‖α =

M
�(q)

‖x‖α .

For fixed t ≥  and any x ∈ X , we have

∥∥V (t)x
∥∥

α
≤ qMα�( – α)

�( + q( – α))
t–qα‖x‖.

(ii) The operators U(t) and V (t) are strongly continuous for all t ≥ .
(iii) If T(t) (t ≥ ) is a compact semigroup, then U(t) and V (t) are compact operators in

X for t > .
(iv) If T(t) (t ≥ ) is a compact semigroup, then the restriction of U(t) to Xα and the

restriction of V (t) to Xα are compact operators in Xα for every t > .

Lemma  (Krasnoselskii’s fixed point theorem) Let E be a Banach space, B be a bounded
closed and convex subset of E and F, F be maps of B into E such that Fx + Fy ∈ B for
every pair x, y ∈ B. If F is a contraction and F is completely continuous, then the equation
Fx + Fx = x has a solution on B.

We denote byC(J ,Xα) the Banach space of all continuousXα-value functions on interval
J with the norm ‖u‖C = supt∈J ‖u(t)‖α , and by PC(J ,Xα) := {u : J → Xα|u is continuous on
t �= tk , u(tk) = u(t–k ) and right limits exist on t = tk , k = , , . . . ,m} the norm space endowed
with the norm ‖u‖PC = supt∈J ‖u(t)‖α . Let {un}∞n= ⊂ PC(J ,Xα) be a Cauchy sequence. Then
for any ε > , there exists a constant N >  such that for any m,n ≥ N , we have ‖um –
un‖PC ≤ ε. Then for any t ∈ J , we have

∥∥um(t) – un(t)
∥∥

α
≤ ‖um – un‖PC ≤ ε.

That is, {um(t)} ⊂ Xα is a Cauchy sequence. Noticing that Xα is a Banach space, then
{um(t)} is convergence in Xα . That is, limm→∞ um(t) = u(t) ∈ Xα for all t ∈ J . Letm → ∞.

http://www.advancesindifferenceequations.com/content/2014/1/101
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Then for n≥N , we have

∥∥un(t) – u(t)
∥∥

α
≤ ε, t ∈ J .

This means that {un(t)} is uniformly convergent to u(t) in Xα for all t ∈ J . Hence we get
u ∈ PC(J ,Xα) and un → u in PC(J ,Xα) as n → ∞. That is PC(J ,Xα) is a Banach space
endowed with norm ‖u‖PC for u ∈ PC(J ,Xα).
If the problem () is without impulse, we have

{
Dq[u(t) – h(t,u(t))] +Au(t) = f (t,u(t)), t ∈ J ,
u() + g(u) = u.

()

A function u ∈ C(J ,Xα) is said to be a mild solution of the problem (), if u satisfies the
integral equation

u(t) = U(t)
[
u – g(u) – h

(
,u()

)]
+ h

(
t,u(t)

)
+

∫ t


(t – s)(q–)AV (t – s)h

(
s,u(s)

)
ds

+
∫ t


(t – s)q–V (t – s)f

(
s,u(s)

)
ds, t ∈ J .

Hence, by using a completely similar technique as in [, Section ], we obtain the fol-
lowing definition.

Definition  By a mild solution of the problem (), we mean a function u ∈ PC(J ,Xα)
satisfying

u(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

U(t)[u – g(u) – h(,u())] + h(t,u(t)) +
∫ t
 (t – s)(q–)AV (t – s)h(s,u(s))ds

+
∫ t
 (t – s)q–V (t – s)f (s,u(s))ds, t ∈ [, t],

U(t)[u – g(u) – h(,u())] +U(t – t)I(u(t)) + h(t,u(t))
+

∫ t
 (t – s)(q–)AV (t – s)h(s,u(s))ds

+
∫ t
 (t – s)q–V (t – s)f (s,u(s))ds, t ∈ (t, t],

...
U(t)[u – g(u) – h(,u())] +

∑m
i=U(t – ti)Ii(u(ti)) + h(t,u(t))

+
∫ t
 (t – s)(q–)AV (t – s)h(s,u(s))ds

+
∫ t
 (t – s)q–V (t – s)f (s,u(s))ds, t ∈ (tm,a].

3 Existence of mild solutions
In this section, we introduce the existence theorems of mild solutions of the problem ().
The discussions are based on fixed point theorems. Our main results are as follows.

Theorem  Assume that the following conditions are satisfied.

(H) T(t) (t ≥ ) is a compact analytic semigroup;
(H) The function h : J ×Xα → X is continuous and there exists a constant L >  such that

∥∥Ah(t,x) –Ah(t,x)
∥∥ ≤ L

(|t – t| + ‖x + x‖α

)
for all t, t ∈ J and x,x ∈ Xα ;

http://www.advancesindifferenceequations.com/content/2014/1/101
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(H) The function f : J ×Xα → X satisfies the following conditions.
(i) For a.e. t ∈ J , the function f (t, ·) : Xα → X is continuous, and for every x ∈ Xα ,

the function f (·,x) : J → X is strongly measurable.
(ii) For each r >  and t ∈ J , there exists a constant q ∈ (,q) and a function

F ∈ L

q (J ,R+) such that

sup
‖x‖α≤r

∥∥f (t,x)∥∥ ≤ F(t).

(H) For the functions Ik : Xα → Xα , there exists a constant L >  such that

∥∥Ik(x) – Ik(x)
∥∥

α
≤ L‖x – x‖α , k = , , . . . ,m

for all x,x ∈ Xα .
(H) The function g : PC(J ,Xα)→ Xα and there exists a constant L >  such that

∥∥g(v) – g(v)
∥∥

α
≤ L‖v – v‖PC

for all v, v ∈ PC(J ,Xα).

If u ∈ Xα , then the problem () has a mild solution u ∈ PC(J ,Xα) provided that

M∗ �M(Lm + L) + (M + )LC–α +
MαL�( – α)aq(–α)

( – α)�( + q( – α))
< . ()

Proof Let b = q(–α)–
–q

∈ (–, ), M = ‖F‖
L


q [,a]

. Direct calculation shows that (t –

s)q(–α)– ∈ L


–q [, t] for t ∈ J . In view of Lemma , a similar argument as in the proof
of [, Theorem .] shows that (t – s)q–V (t– s)f (s,u(s)) is Bochner integrable with respect
to s ∈ [, t] for all t ∈ J .
For any r > , let Br = {u ∈ PC(J ,Xα) : ‖u‖PC ≤ r}. Since the function h : J × Xα → X is

continuous, for any u ∈ Br and t ∈ J , by Lemma , we get

∫ t



∥∥(t – s)q–AV (t – s)h
(
s,u(s)

)∥∥
α
ds

=
∫ t



∥∥(t – s)q–AαV (t – s) ·Ah(s,u(s))∥∥ds
≤ qMα�( – α)

�( + q( – α))

∫ t


(t – s)q(–α)–[∥∥Ah(s,u(s)) –Ah(, )

∥∥ +
∥∥Ah(, )∥∥]

ds

≤ Mα�( – α)aq(–α)

( – α)�( + q( – α))
[
L(a + r) +

∥∥Ah(, )∥∥]
.

Thus, ‖(t – s)q–AV (t – s)h(s,u(s))‖α is Lebesgue integrable with respect to s ∈ [, t] for all
t ∈ J . From Lemma , it follows that (t – s)q–AV (t – s)h(s,u(s)) is Bochner integrable with
respect to s ∈ [, t] for all t ∈ J .
Define two operators Q and Q on PC(J ,Xα) by

(Qu)(t) =
∫ t


(t – s)q–V (t – s)f

(
s,u(s)

)
ds, t ∈ J ;

http://www.advancesindifferenceequations.com/content/2014/1/101
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Q(u)(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

U(t)[u – g(u) – h(,u())] + h(t,u(t))
+

∫ t
 (t – s)q–AV (t – s)h(s,u(s))ds, t ∈ [, t],

U(t)[u – g(u) – h(,u())] + h(t,u(t))
+

∫ t
 (t – s)q–AV (t – s)h(s,u(s))ds +U(t – t)I(u(t)), t ∈ [t, t],

...
U(t)[u – g(u) – h(,u())] + h(t,u(t))

+
∫ t
 (t – s)q–AV (t – s)h(s,u(s))ds

+
∑m

i=U(t – ti)Ii(u(ti)), t ∈ [tm,a].

Obviously, u is amild solution of the problem () if and only ifu is a solution of the operator
equation u =Qu +Qu. We will use Krasnoselskii’s fixed point theorem to prove that the
operator equation u =Qu+Qu has a solution on Br . For this purpose, we first prove that
there is a positive number r such thatQu+Qu ∈ Br for any u ∈ Br . If this were not the
case, then for each r > , there exist ur ∈ Br and tr ∈ J such that ‖(Qur +Qur)(tr)‖α > r. It
is clear that there is a ≤ k ≤m such that tr ∈ [tk , tk+]. Thus, from assumptions (H)-(H),
we see that

r <
∥∥(Qur +Qur)(tr)

∥∥
α

≤
∫ tr


(tr – s)q–

∥∥V (tr – s)f
(
s,ur(s)

)∥∥
α
ds

+
∥∥U(tr)

[
u – g(ur) – h

(
,ur()

)]∥∥
α
+

∥∥h(tr ,ur(tr))∥∥α

+
∫ tr


(tr – s)q–

∥∥AV (tr – s)h
(
s,ur(s)

)∥∥
α
ds +

k∑
i=

∥∥U(tr – ti)Ii
(
ur(ti)

)∥∥
α

≤ qMα�( – α)
�( + q( – α))

∫ tr


(tr – s)q(–α)– · F(s)ds +M‖u‖α

+M
[∥∥g(ur) – g()

∥∥
α
+

∥∥g()∥∥
α

]
+MC–α

[∥∥Ah(,ur()) –Ah(, )
∥∥ +

∥∥Ah(, )∥∥]
+C–α

∥∥Ah(tr ,ur(tr))∥∥
+

qMα�( – α)
�( + q( – α))

∫ tr


(tr – s)q(–α)–[∥∥Ah(s,ur(s)) –Ah(, )

∥∥ +
∥∥Ah(, )∥∥]

ds

+M
m∑
i=

[∥∥Ii(ur(ti)) – Ii()
∥∥

α
+

∥∥Ii()∥∥α

]

≤ qMαM�( – α)a(+b)(–q)

�( + q( – α))( + b)–q
+M‖u‖α +MLr +M

∥∥g()∥∥
α

+ (M + )LC–αr + (M + )C–α

∥∥Ah(, )∥∥
α
+ LaC–α

+
Mα�( – α)aq(–α)

( – α)�( + q( – α))
[
L(a + r) +

∥∥Ah(, )∥∥]

+MLmr +M
m∑
i=

∥∥Ii()∥∥α
.

Dividing on both sides by r and taking the limits as r → +∞, we have

M(Lm + L) + (M + )LC–α +
MαL�( – α)aq(–α)

( – α)�( + q( – α))
≥ ,

http://www.advancesindifferenceequations.com/content/2014/1/101
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which contradicts (). Hence there exists a positive constant r such that Qu+Qu ∈ Br

for any u ∈ Br .
Next, we will show that Q is a completely continuous operator and Q is a contraction

on Br . Our proof will be divided into three steps.
Step I. Q is continuous on Br .
For any un,u ∈ Br , n = , , . . . with limn→∞ ‖un – u‖PC = , we get limn→∞ un(t) = u(t)

for all t ∈ J . Hence, by the assumption (H), we have

lim
n→∞ f

(
t,un(t)

)
= f

(
t,u(t)

)
, t ∈ J .

Noting that ‖f (s,un(s)) – f (s,u(s))‖ ≤ F(t), by the dominated convergence theorem, we
have

∥∥(Qun)(t) – (Qu)(t)
∥∥

α

≤
∫ t



∥∥(t – s)q–AαV (t – s)
[
f
(
s,un(s)

)
– f

(
s,u(s)

)]∥∥ds
≤ qMα�( – α)

�( + q( – α))

∫ t


(t – s)q(–α)–∥∥f (s,un(s)) – f

(
s,u(s)

)∥∥ds
→ ,

as n→ ∞, which implies that Q is continuous.
Step II. {Qu : u ∈ Br} is relatively compact. It suffices to show that the family of

functions {Qu : u ∈ Br} is uniformly bounded and equicontinuous, and for any t ∈ J ,
{(Qu)(t) : u ∈ Br} is relatively compact in Xα .
For any u ∈ Br , we see from above that ‖Qu‖PC ≤ r, which means that {Qu : u ∈ Br}

is uniformly bounded. In the following, we will show that {Qu : u ∈ Br} is a family of
equicontinuous functions.
For any u ∈ Br and  ≤ t′ < t′′ ≤ a, we get

∥∥(Qu)
(
t′′

)
– (Qu)

(
t′
)∥∥

α

≤
∥∥∥∥
∫ t′



[(
t′′ – s

)q– – (
t′ – s

)q–]V (
t′′ – s

)
f
(
s,u(s)

)
ds

∥∥∥∥
α

+
∥∥∥∥
∫ t′



(
t′ – s

)q–[V (
t′′ – s

)
–V

(
t′ – s

)]
f
(
s,u(s)

)
ds

∥∥∥∥
α

+
∥∥∥∥
∫ t′′

t′

(
t′′ – s

)q–V (
t′′ – s

)
f
(
s,u(s)

)
ds

∥∥∥∥
α

≤ qMα�( – α)
�( + q( – α))

∫ t′



∣∣(t′′ – s
)q– – (

t′ – s
)q–∣∣(t′′ – s

)–qα · F(s)ds

+
∫ t′



(
t′ – s

)q–∥∥AαV
(
t′′ – s

)
–AαV

(
t′ – s

)∥∥ · F(s)ds

+
qMα�( – α)
�( + q( – α))

∫ t′′

t′

(
t′′ – s

)q(–α)– · F(s)ds

� A +A +A.
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From the expressions of A and A, it is easy to see that A →  and A →  as t′′ – t′ → 
independently of u ∈ Br . For t′ = ,  < t′′ ≤ a, it is easy to see that A = . For t′ > , let
ε ∈ (, t′) be small enough. Then, from the expression of A, we have

A ≤
∫ t′–ε



(
t′ – s

)q–∥∥AαV
(
t′′ – s

)
–AαV

(
t′ – s

)∥∥ · F(s)ds

+
∫ t′

t′–ε

(
t′ – s

)q–∥∥AαV
(
t′′ – s

)
–AαV

(
t′ – s

)∥∥ · F(s)ds

≤ M[(t′)+b – ε+b ]–q
�( + q)( + b)–q

· sup
s∈[,t′–ε]

∥∥T((
t′′ – s

)q
θ
)
– T

((
t′ – s

)q
θ
)∥∥

α

+
Mαq�( – α)
�( + q( – α))

∫ t′

t′–ε

(
t′ – s

)q(–α)– · F(s)ds

for θ ∈ (,∞), where b = q–
–q

. Since Lemma  implies the continuity of Tα(t) in t >  in
the uniformly operator topology, it is easy to see that A →  as t′′ – t′ →  independently
of u ∈ Br . Thus, ‖(Qu)(t′′) – (Qu)(t′)‖α →  as t′′ – t′ →  independently of u ∈ Br ,
which means that the set {Qu : u ∈ Br} is equicontinuous.
It remains to prove that for any t ∈ J , the set W (t) := {(Qu)(t) : u ∈ Br} is relatively

compact in Xα .
Obviously, W () is relatively compact in Xα . Let  < t ≤ a be fixed. For ∀ε ∈ (, t) and

∀δ > , define an operator Qε,δ
 on Br by

(
Qε,δ

 u
)
(t) = q

∫ t–ε



∫ ∞

δ

θ (t – s)q–ηq(θ )T
(
(t – s)qθ

)
f
(
s,u(s)

)
dθ ds

= T
(
εqδ

)
q
∫ t–ε



∫ ∞

δ

θ (t – s)q–ηq(θ )T
(
(t – s)qθ – εqδ

)
f
(
s,u(s)

)
dθ ds.

Then from the compactness of T(εqδ), we find that the set Wε,δ(t) := {(Qε,δ
 u)(t) : u ∈ Br}

is relatively compact in Xα for ∀ε ∈ (, t) and ∀δ > . Moreover, for every u ∈ Br , we have

∥∥(Qu)(t) –
(
Qε,δ

 u
)
(t)

∥∥
α

≤ q
∥∥∥∥
∫ t



∫ δ


θ (t – s)q–ηq(θ )T

(
(t – s)qθ

)
f
(
s,u(s)

)
dθ ds

∥∥∥∥
α

+ q
∥∥∥∥
∫ t

t–ε

∫ ∞

δ

θ (t – s)q–ηq(θ )T
(
(t – s)qθ

)
f
(
s,u(s)

)
dθ ds

∥∥∥∥
α

≤ qMα

(∫ t


(t – s)b ds

)–q
· ‖F‖

L

q [,t]

·
∫ δ


θ –αηq(θ )dθ

+
qMα�( – α)
�( + q( – α))

(∫ t

t–ε

(t – s)b ds
)–q

· ‖F‖
L


q [t–ε,t]

≤ qMαM
( + b)–q

a(+b)(–q) ·
∫ δ


θ –αηq(θ )dθ

+
qMαM�( – α)

�( + q( – α))( + b)–q
ε(+b)(–q),

http://www.advancesindifferenceequations.com/content/2014/1/101
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where b = q(–α)–
–q

∈ (–, ). Therefore, there are relatively compact sets arbitrarily close to
the setW (t), t > . Hence the setW (t), t >  is also relatively compact in Xα .
Therefore, the set {Qu : u ∈ Br} is relatively compact by the Ascoli-Arzela theorem.

Thus, the continuity of Q and relative compactness of the set {Qu : u ∈ Br} imply that
Q is a completely continuous operator.
Step III. Q is a contraction on Br .
For any u, v ∈ Br and t ∈ J , if t ∈ [, t], by the assumptions (H), (H), and (H), we have

∥∥(Qu)(t) – (Qv)(t)
∥∥

α

≤ ∥∥U(t)
[(
g(v) – g(u)

)
+

(
h
(
, v()

)
– h

(
,u()

))]∥∥
α

+
∥∥h(t,u(t)) – h

(
t, v(t)

)∥∥
α
+

∥∥∥∥
∫ t


(t – s)q–AV (t – s)

[
h
(
s,u(s)

)
– h

(
s, v(s)

)]
ds

∥∥∥∥
α

≤M
[∥∥g(u) – g(v)

∥∥
α
+C–α

∥∥Ah(,u()) –Ah
(
, v()

)∥∥]
+C–α

∥∥Ah(t,u(t)) –Ah
(
t, v(t)

)∥∥
+

∫ t


(t – s)q–

∥∥AαV (t – s)
∥∥ · ∥∥Ah(s,u(s)) –Ah

(
s, v(s)

)∥∥ds
≤

[
ML + (M + )LC–α +

MαL�( – α)aq(–α)

( – α)�( + q( – α))

]
· ‖u – v‖PC .

If t ∈ (tk , tk+], k = , , . . . ,m, we have

∥∥(Qu)(t) – (Qv)(t)
∥∥

α

≤ ∥∥U(t)
[(
g(v) – g(u)

)
+

(
h
(
, v()

)
– h

(
,u()

))]∥∥
α

+
∥∥h(t,u(t)) – h

(
t, v(t)

)∥∥
α
+

∥∥∥∥
∫ t


(t – s)q–AV (t – s)

[
h
(
s,u(s)

)
– h

(
s, v(s)

)]
ds

∥∥∥∥
α

+

∥∥∥∥∥
k∑
i=

U(t – ti)
[
Ii
(
u(ti)

)
– Ii

(
v(ti)

)]∥∥∥∥∥
α

≤
[
M(Lm + L) + (M + )LC–α +

MαL�( – α)aq(–α)

( – α)�( + q( – α))

]
· ‖u – v‖PC .

Thus, for any u, v ∈ Br , it follows from the above that

‖Qu –Qv‖PC = sup
t∈J

∥∥(Qu)(t) – (Qv)(t)
∥∥

α
≤M∗‖u – v‖PC .

Since M∗ < , we know that Q is a contraction on Br . Hence, Krasnoselskii’s fixed point
theorem guarantees that the operator equationQu+Qu = u has a solution on Br , which
is the mild solution of the problem () on Br . �

Theorem  Assume that (H)-(H) hold. Further, the following conditions are also satis-
fied.

(H) The functions Ik : Xα → Xα (k = , , . . . ,m) are completely continuous and there exist
constants L,L >  such that

∥∥Ik(x)∥∥α
≤ L‖x‖α + L, x ∈ Xα .

http://www.advancesindifferenceequations.com/content/2014/1/101
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(H) The function g : PC(J ,Xα) → Xα is completely continuous and there exist constants
L,L >  such that

∥∥g(u)∥∥
α

≤ L‖u‖PC + L, u ∈ PC(J ,Xα).

If u ∈ Xα , then the problem () has at least one mild solution provided that

M(Lm + L) + (M + )LC–α +
Mα�( – α)Laq(–α)

( – α)�( + q( – α))
< . ()

Proof Define two operators F and F on PC(J ,Xα) by

(Fu)(t) =U(t)
[
u – h

(
,u()

)]
+ h

(
t,u(t)

)
+

∫ t


(t – s)q–AV (t – s)h

(
s,u(s)

)
ds, t ∈ J ;

F(u)(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

–U(t)g(u) +
∫ t
 (t – s)q–V (t – s)f (s,u(s))ds, t ∈ [, t],

–U(t)g(u) +
∫ t
 (t – s)q–V (t – s)f (s,u(s))ds

+U(t – t)I(u(t)), t ∈ [t, t],
...
–U(t)g(u) +

∫ t
 (t – s)q–V (t – s)f (s,u(s))ds

+
∑m

i=U(t – ti)Ii(u(ti)), t ∈ [tm,a].

From (), a similar proof as in Theorem  shows that there is a positive number r such
that Fu + Fu ∈ Br for any u ∈ Br , and F is a contraction. From (H), (H), (H), and
(H), it is easy to see that F is continuous. Next, we will prove that the set {Fu : u ∈ Br}
is relatively compact. From the proof of Theorem , we only need to prove that the set
{–U(t)g(u) + Fu : u ∈ Br} is relatively compact, where F is defined by

F(u)(t) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

, t ∈ [, t],
U(t – t)I(u(t)), t ∈ [t, t],
...∑m

i=U(t – ti)Ii(u(ti)), t ∈ [tm,a].

A similar proof as in [, Theorem .] shows that the set {–U(t)g(u) + Fu : u ∈ Br} is
relatively compact. Hence F is a completely continuous operator. By Krasnoselskii’s fixed
point theorem, the equation Fu+Fu = u has a solution on Br , which is themild solution
of the problem () on Br . �

Theorem  Assume that (H), (H), (H) hold. Further, the following condition is also
satisfied.

(H) The function f : J × Xα → X is Lipschitz continuous, i.e., there exists a constant L > 
such that

∥∥f (t,x) – f (t,x)
∥∥ ≤ L‖x – x‖α

for any t ∈ J and x,x ∈ Xα .
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If u ∈ Xα , then the problem () has a unique mild solution provided that

M∗∗ �M(Lm + L) + (M + )LC–α +
Mα(L + L)�( – α)aq(–α)

( – α)�( + q( – α))
< . ()

Proof Define an operator Q on PC(J ,Xα) by

(Qu)(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

U(t)[u – g(u) – h(,u())] + h(t,u(t)) +
∫ t
 (t – s)(q–)AV (t – s)h(s,u(s))ds

+
∫ t
 (t – s)q–V (t – s)f (s,u(s))ds, t ∈ [, t],

U(t)[u – g(u) – h(,u())] +U(t – t)I(u(t)) + h(t,u(t))
+

∫ t
 (t – s)(q–)AV (t – s)h(s,u(s))ds

+
∫ t
 (t – s)q–V (t – s)f (s,u(s))ds, t ∈ (t, t],

...
U(t)[u – g(u) – h(,u())] +

∑m
i=U(t – ti)Ii(u(ti)) + h(t,u(t))

+
∫ t
 (t – s)(q–)AV (t – s)h(s,u(s))ds

+
∫ t
 (t – s)q–V (t – s)f (s,u(s))ds, t ∈ (tm,a].

For any t ∈ J and u, v ∈ PC(J ,Xα), if t ∈ [, t], by assumptions (H), (H), and (H), we have

∥∥(Qu)(t) – (Qv)(t)
∥∥

α

≤ ∥∥U(t)
[(
g(v) – g(u)

)
+

(
h
(
, v()

)
– h

(
,u()

))]∥∥
α

+
∥∥h(t,u(t)) – h

(
t, v(t)

)∥∥
α
+

∥∥∥∥
∫ t


(t – s)q–AV (t – s)

[
h
(
s,u(s)

)
– h

(
s, v(s)

)]
ds

∥∥∥∥
α

+
∥∥∥∥
∫ t


(t – s)q–V (t – s)

[
f
(
s,u(s)

)
– f

(
s, v(s)

)]
ds

∥∥∥∥
α

≤
[
ML + (M + )LC–α +

Mα(L + L)�( – α)aq(–α)

( – α)�( + q( – α))

]
· ‖u – v‖PC .

If t ∈ (tk , tk+], from the above and the assumption (H), we have

∥∥(Qu)(t) – (Qv)(t)
∥∥

α

≤ ∥∥U(t)
[(
g(v) – g(u)

)
+

(
h
(
, v()

)
– h

(
,u()

))]∥∥
α

+
∥∥h(t,u(t)) – h

(
t, v(t)

)∥∥
α
+

∥∥∥∥
∫ t


(t – s)q–AV (t – s)

[
h
(
s,u(s)

)
– h

(
s, v(s)

)]
ds

∥∥∥∥
α

+
∥∥∥∥
∫ t


(t – s)q–V (t – s)

[
f
(
s,u(s)

)
– f

(
s, v(s)

)]
ds

∥∥∥∥
α

+

∥∥∥∥∥
k∑
i=

U(t – ti)
[
Ii
(
u(ti)

)
– Ii

(
v(ti)

)]∥∥∥∥∥
α

≤M∗∗‖u – v‖PC .

Thus, for any u, v ∈ PC(J ,Xα), we have

‖Qu –Qv‖PC = sup
t∈J

∥∥(Qu)(t) – (Qv)(t)
∥∥

α
≤M∗∗‖u – v‖PC .
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Since M∗∗ < , it follows that Q is a contraction on PC(J ,Xα). By the Banach contraction
principle,Q has a unique fixed point in PC(J ,Xα), which is the unique mild solution of the
problem (). �

4 An example
Let X = (L([, ],R),‖ · ‖). We consider the following fractional partial differential equa-
tions in X:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

∂
q
t [u(t,x) –

∫ 
 d(x, y)u(t, y)dy] –

∂

∂t u(t,x) =G(t,x,u(t,x)),
t ∈ [,a], t �= tk ,x ∈ [, ],

u(t, ) = u(t, ) = ,  ≤ t ≤ a,
�u|t=tk = I(x,

∫ 
 u(tk , y)dy), k = , , . . . ,m,

u(,x) +
∑n

i=
∫ 
 �(x, y)u(τi, y)dy = u(x), x ∈ [, ],

()

where ∂
q
t is a Caputo fractional partial derivative of order q ∈ (, ),  < τ < τ < · · · < τn < a

and  = t < t < t < · · · < tm < tm+ = a.
We define an operator A by Av = –v′′ with the domain

D(A) =
{
v(·) ∈ X : v, v′′ ∈ X, v() = v() = 

}
.

Then –A generates a compact and analytic semigroup T(t) (t ≥ ), and ‖T(t)‖ ≤ e–t ≤ . It
is well known that  ∈ ρ(A), and so the fractional powers of A are well defined. Moreover,
the eigenvalues of A are nπ and the corresponding normalized eigenvectors are en(x) =√
 sin(nπx), n = , , . . . . We define A 

 by A 
 z =

∑∞
n= n〈z, en〉en for each z ∈ D(A 

 ) :=
{z(·) ∈ X :

∑∞
n= n〈z, en〉en ∈ X}. From [] we know that if z ∈ D(A 

 ), then z is absolutely
continuous with z′ ∈ X and ‖z′‖ = ‖A 

 z‖.
We define the Banach space X 


by X 


= (D(A 

 ),‖ · ‖ 

), where ‖z‖ 


= ‖A 

 z‖ = ‖z′‖
for any z ∈D(A 

 ). It is well known that ‖A– 
 ‖ = .

For solving the problem (), we need the following assumptions.

(P) The function d : [, ]× [, ]→R satisfies the following conditions.
(i) (x, y) �→ ∂

∂x d(x, y) is well defined and measurable with

∫ 



∫ 



(
∂

∂x
d(x, y)

)

dydx < +∞.

(ii) d(, y) = d(, y) = , ∀y ∈ [, ].
(P) The function I : [, ]×R →R satisfies the following conditions.

(i) For each ξ ∈R, the function I(·, ξ ) is differentiable and ∂
∂x I(x, ξ ) ∈ X .

(ii) There exists a constant N >  such that

∣∣∣∣ ∂

∂x
I(x, ξ) –

∂

∂x
I(x, ξ)

∣∣∣∣ ≤N|ξ – ξ|

for any x ∈ [, ] and ξ, ξ ∈R.
(iii) I(, y) = I(, y) = , ∀y ∈R.

(P) The function � ∈ L([, ]× [, ],R) satisfies the following conditions.
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(i) (x, y) �→ ∂
∂x�(x, y) belongs to L([, ]× [, ],R) and

∫ 



∫ 



[
∂

∂x
�(x, y)

]

dydx < +∞.

(ii) �(, y) = �(, y) = , ∀y ∈ [, ].

Let PC([,a],X 

) be the Banach space equipped with supnorm

‖u‖PC = sup
≤t≤a

∥∥u(t)(·)∥∥ 

= sup

≤t≤a

∥∥(
u(t)

)′(·)∥∥,

and let f : [,a] × X 


→ X be defined by f (t,φ)(·) = G(t, ·,φ(·)), h : [,a] × X 


→ X be
defined by

h(t,φ)(·) =
∫ 


d(·, y)φ(y)dy,

Ik : X 


→ X be defined by

Ik(φ)(·) = I
(

·,
∫ 


φ(y)dy

)
,

and g : PC([,a],X 

) → X be defined by

g(u)(·) =
( n∑

i=

�gu(τi)

)
(·),

where �g : X 


→ X is defined by

�g(ψ)(x) =
∫ 


�(x, y)ψ(y)dy, ∀ψ ∈ X 


.

Moreover, if u : [,a] × [, ] → R, we defined u : [,a] → R by u(t)(·) = u(t, ·). Thus, the
system () can be reformed as the nonlocal problem ().
By the definition of h and assumption (P), a similar computation as in [, Theo-

rem .(a)] shows that h ∈D(A) and

∥∥Ah(t,φ) –Ah(t,φ)
∥∥
 ≤

∫ 



∫ 



(
∂

∂x
b(x, y)

)

dydx · ‖φ – φ‖


for each (t,φ), (t,φ) ∈ [,a]×X 

. Hence h satisfies the hypothesis (H).

For each φ ∈ X 

, by the assumption (P), we see that

〈
Ik(φ), en

〉
=

∫ 



(
I
(
x,

∫ 


φ(y)dy

))
· √ sin(nπx)dx

=

nπ

∫ 



(
∂

∂x
I
(
x,

∫ 


φ(y)dy

))
· √ cos(nπx)dx.

http://www.advancesindifferenceequations.com/content/2014/1/101
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Hence, Ik is a function from X 

into X 


. By (P)(ii) and the Hölder inequality, we have

∥∥Ik(φ) – Ik(φ)
∥∥



=

∫ 



∣∣∣∣ ∂

∂x
I
(
x,

∫ 


φ(y)dy

)
–

∂

∂x
I
(
x,

∫ 


φ(y)dy

)∣∣∣∣


dx

≤ N


∣∣∣∣
∫ 


φ(y)dy –

∫ 


φ(y)dy

∣∣∣∣


≤ N
 ‖φ – φ‖



for each φ,φ ∈ X 

. This implies that the assumptions (H) and (H) hold.

By the assumption (P), a similar computation as above shows that g is a function from
PC([,a],X 


) into X 


. And

∥∥g(u) – g(u)
∥∥



=

∫ 



∣∣∣∣∣ ∂

∂x

n∑
i=

�gu(τi) –
∂

∂x

n∑
i=

�gu(τi)

∣∣∣∣∣


dx

=
∫ 



∣∣∣∣∣
n∑
i=

∫ 



∂

∂x
�(x, y)

[
u(τi, y) – u(τi, y)

]
dy

∣∣∣∣∣


dx

≤
∫ 



∣∣∣∣∣
n∑
i=

[(∫ 



∣∣∣∣ ∂

∂x
�(x, y)

∣∣∣∣


dy
) 

 · ∥∥u(τi, y) – u(τi, y)
∥∥


]∣∣∣∣∣


dx

≤ (n + )
∫ 



∫ 



(
∂

∂x
�(x, y)

)

dydx · ‖u – u‖PC

for each u,u ∈ PC([,a],X 

). By [, Theorem .(b)], g is a compact operator. Thus,

the assumptions (H) and (H) hold.
We can take q = 

 and f (t,u(t)) = 

t


sinu(t). Since for any t ∈ J , we have ‖f (t,u(t))‖ =

‖ 

t


sinu(t)‖ ≤ 

t


. So, we choose F(t) = 

t


, then the assumptions (H) and (H) hold.

Hence, if u ∈ X 

, according to Theorem  or Theorem , the system () has at least one

mild solution provided that () or () holds. From Theorem , the system () has a unique
mild solution provided that () holds.
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