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;E;L”bc‘icpzfgﬁzangha“ People's proposed by shared pixel prediction and halving compression. We first divide binary

image into non-overlapping pure color blocks and non-pure color blocks, and then
partition each non-pure color block as shared pixels and embeddable pixels by a
cross-segmentation mechanism. Then, a location sequence which marked all blocks is
further compressed by halving compression and is considered as auxiliary data.
Subsequently, after performing image encryption, data hider embeds additional data
into the pixels of pure color blocks and embeddable pixels of non-pure color blocks.
Finally, separable operations of data extraction, direct image decryption, and image
recovery are conducted by the receiver. With shared pixel prediction mechanism,
perfect image recovery can be achieved. Extensive experiments demonstrate that
compared with existing methods, our scheme can obtain a higher visual quality of
decrypted images, while maintaining a larger embedding capacity.
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1 Introduction

Reversible data hiding (RDH) tackles the following applying scenario: data owner firstly
embeds secret messages into digital media, such as digital images, video, or audio files,
and then delivers these files to the receiver. The receiver can extract the secret mes-
sages correctly, while achieving perfect recovery for original digital media. Regarding this
applying scenario, a number of researchers have reported multiple important works, e.g.,
difference expansion-based schemes [1, 2], lossless compression-based schemes [3, 4],
and histogram shifting-based schemes [5—8]. Furthermore, when the image owners do
not want others to access the content of image, they may choose to encrypt these images
before delivering them. This problem is termed as RDH in encrypted domain (RDH-ED
for short). Several studies have documented two categories: vacating room after encryp-
tion (VRAE) [9-13] and reserving room before encryption (RRBE) [14—18]. The former
means that embedding rooms can be vacated by special preprocessing in the encrypted
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image, and the secret data can be subsequently embedded into the vacated room, while
the latter implies that content owner needs to preprocess the plaintext image before
encryption processing to reserve embedding rooms. Nevertheless, traditional RDH-ED
schemes mainly focus on gray or color JPEG images [19]. In some special scenarios, e.g.,
patent certificate, scanned check, handwritings, and CAD graphs, binary image becomes
mainstream formats. Compared with 8 bits per gray pixel or 24 bits per color pixel, binary
images always require only 1 bit per pixel (either 0 or 1) so that the embedding process
in binary images may lead to more significant distortion on both statistics and vision.
Therefore, the RDH issue aiming at encrypted binary images has received considerable
critical attention. We term this problem as RDH in encrypted binary domain (RDH-EBD
for short).

Although a considerable amount of RDH literature has been published on binary
images, such as [20-23]. However, in these literatures, the developments mainly focus on
plaintext binary images, while for encrypted binary images, too little RDH work has been
devoted [24]. Considering the reversible data hiding requirement on encrypted binary
images, one natural question arises: could we directly adopt existing RDH-ED solutions
for gray or color images on binary images? Unfortunately, the answer is negative due to
the following pitfalls. First, traditional RDH-ED schemes mainly focus on gray or color
images, which contain multiple gray levels for each pixel. The embedding rooms are gen-
erated more easily by compressing processing due to high pixel correlation. But, binary
images (including plaintext binary images and encrypted binary images) only use one bit
to represent each pixel. This simple data storage structure has little or no data redun-
dancy, leading to the existing RDH-ED algorithm for gray or color images completely
unsuitable. Second, the case is that only two colors of black and white in binary image
make that only two possibilities of pixel modification are performed when data is embed-
ded, that is, 1 to 0 or 0 to 1. Since the binary pixel directly corresponds to human sensory
experience, the modification of any pixel may cause obvious damage to the visual quality.
This makes data embedding more difficult.

Facing the aforementioned problem, this paper is motivated to tackle the reversible data
hiding challenge in the context of encrypted binary images. We follow the same view as
[24] but present a new solution by using (a) new prediction method with multiple shared
pixels and (b) halving compression mechanism. The main novel contributions made are
as follows:

e We propose a new reversible data hiding solution for encrypted binary images, which
can implement data embedding and data extraction with high embedding capacity.
We claim that our proposed method can work over natural binary images and can
achieve separable operations of data extraction, direct image decryption, and image
recovery according to the availability of encryption key and data hiding key.

e We divide binary image into pure color blocks and non-pure color blocks, which are
marked by a binary location sequence. A new halving compression mechanism is
introduced to further compress the location sequence. This significantly reduces the
length of auxiliary data. Accordingly, the embedding capacity of additional data is
further improved.

e We design a cross-segmentation mechanism that is used to divide the non-pure color
block into two pixel sets: embeddable pixels and prediction pixels. The former is used
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to embed additional data, while the latter is used to predict and recover the
embeddable pixels that have changed during the embedding operation. Since a
prediction pixel can be shared with multiple embeddable pixels’ recovery, it naturally
improves the embedding capacity, while ensuring the correct recovery of embeddable
pixels.

e We perform comprehensive experiments with different binary image sources. The
experimental results demonstrate that our solution significantly outperforms existing
reversible data hiding methods in terms of embedding capacity, visual quality, and

security.

The rest of this paper is organized as follows. Section 2 reviews existing state-of-the-
art RDH works for binary images. In Section 3, we provide the details of the proposed
scheme. Subsequently, comprehensive experiments are performed to evaluate the perfor-
mance of the proposed scheme. The experimental results and corresponding discussions

are presented in Section 4. Finally, Section 5 concludes the paper.

2 Related work

Existing binary image-based RDH solutions are mainly divided into two categories: plain-
text binary image-based RDH schemes and encrypted binary image-based RDH schemes.
We briefly introduce existing works according to two criteria.

Firstly, regarding plaintext binary image-based RDH schemes, Wang et al. [23] pro-
posed a large volume data hiding scheme of binary image based on block pattern. In this
scheme, Wang et al. divide cover binary image into non-symmetrical block and dual-pair
block, and then design two matching pairs (MP), internal and external, to reduce embed-
ded changes. Finally, the internal adjustment matching pair (MPIA) method is performed
sequentially on the embeddable blocks, which are selected by a randomly generated seed
and output a marked image. Although the embedding capacity is limited, Wang’s scheme
can still achieve better performance with the same embedding distortion. Furthermore,
Nguyen et al. [22] proposed a high embedding capacity data hiding scheme in binary
image based on block classification. With a block classification process, this scheme iden-
tifies the complex image blocks, in which only a small number of pixels are embedded
secret bits to minimize embedding distortion. Comparing with previous schemes for
binary images, Wang’s scheme can further improve the embedding capacity under the
same embedding distortion. Yin et al. [21] employed symmetrical flipping degree his-
togram modification to design a reversible data hiding scheme in binary image. In this
scheme, the symmetrical flipping degree (SFD) is first calculated to decide whether the
secret data can be embedded, and then, the SFD histogram is used to find the embeddable
blocks in the original image. With the same embedding capacity, Yin’s scheme can signif-
icantly improve visual quality. In [20], a reversible data hiding method based on image
magnification was proposed. First, the original image is divided into multiple 3 x 3 blocks.
For each 3x3 blocks, the cross model is analyzed to find the reference block suitable for
magnification, in which the center pixel is magnified into 4 pixels. The pixel’s connectivity
and reversibility can be guaranteed by keeping one or two pixels unchanged in the center
block. Finally, the secret bits are embedded into each block by the inner-block flippable
pixel selection strategy. Zhang’s method has better visual quality comparing with the pre-
vious method and does not require auxiliary data to ensure reversibility. Also, due to full
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use of redundancy, this scheme has considerable performance in terms of computational
complexity and cost, although its maximum embedding capacity is usually less than 4000
bits for binary image with size 256 x 256.

Secondly, regarding encrypted binary image-based RDH schemes, in [24], Ren et al.
proposed a new reversible data hiding method in encrypted binary images by pixel pre-
diction. The original binary image is divided into non-overlapping uniform blocks and
non-uniform blocks, which are effectively marked by an auxiliary type image including
0 and 1. The type image is embedded by content owner, and secret data is embedded in
these blocks by data hider. For the receiver, after extracting the secret data by data embed-
ding key, the original image can be recovered by a “T” pattern and the type image. Ren’s
method works well, but the visual quality and embedding rate can be further improved.
This is mainly because the “T” pattern involves more different neighbor pixels to pre-
dict one embeddable pixel, resulting in an obvious waste of embedding space. In addition,
since the auxiliary information is directly embedded into image without any compression,
the embedding capacity is further reduced.

Accordingly, a series of works have been developed to address the problem of applying
reversible data hiding in binary images. Nevertheless, many existing methods, e.g., Ren’s
scheme, borrow the idea from plaintext binary image-based RDH schemes. Since these
schemes do not make full use of the prediction performance of neighboring pixels, and
also do not consider to optimize the compression space of auxiliary data, they thus have a
weak visual quality and lower embedding capacity. This paper tries to further fill this gap.

3 Proposed method

3.1 The framework of proposed method

The proposed RDH-EB framework is mainly comprised of three parts. In the first part,
we first divide binary image into pure color blocks and non-pure color blocks, which are
rearranged by placing pure color blocks in the back and non-pure color blocks in the
front. A binary location sequence which marked these image blocks is further lossless
compressed as auxiliary data by introducing a new halving compression mechanism. In
addition, each non-pure color block is divided into two pixel sets, embeddable pixels and
prediction pixels, by a cross-segmentation mechanism. The former is used to embed addi-
tional data, while the latter is used to predict and recover the embeddable pixels that have
changed during embedding operation. Finally, the rearranged binary image is encrypted
and then is delivered to the data hider. In the second part, additional data are embedded
into the encrypted binary image, which is transmitted to the receiver over network. In the
third part, according to the availability of encryption key and data hiding key, the receiver
can achieve separable operations of data extraction, direct image decryption, and image
recovery. The framework is shown in Fig. 1.

3.2 Image preprocessing

Given an original binary image with size M x M, we firstly divide this image into multiple
non-overlapping blocks with size N x N, N < M. Since the pixels of binary image are
either black or white, we denote the N x N blocks composed of all black or all white
pixels as pure color blocks (PB for short). Similarly, we denote other N x N blocks as non-
pure blocks (NPB for short). Obviously, if any one pixel in PB block is confirmed, we can
fastly determine the color information of all other pixels in this block. It implies that we



Li et al. EURASIP Journal on Image and Video Processing (2020) 2020:33 Page 5 of 21

Content Owner
Segmentation Encrypt with Ke
Original . Division Rearrangement Encrypted | |
image and filling image
Location | |  Halving
sequence compression
Receiver Data Hider
L Decryption
Orlgmal 1mage Shared pixel with Ke Embed with Kh
Original image prediction Decryption Enccrgftt;iilrrlnage
&additional data with Kh&Ke ontaining
additional data
Additional data De?rgl}“;n Additional
wit data
Fig. 1 The framework of the proposed scheme

can use only one pixel to record the color information of PB, while the remaining pixels
can be considered as embedding room. Subsequently, we introduce a cross-segmentation
mechanism to preprocess NPB blocks. For each NPB, all pixels are divided across into two
sets: embeddable pixels and shared prediction pixels. The former is used to embed secret
data, while the latter is used to predict the original embeddable pixels if they are modified
due to data hiding. In our scheme, since the shared prediction pixels are distributed across
in each NPB, one shared prediction pixel can be used to predict multiple embeddable
pixels, thereby reserving more embeddable pixels to carry secret data. Figure 2 presents
the embeddable pixels and the shared prediction pixels, which are represented by plus
symbol and dot symbol, respectively.

o |+ | o |+ | ® |+

o ||| o |+ | ® |+
+ | ® |+ | ®|+| @

Fig. 2 Dot set and plus set in a non-pure block. The plus set stands for embeddable pixels, while dot set
represents the shared prediction pixels
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Subsequently, we denote PB block as 1 and NPB block as 0 and then scan the original
image from left to right, top to bottom to generate a series of binary bits, which is denoted
as location sequence. Clearly, the location sequence has a fixed length ZI\VLZ according to
the size of original image. For easy understanding, an example is shown in Fig. 3.

3.3 Auxiliary data compression
The generated binary location sequence in Section 3.2 indicates the position of each block
in original image; we denote it as auxiliary data and deliver it to the receiver to achieve
the original image recovery. Apparently, if the binary location sequence is too long, it
inevitably occupies the embedding capacity of additional data. In order to avoid this prob-
lem, we design a lossless compression method, named as halving compression, to further
reduce the length of binary location sequence.

First, we set two thresholds T € {7y, T1} to perform the compression of consecutive 0
and 1, respectively. A quotient list and a remainder list are used to save the compressed
data. Denote the number of consecutive 1 (or 0) in original location sequence as L;, the

compression procedure can be shown as follows in Eq. (1):

Lt, if Lt <T
= 1
& I_L‘;“TJ, otherwise W)
Ry =mod((L; +T),2), T e {To, T1} 2)

In this equation, when T is set to 71, L; indicates the number of consecutive 1 in the
original location sequence and Q; stands for the number of compressed 1, which is added
directly to the quotient list. Similarly, when T is set to Ty, L; and Q; correspond to the
case of consecutive 0. In addition, if L; > T, we calculate R; as Eq. (2) to represent the
remainder of 1 or 0 and add it to the remainder list. Finally, the compressed location

Scan the
original
image

Locationg;tigigggé‘é‘;gi‘

Fig. 3 Binary location sequence generation. With this location sequence, the position of each block can be
located easily in the original image




Li et al. EURASIP Journal on Image and Video Processing (2020) 2020:33

sequence can be directly obtained by splicing remainder list and quotient list. The process
can be divided into five steps:

e Step 1: The same continuous bits “xxxxx” are scanned.

e Step 2: Use Eq. (1) to calculate the quotient and then add it to the quotient list.

e Step 3: Use Eq. (2) to calculate remainder and then add it to the remainder list.

e Step 4: Repeat steps 1-3 until all bits are processed.

e Step 5: Finally, the remainder list is spliced after the quotient list to form a
compressed bit stream.

In order to make it easier to understand, an actual example is shown in Fig. 4. As
shown in Fig. 4, the original bitstream is “110100000111", 77 = 2, Ty = 2. And the specific
operation of this example is as follows:

e Step 1: The same continuous bits “11” are scanned.

e Step 2: Use Eq. (1) to calculate quotient as 2. Then, add 2 bits “1” to the quotient list.

e Step 3: Use Eq. (2) to calculate remainder as 0. Then, add the result to the remainder
list.

e Step 4: Repeat steps 1-3 until all bits are processed. At this step, the quotient list is
11010001111, and the remainder list is 010.

e Step 5: Finally, the remainder list is spliced after the quotient list to form a
compressed bit stream.

The decompression procedure can be shown as the following four steps.

, if T
L= Q: it Q <‘ 3)
Qr x 2+ Ry x b, otherwise

(4)

y_ 1L it Q =“1."
1o, if Qr=<0."

e Step 1: The continuous compressed bit sequence “xxxxx” is scanned from quotient

list.
locat%éggggiencell 1 ’0 1 IO ‘0 ‘0 ‘0 ‘0‘1 ll ’1 ll ‘1 ll
—_ N — ~ —~— —
Quotienttiss [1[1 0] 1] Jo]o]o] [1][t[1]1] | |
éRemainder list ’ 0 ‘ X ’ X ‘ 1 ‘ 0
|
Splicing | 1|10 1]ofofof[1[1][1][1]0]1]0]
Quotient list Remainder list
Fig. 4 Anexample for proposed halving compression algorithm with 77 = 2, To = 2. The original location
sequence 110100000111111, quotient list 11010001111, and remainder list 010. The compressed location
sequence 11010001111010 can be directly obtained by combining remainder list and quotient list

Page 7 of 21
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e Step 2: Based on the above compressed bit sequence, use Egs. (3) and (4) to calculate
the corresponding results as a part of original location sequence L.

e Step 3: Repeat steps 1 and 2 until all bits in the quotient list are processed completely.

e Step 4: Finally, sequential merging results of steps 1-3 to form the original location

sequence.

3.4 Image encryption

Before performing image encryption, we sequentially implement three measures to fur-
ther improve security performance. First, we rearrange these blocks by placing the NPBs
in the front and the PBs in the back. Second, the compressed location sequence is embed-
ded sequentially from the first PB block. Third, we record a fixed pixel in each PB block
(e.g., the pixel in bottom right corner) as the recovering pixel and keep it unchanged.
Then, the remaining pixels in each PB block, together with the pixels of plus set in NPBs,
are filled by random bits. This operation can efficiently resist known plaintext attacks.
Finally, we denote the processed image as a rearranged image.

Subsequently, we use stream cipher to encrypt the rearranged image. Denote x =
{x100 - - - %k - - Xpxm} as a vector that represents all pixel values of rearranged image,
1 < k < M x M. Generating a binary bit sequence r = {riry - - - ri - - - rarxp} with the
encryption key K, the pixel is then encrypted as &y.

X = X D 11, 1<k<MxM (5)

Since the stream cipher only performs XOR processing, the position of each pixel in the

image is not changed after encryption.

3.5 Data embedding

In this section, we describe the procedure of data embedding. When data hider receives
the encrypted image, he can use the data hiding key K}, to randomly select some of the
following two types of pixels to embed additional data!.

e For PB blocks, apart from the recovering pixels (e.g., the pixel marked by the symbol
A in Fig. 5a) and the pixels carrying the auxiliary data, other pixels can be directly
replaced by additional data.

e For NPB blocks, the embeddable pixels (which correspond to the plus set in Fig. 2)
can be directly replaced by additional data, while the shared prediction pixels remain
unchanged. The embedding positions can refer to Fig. 5b.

Notably, according to the embedding algorithm, the maximum embedding capacity of
PB blocks, denoted by M,,, can be calculated as follows:

My = (N*—1) x N, — L, (6)

where N is the size of block, N, represents the number of PB blocks, and L. stands for
the length of compressed location sequence.

Regarding NPB blocks, since only half of the pixels in each block are used to embed
data, its maximum embedding capacity M,, can be also calculated easily:

N2
M, = - X N, (7)

!In general, the secret bits of additional data are encrypted beforehand.
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where N,, represents the number of NPB blocks.

Finally, the total maximum embedding capacity (MEC for short) can be calculated by
combining Egs. (6) and (7). Accordingly, the maximum embedding rate (MER for short)
can be expressed as follows:

M2
Nn + Np = 7N2 (8)
MER = MrtM-Le
M )
(NT—l)pr—LC .
=""—r — t32

Obviously, the block size N and compression thresholds 77 and T in the above descrip-
tion have a significant influence on embedding capacity. They will be discussed in the
experimental section.

3.6 Data extraction and image recovery

In this section, we discuss the data extraction and image recovery procedure. When
the encrypted image containing the secret messages is received by the recipient, he can
separably achieve three operations, data extraction, direct image decryption, and image
recovery, according to the cases of obtaining the key?.

3.6.1 Case 1: Only obtaining the data hiding key
If the recipient only obtained the data hiding key, according to the algorithm, the
additional data can be directly extracted, even if the image has not been decrypted.

3.6.2 Case 2: Only obtaining the encryption key

If the recipient only obtained the encryption key, due to the XOR process in encryp-
tion procedure, he can perform decryption procedure directly by the encryption key and
extract the compressed location sequence from the decrypted image. Accordingly, the
original image can be also recovered by the following steps:

e Step 1: Decrypt the received image and then decompress the extracted location
sequence. With the location sequence, the positions of each block can be arranged
correctly.

e Step 2: For each PB block, it can be directly recovered based on the fixed recovery
pixel (which correspond to the pixel marked by the symbol A in Fig. 5a). For each
NPB block, since the shared prediction pixels have no changes during data
embedding, the embeddable pixel P; can be calculated by its three adjacent shared
prediction pixels D(i,jfl)’ D(i,j+1)r and D(i+yj).

0, if 2e=ntPijntDir) _ g5

Pyj) = 3 ' (10)
@) 1, otherwise

e Step 3: Repeat step 2 until all image blocks are recovered. The recipient can finally
obtain the original binary image.

2To ease description, we assume that some auxiliary keys, e.g., the length of compression location sequence and the
starting position of PB blocks in the rearranged image, are delivered to the recipient through public key encryption. This
assumption can be relaxed, and our method is still applicable.
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0000’ 1101 |A LOOI 1{o|1]1
Original PB Embedded PB Original NPB Embedded NPB
(a) Embedding additional data in PB (b) Embedding additional data in NPB
Fig. 5 Embedding additional data in 4 x 4 PB block and NPB block. The symbol A indicates the recovery
pixel, which is not used to embed data

4 Results and discussions

In this section, we carry out a series of experiments on classical binary image sources,
which are formed by three parts: (1) One part is from the classical binary images, such
as (8) Cartoon, CAD, and Texture. (2) The second part includes the binary images con-
verted by some classical grayscale images, i.e., Lena, Baboon, and Pepper. (3) Another
part is from a large-scale gray image database, BOSSBase v1.013, which contains 10,000
gray images. These images are sequentially converted to binary images. All experimental
images are resized to 256 x 256. Figure 6 shows the experimental images from different
sources.

We test the performance of the proposed scheme in terms of three aspects: embedding
capacity, visual quality, and security. The peak signal to noise ratio (PSNR) and structural
similarity (SSIM) are used to measure the visual quality. In specific, denote the original
image as X and the decrypted image as I:

M N
1
MSE=-—— DO IIXG) - 1G,)||* (11)
i=1 j=1
2
PSNR = 10 - log MAXy dB (12)
10\ MSE

where MSE is the mean square error between X and I. MAX; = 2 represents the max-
imum value of color due to 2-bit representation in binary image. In general, the larger
the PSNR value, the less the distortion and the higher the visual quality. In addition, the
structural similarity is also considered as another standard measurement, which can be
calculated as follows:

(2uxpr + c1) Q2oxy + ¢2)
(k%1 + 1) (ox + oy + )

where px and g are the average values of original image and the decrypted image, ox

SSIM (X, 1) = (13)

and oy are the standard deviation values of two images, and ox represents the covariance
of the two images. ¢ and cy are the constants for stable division.

In general, SSIM value is between 0 and 1. If SSIM value is close to 1, the decrypted
image is like the original image with high quality. Moreover, we define embedding rate
(ER) as bpp (bits per pixel), that is, each pixel can carry the average number of bits.

3BOSSBase. Available from: http://agents.fel.cvut.cz/boss/.
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Fig. 6 The experimental binary images from different image sources. The first row contains some classical
binary images, the second row presents the binary images converted by some classical grayscale image, and
the third row shows the binary images converted by a large-scale classical gray image database, BOSSBase
v1.01

4.1 Test for visual quality

In this section, we test the visual quality performance of the proposed scheme. For easy
illustration, we first select Cartoon and Lena to validate the effectiveness of proposed
method, where Cartoon is from classical binary image set, while Lena is the binary ver-
sion converted by its classical gray image. The experimental results are shown in Fig. 7. As
can be seen from this figure, the proposed method can extract the secret data correctly

() () (h)
Fig. 7 Testing the effectiveness of proposed method with Cartoon and Lena. The first column is the original

image (a, e), the second column is their encrypted version (b, f), the third column is the encrypted image
containing additional data (¢, g), and the forth column is the recovered image (d, h)

Page 11 of 21
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and obtain the recovery image that is very similar to the original image. This demon-
strates that our method can effectively achieve the reversibility, that is, extract secret data
correctly while ensuring that the original image is perfectly recovered.

In order to further show the advantages of the proposed scheme, we compare our
scheme with Ren’s scheme [24]. For this purpose, we implement four different embed-
ding rates, 0.64 bpp, 0.66 bpp, 0.68 bpp, and 0.70 bpp, over the binarized Lena image, and
then calculate the PSNR values of its recovery image corresponding to each embedding
rate. The experimental results are shown in Fig. 8. It is easy to observe that the PSNR val-
ues of the proposed scheme and Ren’s scheme are approximate oo, even if the embedding
rate has reached 0.64 bpp. Moreover, with the same embedding rate, the PSNR values
of our proposed scheme are higher than those of Ren’s scheme with an average gain of
more than 1.2 dB. This demonstrates that the proposed scheme can obtain a superior
performance on visual quality under the same embedding rate, because our scheme sig-
nificantly reduces the length of auxiliary data by halving compression mechanism. This
produces fewer pixel modifications in NPB blocks during the embedding process, leading
to a higher visual quality.

4.2 Test for embedding rate
According to Eq. (9), several important parameters, compression thresholds Ty and T}
and block size N, have a significant influence on embedding rate. In this section, we imple-
ment a series of experiments to discuss these parameters and show the advantage of the
proposed scheme on embedding rate.

In order to obtain suitable compression thresholds Ty and T, we carry out a series of
experiments by setting different block sizes N = 2,4, 8, 12. Six classical binary images, (8)

(e) PSNR=00 (f) PSNR=25.8 (g) PSNR=22.2 (h) PSNR=20.4

Fig. 8 Visual quality comparison for the proposed scheme and Ren'’s scheme [24] with different embedding
rates, 0.64, 0.66, 0.68, and 0.70 (bpp). In this experiment, we use the recovery version of Lena image to
calculate PSNR values, where e-h are the experimental results using Ren’s scheme and correspond to four
embedding rates, respectively, while a-d are the experimental figures using the proposed scheme and also
correspond to four embedding rates, respectively
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Cartoon, CAD, Texture, Mask, Handwriting, and Document, are used to test the experi-
mental results. We change the values of Ty and T to calculate the maximum embedding
rate (MER for short). While the value of Tj can differ from the value of T7, we let Tp = T}
to ease calculation. Eleven different values, from 2 to 12 with step 1, are tested. The
experimental results are shown in Fig. 9, where the horizontal axis represents the val-
ues of To(= T1), and the vertical axis indicates the maximum embedding rate. As can
be seen that with To(= T1) increasing, the maximum embedding rate decreases slightly,
no matter what images are used. This interesting phenomenon can be explained as fol-
lows. Following the description of Eq. (1), the proposed algorithm does not perform
compression procedure for the consecutive bits (0 or 1) if their length is less than the
corresponding threshold (7 or T7). This makes that fewer consecutive bits in the origi-
nal location sequence can be compressed. Accordingly, the length of compressed location
sequence becomes longer, resulting in only less additional data can be embedded.

In addition, we also test the optimal block size N by setting four fixed compression
thresholds To=T1=2, 12, 24, 32. In this experiment, eleven different block sizes, from 2 to
12 with step 1, are tested. We use the same experimental images as the above experiment
and provide the corresponding results in Fig. 10. From this figure, we can observe that
when N = 5, the maximum embedding rate approximately reaches the highest value
for each experimental image, no matter what compression thresholds are used. We can
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Fig. 9 Comparison of the maximum embedding rate (MER) with compression thresholds To(= T7) changing
for four different block sizesa N = 2, b N = 4,c¢N = 8,and d N = 12. Six classical binary images, (8) Cartoon,
CAD, Texture, Mask, Handwriting, and Document, are tested in this experiment
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Fig. 10 Comparison of the maximum embedding rate (MER) with block size N changing for four different
compression thresholdsaTo =Ty =2,bTo =Ty =12,c¢To =Ty = 24,andd Tp = T; = 32. Six classical
binary images, (8) Cartoon, CAD, Texture, Mask, Handwriting, and Document, are tested in this experiment

explain this phenomenon as follows. When the block size is too big, there may be more
NPB blocks so that the embedding capacity naturally becomes smaller (only half of the
pixels can be used to embed data in each NPB block). On the contrary, if the block size is
too small, more PB blocks need to record more recovery pixels (e.g., the pixel marked by
the symbol A in Fig. 5a). In this case, the benefit of PB blocks may disappear. Similarly,
in the texture image, there is generally no large area of the same white or same black
pixels, so when we divide the block, we produce more NPB, but less PB. Therefore, the
embedding rate of texture image is relatively low compared with other images.
Furthermore, we test PSNR and SSIM values of recovery image with N changing. In
this test, each image is implemented data embedding with its maximum embedding rate.
The testing results are shown in Fig. 11. From this figure, it is clear that the highest PSNR
and SSIM can be obtained when the block size is the minimum (N = 2). This is because
the minimum block size may produce the most unavailable pixels that cannot be used to
embed additional data (including the recovering pixels in PB blocks and the shared pre-
diction pixels in NPB blocks), finally resulting in highest visual quality of recovery image.
According to Fig. 9, the compression algorithm performs better when the compression
parameters are smaller. This is because by choosing smaller compression parameters, we
get more pixels that can be used for compression. According to Figs. 10 and 11, the
embedding rate reaches the highest when the block size is 5, and the PSNR and SSIM
reach the highest when the block size is 2. Considering the above analysis, we can adjust
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Fig. 11 Comparison of the PSNR and SSIM values with block size N changing for two different image sets: a
classical binary image source, b binary image source from classical gray images. The experiment uses the
maximum embedding rate in each image

the compression parameters according to different data hiding requirements, e.g., when
the better image quality is required, we can set the block size as 2. If the higher embed-
ding capacity is required, the block size can be set to 5. Combining image quality and
embedding quantity, the block size of 4 is selected to be more balanced. To give more
insight, we set the block size N = 4 and test the PSNR values and pixel error rates by
comparing the proposed scheme with Ren’s scheme. For a fair comparison, we carry out
the experiments with the same embedding rate, which is fixed by 90%, 95%, and 100% the
maximum embedding rate of Ren’s scheme. Table 1 provides the corresponding experi-
mental results. Our method almost has a higher PSNR value when the same embedding
rate is implemented.

4.3 Security analysis

In this section, we implement a series of experiments to show the security performance
of the proposed scheme. Since the encryption algorithm can effectively disrupt the cor-
relation between pixels, an encrypted image should minimize the correlation between
adjacent pixels. We denote the parameter C, as a measure of the correlation between
adjacent pixels in an image, which can be calculated as follows:

% SN i — EQO) (9 — E(Y))
DX)D(Y)

C = (14‘)
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Table 1 Comparison PSNR and pixel error rate with the same embedding rate (ER). In this
experiment, the proposed scheme and Ren’s scheme are tested

ER (%) Image Proposed scheme Ren's scheme [24]
PSNR Error rate (%) PSNR Error rate (%)
Cartoon 00 0.00 39.1 0.01
CAD 00 0.00 00 0.00
% Texture 24.4 0.36 223 0.59
Mask 00 0.00 00 0.00
Handwriting 00 0.00 00 0.00
Document 00 0.00 00 0.00
Cartoon 254 0.29 24.2 0.37
CAD 00 0.00 434 0.01
95 Texture 22.2 0.60 204 0.99
Mask 00 0.00 00 0.00
Handwriting 294 0.11 24.6 0.34
Document 28.7 0.13 27.5 0.18
Cartoon 21.2 0.79 211 0.80
CAD 234 045 229 0.51
100 Texture 18.5 141 184 142
Mask 316 0.06 283 0.15
Handwriting 224 0.58 219 0.64
Document 236 043 236 044

where E(X) = % Zf\il x;and D(X) = % Zf\il(x,- — E(X))2. In general, the C, that is close
to 0 indicates a weaker correlation between adjacent pixels; in contrast, the C, value close
to 1 stands for a stronger correlation.

In order to give a sufficient comparison, the correlations between adjacent pixels
from three directions (vertical, horizontal, and diagonal) are calculated for an encrypted
binary image. We compare the proposed scheme with Ren’s scheme over six classical
binary images and BOSSBase image database. The corresponding experimental results
are shown in Table 2. We can observe that for each classical binary image, no matter
which direction is calculated, the proposed scheme always has a lower C; value than that
of Ren’s scheme and the average reduction is more than 0.001 for vertical, 0.007 for hor-
izontal, and 0.004 for diagonal. In addition, for the large-scale database BOSSBase, the
average reduction is also more than 0.005. This implies that the proposed scheme remains
a stable superior security performance in encryption processing. We can explain this phe-
nomenon as follows. Since our method can embed more additional data, this is actually
equivalent to performing “secondary encryption” on more encrypted pixels, resulting in
an improvement of security performance.

To gain more insight, we further compare the security performance of two schemes
with gray disorder degree (GDD for short) [24]. Since encryption procedure has a great
influence on the distribution of pixel values, GDD can effectively measure the scrambling
effect of encrypted images. Therefore, in this paper, we use GDD to test the scrambling
effect. Denote I and I’ represent the original image and the encrypted image, respectively,
and M is the image size. GDD can be calculated as follows.

.
GDD (I',1) = % (15)
GD + GD
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Table 2 The correlation analysis for the proposed scheme and Ren’s scheme [24]. The experimental
images use both the classical binary images and BOSSBase database

Image Scheme Diagonal Vertical Horizontal
Cartoon Ren’s scheme 0.0252 0.0015 0.0176
Proposed 0.0186 0.0019 0.0084
CAD Ren's scheme 0.0266 0.0030 0.0143
Proposed 0.0231 0.0011 0.0120
Texture Ren’s scheme 0.0110 0.0004 0.0193
Proposed 0.0157 0.0025 0.0087
Mask Ren’s scheme 0.0256 0.0033 0.0145
Proposed 0.0246 0.0004 0.0104
Handwriting Ren’s scheme 0.0221 0.0032 0.0155
Proposed 0.0145 0.0034 0.0059
Document Ren's scheme 0.0238 0.0025 0.0139
Proposed 0.0178 0.0001 0.0110
BOSSBase Ren’s scheme 0.0203 0.0027 0.0129
Proposed 0.0140 0.0019 0.0052
where
oD _ T2 Lyma GDGy) 16
M —2)*
and
GD(x,y) = 0.25 x (|Px,y - Px,y—1| + |Px,y - Px,y+1| (17)

+|Px,y - x—l,y| + |Px,y - x+1,y|)

GD represents the average difference between a pixel and the surrounding pixels, while
GD represents the average of GD other than the boundary pixels. When GDD >0.5, the
encryption algorithm is believed to produce a good scrambling effect, otherwise, bad
scrambling effect. As can be seen from Table 3, the testing GDD values of the proposed
scheme are always more than 0.5. Therefore, it can be validated experimentally that the
proposed scheme can provide a superior scrambling performance. In addition, we also
compare the proposed scheme and Ren’s scheme over different binary images. As can be
seen from the testing results, the GDD values of the proposed scheme are consistently
higher than those of Ren’s scheme, although the average gain is slight. This result also
suggests that the proposed scheme obtains a slight advantage in security performance.
In fact, this conclusion is also validated by the above experiments about the correlation
between adjacent pixels.

4.4 Comparison with the state of the arts

In this subsection, we carry out a series of experiments to compare the proposed scheme
with five existing RDH schemes in binary image, Zhang’s method [20], Ren’s method [24],
Nguyen’s method [22], Wang’s method [23], and Yin’s method [21]. Notably, in these RDH

Table 3 Scrambling analysis with GDD measure for the proposed scheme and Ren'’s scheme [24].
The experimental images use both the classical binary images and BOSSBase database

Scheme Cartoon CAD Texture Mask Handwriting Document BOSSBase

Ren [24] 0.8027 0.8627 0.6993 0.9498 0.8435 0.8284 0.8311
Proposed 0.8038 0.8627 0.7003 0.9499 0.8443 0.8284 0.8316




Li et al. EURASIP Journal on Image and Video Processing

(2020) 2020:33

schemes, only Ren’s scheme is the RDH scheme in encrypted binary image, while the oth-
ers are all the RDH schemes in plaintext binary image. In these experiments, we change
the embedding rate (ER) of each scheme from 0 to its maximum embedding rate (MER)
with a random increment. Each scheme is implemented over six classical images, Lena,
Baboon, Airplane, Pepper, Boat, and Cameraman.

To give a fair comparison, we calculate PSNR values of decrypted image contain-
ing additional data as the testing results, which are shown in Fig. 12. We can easily
observe that no matter what embedding rate is performed, the recovery image of our
proposed scheme has a higher PSNR value than that of Ren’s scheme, even if the embed-
ding rate is more than 0.50 bpp. The average PSNR gain is more than 1.7 dB. This
implies that the proposed scheme has less error pixels. Actually, this interesting phe-
nomenon can be explained easily. Since the location sequence needs to consume the
embedding rooms in PB blocks, our scheme designs a halving compression mecha-
nism to further reduce the length of location sequence so that the embedding rooms in
PB blocks significantly increase. Accordingly, the probability of additional data embed-
ded into NPB blocks is reduced. Less embeddable pixels in NPB blocks are used to
carry additional data, leading to less error pixels in decrypted image. In addition, it can
be also seen that no matter which experimental image is used, our proposed scheme
always has a superior overall performance than other schemes, that is, a higher PSNR
value under the same embedding rate. Also, our scheme can still achieve separably
data extraction, direct image decryption, and image recovery. Comparing with the RDH
schemes in plaintext binary image, extra encryption process can further guarantee that
the content of binary image is not accessible by others, resulting in a higher security
performance.

To further compare the performance between our method and other schemes, we
use the large-scale database, BOSSBase including 10,000 images, to test the average
maximum embedding rate of six schemes. Table 4 shows the actual experimental results.

PSNR

0 o1 02 03 04 05 06 07 08 0 01 0.2 03 04 05 06
Embedding rate ER(bpp) Embedding rate ER(bpp)

(b) Baboon

02 03 04 05 06 07 08
Embedding rate ER(bpp)

(a) Lena (c) Airplane

PSNR

0 0.1 02 03 04 05 0.6 0.7 0.8 0 0.1 0.2 0.3 0.4 05 0.6 0.7 08 0 0.1 02 03 04 05 0.6 0.7 0.8 0.9
Embedding rate ER(bpp) Embedding rate ER(bpp) Embedding rate ER(bpp)

(d) Pepper (e) Boat (f) Cameraman

Fig. 12 Overall performance comparison between PSNR and embedding rate for six different RDH schemes
in binary image

Page 18 of 21



Li et al. EURASIP Journal on Image and Video Processing (2020) 2020:33 Page 19 of 21

Table 4 Average maximum embedding rate (MER) for six RDH schemes by using the large-scale
image database BOSSBase

Scheme Proposed Ren [24] Zhang [20] Nguyen [22] Wang [23] Yin [21]
MER (bpp) 0.806 0.736 0.006 0.305 0.151 0.003

We can observe that the average maximum embedding rate of the proposed scheme is
significantly higher than that of other several schemes. Two reasons can explain this
phenomenon. (1) The shared prediction mechanism can reduce the number of predic-
tion pixels so that the embedding rooms increase significantly. This conclusion has been
verified in Section 4.2. (2) We implement the lossless halving compression to further com-
press the length of location sequence. The consumption of embedding room is further
reduced, resulting in a higher embedding capacity for additional data.

5 Conclusions and future works

In this paper, we addressed the reversible data hiding problem in encrypted binary image
and proposed a new scheme with shared pixel prediction method and halving compres-
sion mechanism, which has a significant superior performance than Ren’s scheme [24].
We firstly designed a shared pixel prediction method by introducing a cross-segmentation
mechanism on non-pure color blocks. Since a shared pixel can be used to recover mul-
tiple embeddable pixels, the embedding capacity is naturally improved comparing with
Ren’s scheme. Furthermore, a lossless halving compression mechanism is introduced to
compress the location sequence, which is used to mark the position of image block and
helps to further increase the embedding capacity. Experimental results show that both the
shared pixel prediction method and halving compression mechanism contribute to the
improvement of embedding capacity. Compared to the existing RDH solutions in binary
images, our method has superior performance when the embedding capacity is large.

While our proposed method has shown good performance in diverse binary image sets,
we should note that it may still have a slight prediction error in the recovery image when
the embedding rate is high, although the error of our proposed scheme has been vali-
dated to be lower than that of other methods. In the case of prediction error, we have
two solutions for lossless recovery. First, we do not use NPB to embed additional data. It
can be seen from our method that the prediction error generally appears in the recovery
process of NPB. Therefore, although not using NPB will lose part of the embedding rate,
the bigger advantage is that its prediction error will be greatly reduced. Second, before
the embedding process, we calculate whether the prediction results will produce errors.
These NPBs which will not cause errors will be used to embed additional data, and the
positions of these blocks will be embedded in the image as auxiliary information.

In the future, we plan to carry our work forward in two directions. First, compared to
the same block size in the proposed scheme, we try to design an adaptive segmentation
mechanism for the pure color blocks. This may further add the embedding capacity due to
involving less recovering pixels. Second, we plan to investigate a more accurate prediction
model to further lower the prediction error. The above two issues are left as our future
works.

Abbreviations
RDH: Reversible data hiding; VRAE: Vacating room after encryption; RRBE: Reserving room before encryption; RDH-ED:
RDH in encrypted domain; RDH-EBD: RDH in encrypted binary domain; SFD: Symmetrical flipping degree; PB: Pure color

blocks; NPB: Non-pure color blocks; MEC: Maximum embedding capacity; MER: Maximum embedding rate; PSNR: Peak
signal to noise ratio; SSIM: Structural similarity; ER: Embedding rate; BPP: Bits per pixel; GDD: Gray disorder degree
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