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Abstract Ionizing radiation is ubiquitous in the environment. Its source can be natural,
such as radioactive materials present in soil and cosmic rays, or artificial, such as the fuel
for nuclear power plants. Overexposure to ionizing radiation may damage living tissue and
could cause severe health problems (i.e., mutations, radiation sickness, cancer, and death).
Cytogenetic bio-dosimetry has the great advantage to take into account the inter-individual
variation, and it is informative even when physical dosimetry is not applicable; moreover,
it is the definitive method to assess exposure to ionizing radiation recommended by the
World Health Organization (WHO). Such a procedure involves counting the frequency of
dicentric chromosomes (DCs), which are the most studied chromosomal aberrations used as
absorbed radiation biomarkers, during the metaphase of cells. A set of algorithms, tested on
different programming languages to automatically identify DCs, is analyzed by the authors
together with an Automated Dicentric Chromosome Identifying software (ADCI) mostly
based on OpenCV programming libraries. The purpose of this work is to review the main
results regarding the correlation between ionizing radiation and dicentric chromosomes in
cytogenetic bio-dosimetry.

1 Introduction

Ionizing radiation can release energy upon interaction with the matter [1]. Directly ion-
izing radiation releases energy through Coulomb interactions with the orbital electrons of
the absorbing medium [2]. Indirectly ionizing radiation releases energy through a two-step
process. The first step involves primary radiation undergoing an initial interaction with the
absorbing medium, forcing the release of charged particles. The second step involves directly
ionizing charged particles depositing energy through Coulomb interactions with the orbital
electrons of the medium [3].
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Generally, during primary interactions, photons tend to release electron/hole pairs or
electron/positron pair, through different processes such as the photoelectric effect, Comp-
ton scattering, and pair production interactions. The probability that these interactions occur
depends on the energy of the photons and the physical properties of the absorbent mate-
rials [4, 5]. Neutrons will undergo elastic and inelastic collisions, involving also nuclear
interactions. The nuclear interactions can cause the emission of other radiation types such as
γ-rays, α-particles, protons, and other heavier nuclei. The probability of undergoing a specific
interaction depends on the neutron energy and the composition of the absorbing medium.

The radiation energy is released by primary or secondary charged particles and subse-
quently absorbed by the medium through a mechanism that is the main cause of its danger-
ousness (often expressed by radiation quality [6, 7]). Radiation quality is a function of the
linear energy transfer (LET), which is a measure of the density of radiation-induced ioniza-
tions averaged over a defined unit path length (keV·μm−1). High-LET radiation is densely
ionizing and transfers more energy per unit path length compared to low-LET radiation [8,
9]. Normally, γ-rays, X-rays, and β-particles are considered low-LET radiations, whereas
neutrons, α-particles, and heavy nuclei are considered high-LET radiations. On a qualitative
level, the more energy is released and absorbed per unit of track length, the greater is the
local damage that will occur within the absorber [10]. In the case of biological tissues, a
lower amount of energy absorbed per unit length of track will cause less significant damage
to the absorber (i.e., individual cells) [2, 8, 11–13].

There are many examples where individuals or groups of people have been exposed to
ionizing radiation. A subset of these incidents happened in mass casualty scenarios; the most
recent example is the Fukushima Dai-Ichi nuclear plant disaster. These types of large-scale
events could be nuclear power plant-related, terrorist attacks involving radiological weapons,
and/or nuclear weapon attacks [14, 15]. Although a nuclear attack has not occurred recently,
due to terrorist activities and nuclear weapons proliferation, enough attention must be paid
to the possibility of these extreme cases. The number of potential individuals with radiation
exposure who require urgent medical evaluation could number into the thousands [16, 17].
Ionizing radiation exposure through nuclear accidents, new threats of nuclear proliferation,
and terrorist acts (i.e., WMD and dirty bombs) are major current concerns for our global
society.

Biological dosimetry relies on quantifying the amount of damage induced by radiation
at a cellular level, for example counting dicentrics chromosome (DCs), centric rings, or
micronuclei [18, 19]. The frequency of these chromosome aberrations is an established
biological indicator of radiation dose received [20–23]. Quantifying the absorbed radiation
dose is essential for predicting health consequences in irradiated patients in the short, medium,
and long term. Dose estimation from chromosome damage biomarkers is necessary despite
the physical measurement of dose because it takes into account the inter-individual variation
in susceptibility [24, 25]. Currently, biological sampling and dose estimation are the only
way to be sure of the dose for the individual [26–28].

Over the last few years, several bio-dosimetry methods have been developed as tools
for assessing the dose following exposure to ionizing radiation, as the reconstruction of the
physical dose was impossible or uncertain [29]. At the level of bio-dosimetry, the most estab-
lished approaches are mainly based on radiation-induced DNA damage and disrepair, which
can be detected by various cytogenetic assays including dicentric chromosome assay (DCA),
cytokinesis-block micronucleus (CBMN) assay, premature chromosome condensation (PCC)
assay, γ-H2AX assay, “Omics” technologies and translocation analysis by fluorescence in situ
hybridization (FISH) assay [29–31]. Regarding the previously mentioned techniques, DCA
is the most used to provide bio-dosimetry data in radiological incidents around the world
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and remains the standard technique compared to other methods. Other techniques including
CBMN, PCC, and γ-H2AX assays, “Omics” technologies, and FISH have been developed
more recently [30]. As we will discuss in more detail below, all cytogenetic assays are based
on the frequency of chromosomal damage in peripheral blood lymphocytes (PBLs) originat-
ing from pluripotent stem cells in the bone marrow which will subsequently differentiate in
the thymus: T-lymphocytes. They are circulating cells, arrested in the phase of the cell cycle
called interphase. T-lymphocytes can be stimulated in vitro to proliferate by the mitogen
phytohemagglutinin (PHA) during culture [32–34]. Because they circulate throughout the
body, they can be considered circulating dosimeters, averaging the dose from all parts of the
body. Depending on their immunological function, there are two types of T-lymphocytes:
short-lived ones (half-lives from a few weeks to a few months) and long-lived ones (half-lives
around 3.5 years or more) [33]. They are obtained by a common venous sampling and are
easily cultured in vitro. However, T-lymphocytes have a limited lifespan, and the chromo-
somal aberrations that are associated with their turnover decrease over time [35]. Therefore,
tests are more accurate if blood samples, after acute external exposure, are taken a few days
to a few weeks after exposure. If the blood sample is taken after several weeks or months,
this delay must be considered by correcting the half-life of the biological marker [27]. This
could cause an error in dose estimates due to the uncertainty of the half-life value for lym-
phocytes. However, even 20 years after Hiroshima, an increase in DCs has been observed in
some fishermen due to some long-lived lymphocytes; in general, only stable translocations
should persist for years or decades and are capable of accumulating during long and chronic
exposures [33, 36]. In these cases, the aberrations could arise from the bone marrow that has
been exposed along with the long-lived lymphocytes. Hence, the dose absorbed by the bone
marrow is an important factor in dose measurements even many years after an accident on
PBLs. If this contribution is significant, the clones should be identifiable and considered in
the frequency of aberration [37].

The γ-H2AX assay differs from the cytogenetic bio-dosimetry methods in that it is based
on identifying molecular changes associated with the induction of DNA (deoxyribonucleic
acid) double-strand breaks (DNA-DSBs) as opposed to chromosome morphology. The main
disadvantage of this essay concerns the signal decay, which occurs after about 24 h. Therefore,
this assay is very sensitive for bio-dosimetry if performed within a few hours of exposure,
but its usefulness rapidly decreases over time [38, 39].

Furthermore, in parallel with the increasing attention to the development of techniques for
bio-dosimetry, "Omics" measurement technologies have increasingly begun to proliferate.
Currently, there is a large variety of emerging bio-dosimetry assays using "Omics" approaches
[30, 40, 41]. Exposure to radiation triggers complex cascades of signaling events which
entailed different changes both at the transcriptional and translational level, with consequent
disruption of cellular, tissue, and ultimately the entire organism’s metabolism. Bio-dosimetry
assays are under development to measure changes in RNA, proteins, and small molecule
metabolites levels [42, 43]. Generally, these approaches use a global network to optimize
molecular signatures that are informative about dose, or additional characteristics that are
clinically important for radiation exposure, while developing automated point-of-care (PoC)
devices or high-throughput approaches for practical application. Although there is still no
common consensus in the scientific community on which approaches are best to implement
and there is no standardization of these assays, they are believed to have great potential [31,
44].

As previously mentioned, in cytogenetic bio-dosimetry irradiated blood samples are ana-
lyzed to score chromosomal aberrations [45]. In vitro samples are taken from experimental
laboratories to study the number of chromosomal aberrations after they have received fixed
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absorbed doses, or in vivo, where samples are taken by radiotherapy patients or directly from
nuclear accident victims to analyze the amount of absorbed dose and predict their future
health consequences [46–49]. When the entire body is homogeneously exposed to radiation,
the scenario is the irradiation of the whole body, whereas if the exposure takes place in a
localized area of the body, the scenario is partial body irradiation (PBI).

Depending on the nature of the radiation, LET describes how much energy an ionizing
particle transfers to the material transverse per unit distance (i.e., γ-rays and α-particles are
considered low- and high-LET, respectively) [50, 51]. Based on the nature of the radiation,
chromosomal damage is caused by discrete energy deposition traces in time and space which
are produced by ionizing radiation. It is shown that low-LET radiation can produce localized
clusters of ionizations within a single electron track; meanwhile, high-LET radiation produces
a larger number of ionizations that are close in spatial extent [51, 52].

The most studied chromosomal aberrations are DCs; a DC is an abnormal chromosome
with two centromeres. In the first generation and post-irradiation, the acentric chromosome
resulting from dicentric formation is not lost and the fusion of two chromosome segments
results in the formation of one DC [53]. DCs have an extra centromere than normal chro-
mosomes, but depending on the shape of the chromosome, identification of the narrowest
part can be subtle on certain metaphase chromosomes [53, 54]. DCs frequency is crucial in
the diagnosis of radiation exposure because a high frequency of DCs is an index that the
individual was exposed to a high radiation dose.

Another studied chromosome aberration is called ring chromosomes or centric rings; they
are an exchange between two breaks on separate arms of the same chromosome and are
also accompanied by acentric fragments (chromosomes without centromere) [51, 53, 54].
The further cytogenetic assay is based on the study of micronuclei, chromosomal aberrations
that can form during anaphase, when part of a chromosome or an entire chromosome is not
included in the nuclei of daughter cells [51, 54, 55].

Biological dosimetry has progressed from an initial research idea in the 1960s to a variety
of research programs developed all around the world and has been based on the analysis
of DCs aberrations, which is the most frequent technique (the only one for a long time).
Since then, this field has progressed to become a standard in most of the radiation protection
programs and its application in radiation exposure cases has shown its importance [56, 57].
Chromosomal aberrations are a dosimeter providing very important information for nuclear
or radiological accidents; all this bio-dosimetry information is compounded to get a trustable
appraisal of the cases. Today there are many new and emerging assays being tested as markers
of both radiation exposure and effect (i.e., individual cancer susceptibility) [57, 58].

2 Cytogenetic Bio-dosimetry

Generally, during accidents involving exposure to ionizing radiation, information on the dose
absorbed by the individual is difficult to obtain. In these situations, biological dosimetry can
play a key role in the evaluation of the absorbed dose. This type of dosimetry is based on the
estimation of changes in a biological system following exposure to ionizing radiation [26,
46, 59, 60].

Despite all the efforts and the need to have a biological dosimeter (especially for low
absorbed doses), its development has been hindered by the lack of adequate analytical meth-
ods able to fully utilize the information deriving from exposed individuals. In particular, a
biological dosimeter refers to a substrate or system, present in body fluids, which respond
directly to continuous exposure to radiation on the entire body or for partial exposures, both
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at low doses and at low dose ratios. Body fluids, such as blood, have the advantage of being
easily withdrawn, even in series, without causing any damage or discomfort to the exposed
individual [60].

Theoretically, a biological dosimeter should have the following characteristics: (1) Its
response should be dependent on the radiation dose received over a sufficiently wide dose
range, and specific to the type of radiation to which it has been exposed; (2) must have
a remarkable sensitivity, able to distinguish on biological basis responses between 0.1 Gy
and 1 Gy; (3) the selected substrate must be present throughout the body so that it can be
detected even in the presence of partial exposure; (4) must have “memory”: the response of
the substrate to radiation should remain for an extended period to allow the assessment of
the dose received and thus the damage suffered after exposure; (5) samples should be easy
to find and the dosimetric procedure shall be sufficiently simple so that it can be used by
routine in health and radiation protection procedures [61, 62].

In the search for a biological dosimeter, procedures based on variations of metabolic,
hematological, or genetic processes were considered, such as biochemical indicators, lym-
phocyte counting, and the presence of chromosomal aberrations. Ionizing radiation can alter
all types of cells causing different degrees of damage. However, the doses needed to pro-
duce the same effect in different cell types are very different. The average energy deposit
of ionizing radiation necessary to cause an ionization phenomenon is about 20–30 eV [48,
63]. Considering that the chemical bonds of the organic components can disintegrate with
the absorption of energy equal to 1–2 eV, it is concluded that any biological structure can
undergo alterations of some entity, even temporarily. Also, even after exposure to lethal doses
throughout the body (> 5 Gy), the total energy variation that can be measured (total mea-
surable chemical variation) is very small. The macromolecules, like enzymes and proteins,
inside the cells, are numerous and represent large reserves of functional capacity [60].

As previously mentioned, the search for a biological dosimeter has been directed to par-
ticularly radiosensitive and target cells as irreplaceable cell structures; or structures that if
damaged are not repaired correctly [64]. Consolidated examples are chromosomes and DNA
molecules involved in regulation and cell division. Much of the experimental work on finding
a reliable biological dosimeter has been directed toward the study of chromosomal damage,
particularly in PBLs. It has been proven that lymphocytes are the most appropriate system
among blood cells for biological dosimetry [46, 65].

The reasons for choosing lymphocytes as a biological dosimeter are four: (1) Lymphocytes
by nature are extremely radiosensitive; (2) they are distributed in all tissues of the human body,
are present in any exposure, and can be easily extracted from peripheral blood (1 ml of blood
may contain up to 3×106 lymphocytes). Thanks to this, lymphocytes can also be used as
indicators in cases of partial irradiation. (3) They are differentiated cells, synchronized in the
G0 phase. This phase, also called the "resting phase", is a period of the cell cycle in which cells
exist in a quiescent state outside of the replication state [66]. Some of these lymphocytes live
for many years. In healthy people, they are only rarely involved in mitotic proliferation and,
therefore, chromosomal aberrations accumulate with the result that an analysis can be made
of them even after a long time since the incident. (4) The number of chromosomal aberrations
of interest in lymphocytes (high dose DCs or multicentric configurations) depends on the
dose received and their distribution in cells follows the distribution of Poisson [35, 46, 48,
67, 68].

Biological dosimetry plays a key role both in radiation protection and in the medical
treatment of individuals exposed to radiation. It is extremely relevant during the diagnostic
phase to establish the prognosis for subsequent care needed. In the situations where overex-
posure is suspected and in the absence of physical dosimetry or presence of unrealistic data,
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analysis of chromosomal aberrations (CAAs) in PBLs provides key information. The CAA
technique may also provide information on dose distribution, whether it is whole-body or
partial exposure [69, 70].

In investigating ionizing radiation incidents, it is vital to assess the absorbed dose. In the
case of acute exposures where the absorbed dose is high (> 1 Gy), this information makes it
possible to plan the therapy and to warn the healthcare professional of probable deterministic
consequences on the health of the exposed individual (e.g., tissue damage) which may occur
in the following weeks or months [71]. For exposures below that level, which may still require
medical treatment, dosimetry is important to adequately inform the person about the risk of
late stochastic disease (i.e., tumors) [72].

Other symptoms that may occur immediately after exposure to the whole individual (total
body) may be used for dose assessment but cannot be considered as a strictly dosimetric
method. Thus, as mentioned above, although other biological indicators for use as a dosimeter
have also been identified, cytogenetic changes in PBLs are today the most credible indicator
of an absorbed dose [73].

The most commonly used method for estimating radiation damage in exposed individu-
als is the analysis of CAAs in lymphocytes. The standard procedure requires the use of a
minimum amount of blood (0.3–0.4 ml) to which is added as a mitogenic agent (PHA) in a
culture medium [32]. The whole is then incubated for 48 h at 37 C and 5% CO2 [74, 75].
T-lymphocytes, which are stimulated by PHA, are the cells that go into mitosis allowing
chromosomes to be visible during metaphase. Lymphocytes block in metaphase with the
addition of colcemid three hours before cell collection. Lymphocytes should then be fixed
with methanol and acetic acid (3:1), dropped on wet microscope slides, left to dry in the air,
and stained with Giemsa or FPG (Fluorescence Plus Giemsa). FPG technique is used only
when the bromodeoxyuridine (BUdR) has been added to the culture [76]. The metaphases
must be analyzed with the aid of an optical microscope. Chromosome abnormalities should
be counted, and aberrations should be related (dicentric and rings) to the dose received. At
very low radiation doses, chromosomal aberrations, in particular dicentric aberrations, are
rarely induced and this constitutes the greatest limitation of this method [46, 48, 63].

There are at least three reasons why very low doses cannot be revealed: The first is related
to the fact that the damaged DNA could be repaired through cell repair processes during the
48 h needed for lymphocytes to proceed to mitosis. Unstimulated lymphocytes have been
hypothesized to be susceptible to intermitotic death without significant intracellular repair
and that the repair of lymphocytes only takes place after their stimulation with mitogenic
agents [76, 77]. The second reason is that cells that have suffered excessive chromosomal
damage may not survive and do not induce mitosis. It has already been experimentally proven
that damaged cells are accumulated in the G2 phase of the cell cycle and thus, by analyzing
lymphocytes in metaphase, a large amount of information on the extent of the damage is lost.
The third reason is related to the method: Only T-lymphocytes are stimulated with PHA and
therefore B-lymphocytes, which are more radiosensitive, cannot be analyzed [77].

As mentioned above, the biological dosimetry methodology developed during the 1960s
is based on the research of chromosomal aberrations in PBLs and is widely used for the
assessment of the overdose dose. The classical cytogenetic methodology involves the culture
of these lymphocytes in the presence of mitogenic elements in such a way that the cells
continue their cell cycle and the analysis of chromosomal aberrations in the metaphase,
like DCs and rings. In people not exposed to radiation, the presence of DCs is very rare.
It is reported that one dicentric per 1000 cells analyzed can be found [46, 48, 63]. The
low level of baseline dicentric chromosome frequency (1 in 1000 cells with a frequency of
0.001/cell) makes it difficult to estimate the doses precisely below 0.05 Gy. According to the
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Fig. 1 Dose–response curves for high-LET (linear progression) and low-LET (linear quadratic) curves

IAEA manual [33], a minimum of four dicentric chromosomes in 1000 cells is required for
dose estimation above background. Scoring a large number of cells (5000–10,000) is often
recommended for detecting low dose exposures (< 0.1 Gy) for statistically significant results
[33].

DCs, which are 10 times more frequent than the rings, are usually accompanied by chro-
mosomal fragments, the existence of which becomes a criterion for their counting and the
frequency of their presence is a function of the absorbed dose. Using these aberrations as
an index of exposure, the absorbed dose is determined by calibration curves, which are con-
structed as a result of the in vitro irradiation of peripheral blood. These calibration curves,
modeled for low-LET radiation like γ-rays, are of the quadratic linear type (Fig. 1):

f � y0 + αD + βD2 (1)

where:

• f is the number of dicentrics found per cell
• D is the absorbed radiation dose expressed in gray
• y0 is the frequency of detection in the background (non-irradiated cells)
• α and β are coefficients that depend on the type of radiation used. In particular, α is the

linear coefficient of the curve and β the quadratic coefficient of the dose [46].

The situation is different for high LET radiation (alpha particles, neutrons, or heavy ions)
as a single track can produce the two lesions leading to a DC. Decreasing the dose does
not alter the production of DCs because repairing injuries during longer exposures is not a
factor that can affect their production (both injuries are produced by a single trace at the
same time) [78]. Considering what has been analyzed, it becomes clear that the shape of the
dose–response curves in biological dosimetry depends on the LET and therefore on the quality
of the radiation. In particular, DCs produced by low-LET radiation are inherently unstable.
This is due to the short lifetime of the PBLs and their replacement after the multiplication of
predominantly bone marrow cells. These new cells no longer carry aberrations incompatible
with cell division. Generally, the half-life of lymphocytes is considered to be 3 years; however,
a decrease of up to 95% of this time has been observed with high-dose radiation therapy [46,
48, 78, 79].

The method of PCC may be used to determine the absorbed dose in a short time. The
method involves interphase cell fusion with host mitotic cells. In general, chromosomes in
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eukaryotic cells are only visible for a short period during the cell cycle, that is, during mitosis
[80].

The chemical fusion-induced cell fusion technique allows us to visualize chromosomes
even in interphase cells. When interphase cells are fused with cells in mitosis, the nucleus
of interphase cells, influenced by mitogen factors present in the cytoplasm of mitotic cells,
undergoes the condensation of their chromatin, which is rapidly followed by the dissolution of
the nuclear membrane and further condensation of chromatin up to the formation of separate
chromosomes [81, 82]. The morphology of the prematurely condensed chromosomes reflects
the position of the interphase cell in the cell cycle at the time of fusion, for example, single
chromatids for the G1 phase, double chromatids for the G2 phase, and regions with powdered
chromosomes for the S phase [81, 82]. The method offers great advantages as the direct CAA
in PBLs chromosomes (both T and B) [83, 84]. Besides, this technique is rapid because it
avoids the 48-h culture and any complication resulting from peripheral blood culture. It is
applicable at high doses (since cells should not reach mitosis) to all types of cells (no pre-
culture required) and can be useful for a dose assessment in the presence of partial doses and
not only for whole-body exposures (can also be applied to skin cells). As a result, this method
can be used as a biological dosimeter once the dose–response calibration curves have been
constructed in vitro [85].

The PCC technique can be applied immediately and at varying times after irradiation to
investigate in vitro the kinetics of aberration formation and their repair at various radiation
doses in lymphocytes not stimulated human peripheral blood. In particular, with this method,
information on exposure may be obtained 3–4 h after receipt of blood after exposure to
ionizing radiation. The non-cell division required by PCC avoids artifacts associated with
post-irradiation stimulation as well as cell cycle continuation, events that may interfere with
the analysis. Even for accidents involving doses higher than 5 Gy, the cells can safely go into
condensation, but it could not reach the metaphase (case of the traditional technique). The
PCC technique is particularly useful for this type of situation [86].

The consequence of the above is the uncertainty on the assessment of the dangerousness
of overexposure to ionizing radiation since the classical methodologies used today on a large
scale for dose assessment are based on (1) the detection of unstable chromosome aberrations
(DCs and rings); (2) on increasing the frequency of neo-plasma diseases based on studies
referring to high doses and high radiation dose rates; (3) on the assumption of the linear
extrapolation of the consequences from high doses to low doses without having yet defined
the mechanisms of action and danger of low doses; (4) on the assumption that all members
of the population have the same sensitivity to ionizing radiation [46, 48, 78, 79].

It is clear at this point that the existence of stable chromosome aberrations due to exposure
to ionizing radiation is limited in time (these chromosome aberrations can last up to three
years). For the exposures that occurred in the past, it is necessary to develop a biological
methodology that can give a response to the dose received. A considerable number of people
have been exposed to various levels of radiation as a result of different events, incident, nuclear
tests on the earth’s surface, and overexposures of workers using ionizing radiation, such as in
the cases of Hiroshima and Nagasaki [87, 88], Chernobyl [89, 90], Tomsk [91, 92], and the
most recent disaster at the Fukushima Daiichi nuclear power station [27, 93]. In all these cases,
bio-dosimetry studies have been used to apply cytogenetic methods. Today, a retrospective
evaluation of absorbed doses (retrospective dosimetry) is considered indispensable to be able
to use the results in epidemiological studies concerning the health of these individuals after
radiation exposure.

Ionizing radiation, in fact, also causes stable chromosomal aberrations that are compatible
with cell division, thus allowing to evaluate the absorbed dose by an individual even after
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many years [27, 46, 48, 63]. These aberrations are recombinations and translocations of
chromosomal material such that the genome as a whole remains stable. It is, therefore, these
balanced aberrations in genes that can be detected in PBLs even after several decades [94]. In
the 1960s, within joint studies between U.S. Air Force and NASA, irradiations of monkeys
and studies on chromosomal aberrations were performed which were highlighted 28 years
later [95]. The detection of stable chromosome translocations in laboratory cells thirty years
later at the same levels as those produced immediately after irradiation in vitro is a clear
demonstration of the permanence of such aberrations in the exposed population [96].

The great importance of stable chromosomal aberrations lies in the fact that they can
be used in the assessment of the dose absorbed by an individual even after many years of
accidental exposure. Besides, their formation appears to be closely linked to the mechanisms
of carcinogenesis and their study could contribute significantly to understanding the car-
cinogenicity of ionizing radiation [93]. Studies for the development of biological dosimetry
methods and in particular the assessment of past accidents are directed toward the detection
and quantification of stable chromosomal translocations occurring after exposure to ioniz-
ing radiation. The method used is the GTG-banding of the chromosomes with trypsin and
Giemsa, which allows the unequivocal definition of each chromosome. As a result, struc-
tural inconsistencies of two or more chromosomes that normally occur as translocations or
exchanges of chromosome material may be identified [48, 97].

For rapid detection and quantification of stable chromosome aberrations in peripheral
blood samples after overexposure to ionizing radiation as an alternative method to GTG-
banding of chromosomes, cytogenetic methodologies may be used in combination with
molecular genetic techniques; an example is FISH assay [96]. The method allows homo-
geneous staining of selected chromosomes with the use of molecular probes (DNA probes)
that carry fluorescent substances. The use of different fluorophores for the coloring of non-
hybridized chromosome areas simplifies the detection of chromosomes thanks to the onset of
dichromy. Using this method, especially in the evaluation of a recent accident, has disadvan-
tages as it presupposes a good cell culture and a good subsequent analysis of the lymphocytes
in the metaphase [98].

If the in vitro activation of lymphocytes with mitogenic factors is unsuccessful or the
mitotic index is low, such as in cases where the radiation dose is high, or after partial irradia-
tion and not on the whole body, where statistically chromosomal aberrations do not follow the
distribution of Poisson, there is undoubtedly a particular selection in the cellular population
that is concentrated in the metaphase and therefore of the complications in the application
of the method [99]. Moreover, as already described, this method applies only to the chromo-
somal analysis of T-lymphocytes and not B-lymphocytes, in which there may be important
chromosomal translocations. Therefore, delays in the cell cycle and general different kinet-
ics of lymphocytes with chromosomal aberrations series will result in the sample, which
is analyzed 48 h after culture, no longer being representative [100]. Recently, to overcome
this problem, the techniques previously analyzed were used in parallel; or combined the
FISH technique with the PCC technique for the analysis of unstable chromosome aberra-
tions directly in PBLs during metaphase. This method allows the direct quantification of
aberrations and the evaluation of the absorbed dose in the metaphase, thus avoiding a 48-h
delay and the complications arising from peripheral blood culture [96].

The assessment of an absorbed dose using calibration curves confirms, on the one hand,
the exposure to radiation, on the other hand, contributes to the assessment of the hazard of
this exposure. As shown by studies on the survivors of Hiroshima and Nagasaki, knowledge
of the absorbed dose is an indication of both the danger and the incidence in developing
malignant tumors [101]. This method considers that a defined dose of radiation is equally
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dangerous for all members of the population without distinction [102, 103]. This assumes
that the same number of chromosomal aberrations is a consequence of the dose received by
each individual, considering that all members of the population have the same sensitivity to
ionizing radiation. It should also be considered that among the population there are individuals
who are particularly sensitive to radiation; in addition to this, the presence of subjects carrying
mutated genes that are characterized by an increased chromosomal sensitivity to the radiation
effect and simultaneously express a predisposition to carcinogenesis must be considered [48,
104, 105].

3 Radiation-induced DNA damage and repair

The radiosensitivity among different members of the population does not affect human PBLs
as they represent a predominantly located cell population (99.8%) in a pre-synthetic stage of
cell cycle DNA (phase G0) and, without stimulation, do not enter mitosis. It is consolidated in
the literature that after the in vitro irradiation of PBLs of both healthy and syndromes-bearing
individuals that make them particularly radiosensitive, there are no substantial differences in
the number of chromosomal aberrations per cell at various ray doses and this because they
are all irradiated while they are in the G0 phase of the cell cycle [106, 107]. This experimental
evidence is the basis for which “universal” calibration curves can be created. The fact that
each laboratory must have its own, is based on the different response of lymphocytes to
radiation from place to place and to the diversity of the operators who process methods and
carry out the analysis of the results.

Regarding the cells that enter mitosis without stimulation (i.e., the spinal cord cells), it
becomes interesting to evaluate the danger of overexposure and to understand the mechanisms
of individual radiosensitivity among the population and also to understand which elements
establish such chromosomal radiosensitivity [108, 109]. Knowing the elements that establish
the individual and his chromosomal radiosensitivity, could become the indispensable biolog-
ical basis for the development of such methods as to be able to identify particularly sensitive
members of the ionizing radiations.

In the case of accidents involving important radiation sources, when first responders, fire-
fighters, or groups of selected plant personnel are called upon to intervene, prior knowledge
of any particular radiosensitivity of the personnel is of primary importance [57, 94, 110]. It
is, therefore, necessary to indicate the mechanisms that govern the variability of the cell’s
radiosensitivity at the genetic level and, in particular, in the various phases of the cell cycle.

The first description of the cell cycle is already offered by studies on the relationship
between chromosomal aberrations generated by ionizing radiation and cell DNA duplication
[79, 111, 112]. The cells double their genetic material during the synthesis phase (phase S),
which follows a phase known as G1, and separates from the cell mitosis (phase M), with a
second phase called G2. As the cells complete this cycle, their radiosensitivity varies. The
middle and final parts of the synthesis and the G1 phase are known as radioresistant phases,
while the mitosis and the passages from G1 to S and from G2 to phase M are particularly
sensitive to radiation [57, 79, 94, 110–113]

In order to explain this variation in terms of sensitivity, as well as an elongation of the
intermediate phases G1 and G2 after exposure of the cells to radiation, many probable mech-
anisms have been proposed. A first hypothesis concerned the variation of radiosensitivity
related to the organization of chromatin during irradiation. However, it was not possible to
explain the important increase in cell radiosensitivity during the transition from G1 to syn-
thesis (G1/S border) [57, 94, 111–115]. A second explanation is that the radiation causes a
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different number of DNA-DSBs depending on the phase in which the cell cycle is found. It is
widely known that DNA-DSBs lead to the formation of chromosomal aberrations and their
number does not vary throughout the cell cycle [69, 77, 116]

The most widely accepted explanation of the different radiosensitivity in the cell cycle
is based on the fact that the cell’s ability to repair the damage is different at various stages
[117]. Even though cells suffer the same damage per unit of DNA at any time in their cell
cycle, the effectiveness of DNA-break repair mechanisms is different, thus establishing the
variability of radiosensitivity in the various stages of the cycle [118].

Cell’s ability to repair the damage was found to be similar at all stages of the cell cycle
even though the chromosomal aberrations encountered were different. In particular, when the
cells are irradiated in their most sensitive phase, that is during metaphase, the chromosomes
present themselves intact, despite the presence of a large number of DNA-DSBs; the repair
rate of these breaks was found to be similar to that of exponential cell growth [117, 119, 120].
Besides, in radiosensitive cell lines that exhibit the same repair rate as DNA-DSBs compared
to normal lines, they show a high level of cell death. Radiation damage does not depend
on the speed with which DNA-DSBs damage is repaired, but on a biochemical process that
transforms molecular aberrations into chromosomal aberrations. The effectiveness of this
process depends on genetically defined cell cycle control elements and is greater in the more
sensitive phases of the cell cycle [69, 77, 116–122].

4 Automatization of dicentric chromosome assay

It is important to evaluate as many samples as possible in a very short time for the large-scale
nuclear accidents. An efficient method for scaling up the assay is to introduce automatic
evaluation methods.

The segmentation of chromosomes is a more complex task than the automatization of
other bio-dosimetry assays. For example, the shape of the objects that have to be identified
during a micronucleus assay is circular and more-or-less homogeneously stained [123, 124].
On the contrary, the shape and orientation of the chromosomes cover a wide parameter range
which requires more advanced image processing algorithms.

The automatic algorithm can be added to three separate parts of the process of the identifi-
cation of DCs which starts with the saved images as input and ends with the number of DCs as
output: (1) metaphase finder; (2) chromosome segmentation; and (3) centromere localization.
The realization of the first two parts has rich literature since besides DC assay they are also
used for karyotyping. However, for the localization of the centromeres only a few methods
have been developed in the last decade [23, 125–129]. The greatest challenge is to make a
difference between the intersection of overlapping chromosomes and real centromeres.

As a partial solution the combination of automatization and visual scoring, the so-called
semi-automatic scoring, is also popular. For example, finding metaphases can be done by a
separate metaphase finder, then a gallery of the chromosomes is made available for further
manual dicentric inspection [94, 130].

According to the published data, until now the algorithm that has the highest efficiency is
the so-called Automated Dicentric Chromosome Identifier (ADCI). In order to demonstrate
the required complexity of such an algorithm, the key steps are summarized in the next
chapter.
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5 Automated dicentric chromosome identify—ADCI

ADCI is a set of algorithms that were originally developed for MATLAB programming lan-
guage to automatically identify chromosomes and then locate centromeres accurately and
quickly for dicentric analysis. To speed up the image processing, these algorithms have been
converted to a C + + /OpenCV ADCI software version including process parallelization
[23]. The current ADCI system is comprised of 6 functional modules: metaphase ranking
(ranking), chromosome classification (classifying), gradient vector flow contour extraction
(GVF), discrete curve evolution (DCE), centerline interpolation (interpolation), and cen-
tromere detection (centromere). Additional modules and their related algorithms are under
development. Examples are sister chromatid separation with integrated intensity Laplacian
and chromosomes separation (Fig. 2) [28, 127, 128].

In addition to the previously mentioned modules, ADCI designed for interactive use in
desktops (which is referred to as ADCI desktop), has a GUI module. ADCI cluster designed
for large-scale event management is run on high-performance computing clusters and has
a planning module. In the classification module, ADCI performs a preliminary selection of
suitable metaphases for further analysis and also analyses pre-processes of metaphases [28,
127]. The ranking algorithm combines content extraction and classification of metaphases
to select the optimal candidates for DCs identification. Cytogenetic information such as the
number of separated connected components (blob) and the average length of separated blobs
is also collected. The chromosome classification (classifying) module will determine whether
the input blob is a single chromosome or more overlapping chromosomes [28, 125–128].

The current algorithm used (as well as the best performing), is a variant of the algorithm
proposed by Rizvandi et al. 2008 [131]. It generates and cuts a first central line for an input
blob and then counts the number of common parts of the central line. If there are one or more
common parts, the input blob is considered as a chromosomal cluster; otherwise, it results
as a single chromosome. The individual chromosomes are analyzed through further steps
with the DCA [126, 131]. GVF contour extraction is one of the key components in ADCI,

Fig. 2 Flowchart of the ADCI system. Blue boxes depict data in ADCI. Light blue boxes represent current
functional modules. The strikethrough indicates that overspread images are discarded
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which produces a very descriptive contour for the input chromosome. The initial contours
of the chromosomes are obtained thanks to the segmentation of the threshold, which is not
very regular [126, 127, 131]. The active contours (or “snakes”) are curves that can either
move under the effect of internal energy from the shape of the curve or through the effect of
external energy from the data in the photo [127]. A parametric curve is expressed as Eq. (2):

x(s) � (x(s), y(s))0 ≤ s ≤ 1 (2)

Given an initial outline, the energy of this is defined as in Eq. 3:

E �
1∫

2

1

2

[
a
∣∣x ′(s)

∣∣2 + b
∣∣x ′′(s)

∣∣2
]

+ Eext (x(s))ds (3)

The part between the square bracket represents the internal energy function in which the
parameters a and b, respectively, control the voltage and the rigidity of the active profile.
The function Eext(x(s)) indicates the external energy coming from the data in the image. The
active contour can expand or shrink from the initial contour minimizing the energy defined in
Eq. (3), making the curve a function of time [28]. An equation of minimization of the active
profile 3 must satisfy the Euler Eq. (4):

ax ′′(s, t) − bx ′′′′′(s, t) − ∇Eext � 0 (4)

In the GVF snake model, the gradient vector represents the flow vector field (V in Eq. (5)).
The parametric curve that can solve Eq. (5) is a GVF snake, which is the final contour obtained
from the GVF module for chromosomes.

ax ′′(s, t) − bx ′′′′(s, t) − V � 0 (5)

The gradient vector flow in Eq. (4) is defined as a vector field V(x, y) � [u (x,y),v(x,y)]
and can be acquired by minimizing the energy function in Eq. (6):

ε �
¨

μ
(
u2
x + u2

y + v2
x + v2

y

)
+ |∇ f |2|V − ∇ f |2dxdy (6)

The f in Eq. (6) represents the map of the edges of the input image and can be any gray-
level or binary boundary map defined in image processing, while ∇f is the gradient of the
site map. Unlike other active contour methods, the GVF snake has two advantages: First, the
initial curve for the GVF snake can be flexible, and also the GVF snake can facilitate the
convergence of the curve to its boundary concavities [128, 132].

The normal morphological methods that generate the central line of an object, such as
the skeletonizing, will lead to the formation of additional branches in the central line of a
chromosome. To obtain central lines without a branch, they must be pruned [127, 128]. The
discrete curve evolution (DCE) algorithm decomposes a 2D object by generating a polygon,
which highly represents the 2D input object. Skeletal pruning, with the help of the polygon
deriving from the DCE, is one of its important applications. In ADCI, a triangle is obtained
by DCE for long chromosomes and this indicates which branches in the central line should
be pruned. The central lines of the short chromosomes are obtained by thinning [28, 127,
128].

To get a curve to exactly represent a chromosome centerline, interpolation is used which
connects the discrete centerline. In numerical analysis, when only some of the data points
are known, interpolation is widely used to construct new data points. Interpolation is close to
function approximation except that the latter does not return new data points but can be used
to calculate new data points [23, 28, 128]. In ADCI, the cubic spline interpolation is applied
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on both the x and y axes for a discrete centerline. Since the final polygon with DCE is a
triangle, a central line obtained after interpolation still retains one shorter branch. This extra
branch is located at the end of a central line, which means that a central line is composed of
a long branch and two smaller branches. These last two branches are pruned, and the main
branch will retain most of the information requested [127].

In ADCI, centromeres are searched through the centerlines obtained from DCE and inter-
polation modules by combining the intensity and width information along chromosomes.
Chromosome’s shapes are represented by the contours acquired thanks to the GVF module
[23, 28, 127, 128]. Along the central line, virtual lines (referred to as trellis) perpendicular
to the central line are generated at a unit length, with a line corresponding to a region in the
central line [128].

The combined information in each region of the central line will be calculated along the
corresponding line in the trellis. Intensity information through a line is weighted through a
Gaussian function, which helps reduce background noise at the boundaries of chromosomes.
The width information is counted as the length of a line in the truss. These two sets of
information are combined in a series of profiles [23]. The first centromere is located by
finding the global minima in the profile settings. Then, a regional mask covering a small
neighborhood of the first centromere is applied in the profile settings, and the second global
minima are found in the masked profile set [126, 131]. If the first and second minima are
far enough, this chromosome is determined as a DC; otherwise, the first and second minima
are assigned to the same centromere, thus resulting as a monocentric chromosome [23, 28,
125–128, 131, 132].

6 Machine learning and artificial intelligence algorithms: challenge of the future

In addition to the topics covered previously, there is a wide range of algorithms aimed at
improving imaging tools in the medical field, thanks to the use of techniques such as machine
learning, artificial intelligence, and deep learning.

Thanks to the high amount of health data currently available and the enormous progress in
image acquisition devices, the data are remarkably numerous (moving toward big data), which
makes image analysis challenging and interesting. This rapid growth in image acquisition and
medical modalities requires a great deal of work on the part of healthcare professionals; how-
ever, the acquisition of these data could be prone to human error and may have large variations
between different experts [133–135]. One solution to this problem is to use machine learn-
ing techniques to automate the diagnosis process. Nonetheless, traditional machine learning
methods are not enough to tackle complex problems. The combination of high-performance
processing and machine learning promises the ability to process large medical image data for
accurate and efficient diagnosis [134, 136]. Deep learning will not only help to select, evaluate
and extract characteristics but also extrapolate new ones; moreover, it will not only be able
to diagnose the disease but will be able to predict its evolution, providing reliable prediction
models to help healthcare professionals efficiently [134, 136, 137]. Machine learning and
artificial intelligence have evolved rapidly in recent years. These have played crucial roles
in healthcare such as image processing and interpretation, assisted diagnosis, image-guided
therapy, image retrieval, and analysis. Consequently, machine learning techniques extrapo-
late information from images allowing them to be analyzed quickly and efficiently [136].
Machine learning and artificial intelligence assist and facilitate healthcare personnel to be
able to accurately and quickly diagnose and predict the risk of disease. These techniques
provide healthcare professionals and researchers tools to understand how to evaluate and
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Fig. 3 Neural network architecture. This is the most common structure for neural networks: three layers with
full inter-connection. The input layer nodes are passive, doing nothing but relaying the values from their single
input to their multiple outputs. In comparison, the nodes of the hidden and output layers are active, modifying
the signals. The action of this neural network is determined by the weights applied in the hidden and output
nodes

analyze the different genetic variations that will cause diseases [138–140]. These techniques
composed of conventional algorithms without learning like support vector machine (SVM),
neural network and deep learning algorithms such as convolutional neural network (CNN),
recurrent neural network (RNN), long short-term memory (LSTM), extreme learning model
(ELM) and generative adversarial networks (GANs) [136] (Fig. 3). Previous algorithms have
limitations in processing images in their raw form; they rely on specialist knowledge and
take a long time to set up. The algorithms that are currently being developed are fed with raw
data and have rapid and automatic functions. These algorithms seek to automatically learn
in multiple levels of abstraction, representation, and information from a large set of images
that show the desired data behavior [134, 136].

Although automated disease detection, based on conventional methods in medical imag-
ing, has shown significant accuracy over the past decades, new advances in machine learning
techniques are currently focusing on deep learning. Deep learning-based algorithms have
shown promising performance and speed in several domains such as speech recognition, text
recognition, lip-reading, computer-assisted diagnosis, facial recognition, tumor detection,
and the discovery of new drugs [134, 136, 139].

7 Conclusion

ADCI has the extraordinary ability to analyze significant amounts of cytogenetic bio-
dosimetry data generated as a consequence of a large-scale radiological event. Thanks to
this type of automation, the laboratories’ ability to process samples and obtain metaphase
image data has been vastly increased worldwide. Obtaining a standardized model, opened and
widespread globally, would create the possibility of generating different metaphase image
data standards in multiple cytogenetic bio-dosimetry laboratories, such as to make each of
them personalized to use their selection of images.

Data, samples, and images that have been analyzed would be saved and processed in
parallel via a cloud-based system that runs ADCI, estimating the exposures for all samples
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at the same time in a rapid sequence. The ideal approach would be to leverage existing
laboratory infrastructure; however, replacing them with this automation in large commercial
laboratories cytogenetics may be able to fulfill any bio-dosimetric test needs in large-scale
radiological events. Rapid triaging that uses fewer metaphase images or further analyzes
micronuclei, biomarkers in urine, miRNA or RT-PCR has been proposed as valid alternatives
to DCA; nevertheless, these approaches may not be sufficiently accurate to distinguish the
persons suitable for the treatment such as subjects with exposures > 2 Gy.

Over the past few years, rapid biological tests have been developed for the evaluation of
triage in potentially exposed populations; however, the large-scale implementation of these
tests does not yet have specific demonstrable frameworks. Reproducibility estimates were in
the majority of cases theoretical and based on the execution of the assays themselves, later
relating them to large populations. The details relating to the instrumental capabilities, the
availability of critical reagents and the adequately trained personnel to carry out and interpret
these tests have not been outlined in the concept of operations. However, physical doses
may not be identical to biological doses but may be partially related. Spectral clustering and
geostatistics can be used to determine the minimum number of data points that are needed
to build a similar distribution. Nonetheless, the difficulty of the calculations necessary for
spectral clustering becomes proportionally prohibitive in the function of large data sets.

In cases of large-scale radiological events and in patients requiring rapid intervention and
treatment, ADCI could be an instrumental resource for their rapid identification. Depending
on the population density, ADCI software can identify the DCs and estimate the dose of a
population within an exposed area in about 4 days. However, ADCI only accelerates image
processing and identification of DCs. The retrieval of samples, the preparation of cells in
metaphase, and the acquisition of images of DCs make it impossible to test a large number
of individuals. Sampling and testing requirements can be reduced by geostatistical sampling.
This consists of a method for estimating the spatial boundaries of a region using small subsets
of samples in different areas. The implementation of these methods can limit the number of
patients who require tests, thus reducing the time of retrieval of the samples necessary for first
responders, speeding up the identification of those who require treatment in scenarios where
time and resources are limited. Although this causes a significant reduction in processing
time using the ADCI software, there are still potential improvements that can be implemented
in this software such as a normal bio-dosimetry laboratory routine. Even if a new ADCI has
been developed, called ACDI-HT (high-performance ADCI), which has been evaluated as
faster than the conventional ADCI, its use requires access to new supercomputers, which
may not always be guaranteed; for this reason, the increase in the rate of analysis through
conventional ADCI is and remains the fundamental technique.

Finally, ADCI results to be a foundation in cytogenetic bio-dosimetry. Obtaining data on
the absorbed dose in a short time, especially in patients involved in a large-scale radiological
event, is of fundamental importance. In the future, the knowledge of both the absorbed dose
and the consequent number of DCs accumulated will allow us on obtaining information on the
possible development of tumors thanks to the development of algorithms tested on program
languages, machine learning, and deep learning techniques. Moreover, this information will
permit us to intervene preventively with adequate cancer treatments.
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