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Abstract. The field of Atomic and Molecular Physics (AMP) is a mature field exploring the spectroscopy,
excitation, ionisation of atoms and molecules in all three phases. Understanding of the spectroscopy and
collisional dynamics of AMP has been fundamental to the development and application of quantum me-
chanics and is applied across a broad range of disparate disciplines including atmospheric sciences, astro-
chemistry, combustion and environmental science, and in central to core technologies such as semiconductor
fabrications, nanotechnology and plasma processing. In recent years the molecular physics also started sig-
nificantly contributing to the area of the radiation damage at molecular level and thus cancer therapy
improvement through both experimental and theoretical advances, developing new damage measurement
and analysis techniques. It is therefore worth to summarise and highlight the most prominent findings
from the AMP community that contribute towards better understanding of the fundamental processes in
biologically-relevant systems as well as to comment on the experimental challenges that were met for more
complex investigation targets.

1 Introduction

Development of next generation radiation therapy

In developed countries cancer is now the second most com-
mon form of death after cardiovascular disease. In Eu-
rope in 2012 approximately 3.45 million new cases were
diagnosed and 1.75 million deaths were attributed to can-
cer [1]. Accordingly, European research into cancer treat-
ment has been central to past, current and future national
and transnational research strategies with the European
Commission developing a European Partnership for Ac-
tion Against Cancer with the aim of reducing the number
of cancer cases by 15% by 2020 through the develop-
ment of new methodologies for cancer treatment. Approx-
imately half of patients receive radiotherapy as part of
their cancer treatment, and indeed this type of therapy is
second only to surgery in the treatment of cancer. How-
ever, radiotherapy is limited by the side effects it induces
in the surrounding healthy tissues and/or the damage it
can cause to vital organs (e.g. the kidney and brain). Sev-
eral new approaches that enhance radiosensitivity within
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tumours have been proposed [2–8], which have the po-
tential to provide a major impact on the delivery of ra-
diotherapy to patients allowing lower doses to be applied
with the same tumour mortality. Nowadays, two of the
most promising approaches are hadron and nanoparticle-
enhanced therapies, which allow the tumour to be directly
targeted allowing both lower doses to be applied and re-
ducing damage to neighbouriong healthy tissue and cells.
Hadron therapy employing protons and carbon ions is now
used in several medical centres worldwide. Nanoparticle
therapy (NPT), while still in formative stage (early clini-
cal trials), is showing promising results and it is expected
that in future a combination of hadron and NPT will be
the preferred (non-surgical) treatment plan.

Both Hadron therapy and NPT are driven by
nanoscale phenomena [9] and therefore it is necessary to
understand the fundamental processes, by which ionising
radiation interacts with biological material and its con-
stituent macromolecules [10]. Accordingly, in the last two
decades a major topic of atomic and molecular physics
has been to explore the dynamics of incident particle,
like photons, ions or electrons, interactions with macro-
molecules [11] and their constituent components [12–18]
in order to develop a molecular (nanoscale) model of ra-
diation damage distinctive from the previous microscale
energy deposition models that have been the basis of
clinical radiotherapy protocols. Thus next generation

http://www.epj.org
http://dx.doi.org/10.1140/epjd/e2016-70390-3
http://www.springerlink.com


Page 2 of 15 Eur. Phys. J. D (2016) 70: 237

radiotherapy will be based on nanodosimetry rather than
current microdosimetry, allowing lower doses being ap-
plied to patients.

Since realising the importance of DNA damage in cel-
lular apoptosis, numerous studies have been performed in
order to understand and predict the possible proceeding
pathways and mechanisms. The very early investigations
focused not only on experimental investigations of DNA
damage levels [19–21], but also involved studies on the
radical formation and attack on DNA molecule, using its
building blocks as models [22–26]. This topic was already
a subject of extensive reviews [27,28]. These experimen-
tal investigations were supported by theoretical modelling,
aiding unravelling the possible mechanisms and complex-
ity of registered damage [29–31].

When ionizing radiation is used to irradiate living cells,
apart from the damage that results from the interaction
of incident particles with biological matter, we also ob-
serve the effect that is due to formation of various kinds
of secondary species upon irradiation of biomolecules and
the medium surrounding them. These species include the
products of radiolysis of water, like e – (aq) (hydrated elec-
trons), H·, OH·, H2O2 or H3O+ [32], but also a vast quan-
tity of other reactive species, like ions and radicals, formed
from the constituent biomolecules and DNA itself, among
which the most abundant species that are produced in the
cell are secondary electrons with energies between 1 and
20 eV [33]. These species can induce damage in the cell
almost as efficiently as the incident particles of high en-
ergy. When the cellular environment is being investigated
in the close proximity to DNA at the nanometric scale, it
should be considered as an extremely concentrated solu-
tion, where all the suspended molecules play an important
role in the secondary damage. Therefore, it is vital to in-
vestigate the interactions and damage mechanism between
low energy electrons and DNA [34].

In the year 2000 the group of Leon Sanche published an
astonishing result; they studied electron-induced damage
in strands of DNA [35]. The DNA helix can be ruptured in
two ways: one leading to a single strand break (SSBs), the
other producing double strand breaks (DSBs). Boudäıffa
et al. [35] showed that, contrary to expectation, low en-
ergy (<20 eV) electrons could produce both SSBs and
DSBs (Fig. 1). The structures centred around 10 eV of
incident electron energy, observed in the measured quan-
tum yields of SSBs and DSBs as well as for the loss of
supercoiled DNA form, were ascribed to result from dis-
sociative electron attachment (DEA) to the constituents
of DNA (i.e. thymine, water) that was later shown to be
the dominant process for fragmentation of molecules of
biological interest [13]. DEA mechanism follows a general
scheme:

e− + AB ↔ (AB)−# → A− + B, (1)

according to which, a molecule AB, after capturing a
low energy electron (LEE), forms a transient negative ion
(TNI) (AB) – # that can further dissociate into an anion
A− and a neutral fragment B.

The investigators have subsequently showed that the
observed resonant structures are dependent upon the

Fig. 1. Measured quantum yields, per incident electron, for the
induction of DSBs (A), SSBs (B), and loss of the supercoiled
DNA form (C), in DNA solids by low-energy electron irradi-
ation as a function of incident electron energy; the curves are
guides to the eye. From [35] Reprinted with permission from
AAAS.

target DNA base identity, DNA sequence, and incident
electron energy [36]. They also showed that the efficiency
of inducing strand breaks with low energy electrons is al-
most two times higher than with soft X-ray photons [37].

From there it was obvious that this mechanism plays
a key role in the damage of DNA, thus extensive studies
on DEA to DNA and its constituents [38,39], as well as
other biomolecules [40–43] have been undertaken, both in
the gas [44,45] and solid phase [46,47]. The topic of DEA
to biomolecules has also been extensively reviewed by the
experts in this topic [14,34,48,49].

The biodamage done by the secondary electrons to-
gether with free radicals and other reactive species, pro-
duced by ionizing high-energy primary radiation (X-ray,
gamma ray, UV light, high energy electrons, or ions), is
much more significant than that produced by primary ra-
diation. Thus radiation chemistry and hence the mod-
els that underpin the radiotherapy protocols need to be
based on atomic and molecular interactions, operating
on the nanoscale rather than the traditional macroscale
picture. This led to an explosion of experimental studies
that explored electron, ion and photon interactions with
biomolecules such as the nucleobases, from which DNA is
built [50] and provided theory with enormous challenges
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Fig. 2. Three main forms of plasmid DNA topology: relaxed, linear and supercoiled, representing different types of lesions,
developed on agarose gel in a form of characteristic bands. After staining the gel with a fluorescent dye coupled to DNA,
the emission intensity of the respective bands is measured, thereby determining the amount of the resulting single and double
breaks.

to model interactions with such complex molecular tar-
gets [51,52].

Central to the quantification of the relationship be-
tween the amount of energy deposited within a given
region of the DNA helix and the type and severity of
the damage that is produced, are fundamental studies of
the molecular physics of biological systems. Such stud-
ies are extremely challenging since they require a com-
bination of techniques and experience between the AMP
and biosciences communities, two communities that, until
recently, have not collaborated and whose experimental
methodologies are very different.

2 Development of sample preparation
and damage analysis methods for DNA
irradiation experiments

For fundamental radiation damage research it has been
central to develop the experimental protocols that quan-
tify molecular scale damage in macromolecular systems
(primarily DNA). Performing molecular physics experi-
ments with biomolecular targets is a significant challenge
since the results may rely on transfer of biomolecular
protocols and analysis techniques to AMP experimental
systems and procedures. In many cases the results ob-
tained from such experimental studies may vary, depend-
ing on the experimental conditions we use and the ini-
tial preparation procedures of the biomolecular/biological
target which, unlike traditional atomic and molecular tar-
gets (high purity gases) have an inherent variability. How
does such a variability influence our findings? Are we us-
ing the correct analytical methods? How do we quantify
the systems that are actually being investigated? Do we

understand the models that are being used to fit the exper-
imental data? Are we sure that the values of cross sections
and constants we assume, are well-established?

These questions are central to the development of the
next generation of radiotherapy experiments. Trying to
at least partially answer the above questions, some new
methodologies for the next generation of experiments ex-
ploring DNA damage had to be developed. For such stud-
ies, plasmid DNA is frequently used as it is easy to han-
dle and, due to its three conformers (supercoiled, relaxed
and linear), provides information on supercoiled molecule
relaxation and double strand break formation, that can
be easily seen by agarose gel electrophoresis (AGE), as
demonstrated in Figure 2.

AGE detects changes in plasmid DNA conformations,
with SSBs leading to circular plasmids with a relaxed con-
formation while DSBs result in linear plasmid DNA. Such
a methodology is suitable for determining the amount
of DSBs but when used to quantify SSBs it invokes an
implicit assumption, namely that there is just one SSB
per molecule and that SSBs are present only in molecules
that form a relaxed band on the gel. Such an assumption
does not have to be true because the molecules forming
the relaxed and linear bands can both contain multiple
SSBs. This situation is illustrated schematically in Fig-
ure 2, which also shows where the bands will appear on
the gel. Any underestimation of the number of SSBs in
the irradiated samples may result in errors in the inter-
pretation of the damage formation process and can lead
to an incorrect characterization of processes leading to
DSB formation, which is a crucial event for determining
cell apoptosis. Moreover, it will be shown in Section 2.1,
how crucial the proper assignment of DNA lesions is for
modelling of radiation damage.
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2.1 Obtaining the basic parameters of DNA damage
through fitting experimental data with theoretical
models

When handling the experimental results it is critical to ex-
tract as much information as possible. In order to achieve
that, an employment of some accurate and adequate mod-
els is required [53].

Probabilistic models that are still widely used, were
derived in order to analyse the experimental outcomes of
DNA irradiation studies and were somehow first devel-
oped to suit the experimental procedure that was chosen
by investigators. The earliest DNA damage studies [19–21]
employed sucrose gradient centrifugation to analyse the
strand breaks and focused on transitions from relaxed, R,
to linear, L, DNA form. These experimental studies have
been supported by theoretical DNA damage models in or-
der to distinguish between radiation damage created by
direct irradiation, e.g. with incident high energy photons,
and damage induced by indirect processes, e.g. engendered
by hydroxyl radical formation and attack. The main aim
of irradiation in radiotherapy is to obtain the highest lev-
els of double-strand breaks, lethal to living cells, and to
accumulate the single strand breaks that this way can lead
to DSBs formation, when the single-strand lesions appear
in both DNA helix strands within a small distance, usu-
ally denoted as a or h. This distance is measured in base
pairs for double stranded DNA molecule. Together with
changes in DNA conformation, this distance has become
one of the most important parameters to be determined in
the samples exposed to damaging agents of various kinds.
Simultaneously, investigations on the probability of break-
ing a DNA strand by incident particles have been con-
ducted. The very first studies did not take into account
parameters like random lesion distribution within both
strands or the strength of phosphodiester bonds in the
DNA backbone [19], and the experimental data fitted with
the theoretical model that was developed gave a value of
a = 2. Also, since only transformation from R to L form of
DNA was investigated, many factors could have been sim-
ply overlooked. Later research revealed how single-strand
lesions are deployed between strands of DNA molecule
and their influence on DSBs formation [20]. It was also
found that the initial conformation (R or L) of the plas-
mid molecule had a great impact on the yields of damage
obtained from irradiation [21] with the R form being far
more susceptible to radiation damage.

In all cases the experimental results obtained for vari-
ous types of damaging agents showed some discrepancies
in the determination of the a value. Also, since a very sim-
ple system was analysed, the simplified approach, based
on Poisson distribution, was employed in order to model
the damage observed. When a new experimental method,
agarose gel electrophoresis was developed for analysis of
DNA damage induced by radiation [54], the possibility of
investigating the decrease in supercoiled, S, DNA levels
and to follow dose-dependent quantitative changes in all
three DNA forms arose. The relationship between vari-
ous topological forms of DNA as well as levels of damage
that could be detected with this new method were derived.

Once the new technique, AGE, was used, it was found that
the breakdown mechanisms are far more complicated than
previously assumed and thus more complex models must
be sought.

The first damage model that fully described the
changes between all three plasmid DNA forms after ir-
radiation was presented by van Touw et al. in 1985 [54].
This model considered the binomial distribution of SSBs
along one DNA strand and originated from a simplified
case developed earlier by Freifelder and Trumbo [20]. In
both cases the authors tried to relate DSB formation to
the initial levels of SSBs. In the latter case, this relation-
ship was made without distinguishing DSB formation as
being the result of a single- or multiple-hit event, whereas
in the former case, both pathways and their probabili-
ties were established. Therefore, the number of SSBs, PS ,
and DSBs, PD, per DNA molecule, resulting from a single
event should exhibit a linear response with respect to the
radiation dose, D

PS = P 0
S +

D

D37S
, (2)

PD = P 0
D + ε · D

D37S
, (3)

where P 0
D and P 0

S are the average number of DSBs and
SSBs per DNA molecule at zero dose respectively, D37S is
the dose at which there is, on average, one SSB per DNA
molecule (37% survival rate) and ε is the efficiency, with
which a single hit DSB is formed as compared to a SSB.

As the damage as such does not have to have a uni-
form distribution between two strands creating a double-
stranded DNA molecule, a binomial distribution of dam-
age needs to be considered. Therefore, to model DNA
damage and the transition of the supercoiled DNA form
into relaxed and linear ones, the damage model presented
by van Touw et al. [54] uses a binomial distribution to
evaluate the average number of multiple-hit DSBs, PDS ,
being derived as a function of SSBs formation

PDS =
(

PS

2

)2

· 2a

L
, (4)

where a is a distance within which two SSBs situated on
the opposite strands will create a DSB and L is a contour
length of the DNA molecule.

Using a binomial distribution to describe the proba-
bility of causing either a SSB or a DSB by a single pro-
jectile and, as a consequence of a moderate magnitude
of successful events, approximating the probability with a
Poisson distribution it is possible to obtain a set of sim-
plified expressions describing changes in the average num-
bers of supercoiled, NS, relaxed, NR, and linear, NL, DNA
molecules upon irradiation

NS = exp (−PD) · exp (−PS), (5)
NR � exp (−PD) · [exp (−PDS) − exp (−PS)], (6)
NL � (PD + PDS) · exp (−PD) · exp (−PDS). (7)

Such a simplification can be used in case of low PS val-
ues and it was shown that for investigations of hydroxyl
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radical attack [55] that this condition was fulfilled, thus
the model may be implemented for DNA damage mod-
elling. In addition, when this simplified case is being anal-
ysed, and the distribution of SSBs between two DNA
strands is not being distinguished but treated as equally
distributed between the two stands, the accumulation of
DSBs as a result of SSBs accumulation, PDS , can be writ-
ten as [20]

PDS � 2a + 1
4L

· P 2
S (8)

and the increase in the total number of DSBs as a result
of increasing dose of radiation can be approximated by a
simple linear-quadratic expression [56]

NL = α · D + β · D2. (9)

Later, it was shown by Siddiqi and Bothe [56], who used
a low angle laser light scattering on denatured DNA frag-
ments to assess γ-radiation damage to DNA, that the orig-
inal approximation is sufficiently accurate to model the
damage levels within their experimental uncertainty.

Another interesting point was raised by Boudäıffa
et al. [57], who also noted that in certain experiments,
a penetration depth of the incident radiation needs to be
accounted for and thus introduced a correction factor to
be used when plotting NS , NR and NL

NXcorr = [h · NX + (H − h) · NX0]/H, (10)

where NXcorr is the corrected value of the initial, NX0,
and recovered after irradiation X-form of DNA (X = S,
R or L) for the effective range for strand breaks formation,
h, with respect to the thickness of the sample, H .

When, on the other hand, PS values are high, more
complex methods need to be employed, such that not only
the three basic topological forms of plasmid DNA are con-
sidered, but also fragmented form that arises from accu-
mulation of DSBs in DNA molecules, need to be accounted
for. This form that arises from further fragmentation of
linear molecules, was also investigated and the loss of lin-
ear molecules due to multiple DSBs (MDSBs) formation
was described simply by measuring the quantity of the
material missing from the sample upon treatment with
respect to untreated control [58]. This fragmentation was
also considered with respect to the DSB in DNA being a
result of a multiple SSBs accumulation or by simultane-
ous cleavage of both strands by a damaging agent. Such
approach has to be undertaken when fragmented form is
detected after irradiation experiment or chemical treat-
ment of DNA sample [57].

Nowadays sophisticated computational methods are in
use. Due to their complexity it is now possible to deal not
only with simple break formation, but also to account for
the influence of irradiation of the DNA environment, i.e. in
a living cell, and to simultaneously account for secondary
species attack [59–62]. Moreover, an accurate examina-
tion of the mode of action of various incident particles
can be performed at the same time [14,63]. Another inter-
esting and promising way of analysing the damage formed
upon irradiation is the multiscale approach [64]. This is a

physical phenomenon-based analysis of the situation that
leads to radiation damage and was designed to consider
all relevant effects on a variety of size and time scales and
to develop an approach to the quantitative assessment of
biological damage, including also chemical effects in the
irradiated system.

2.2 VUV induced damage in DNA

As mentioned before, almost all of the molecular physics
experimental studies of photon-, electron- and ion-induced
damage to DNA have employed AGE to assess the
amount of SSBs and DSBs in the irradiated samples
(e.g. [57,65,66]). From Section 2.1 it is already clear that
PS and NR have to be separated in order to accurately cal-
culate the damage parameters. For example, if the number
of SSBs is underestimated, correlation between their ap-
pearance and DSB formation cannot be established. Thus
DSBs will be interpreted as a result of a single event rather
than a series of two independent subsequent interactions
between incident particles and DNA molecules.

The significance of VUV-radiation-induced DNA dam-
age has been known for a long time, and extensive stud-
ies have been undertaken to understand the mechanisms
by which the damage to DNA from VUV radiation takes
place and to predict the possible damage pathways (for
examples, see Refs. [65–67]). Folkard et al. [68] reported
results for VUV irradiation of an aqueous solution of plas-
mid DNA and showed that there is a strong influence of
the medium on the damage induced. Their results showed
a large increase in the damage yield compared to dry plas-
mid DNA. By introducing a scavenger into the solution,
Folkard et al. demonstrated that this difference may be as-
cribed to hydroxyl radical-induced damage; the amount of
damage was reduced by more than half when the scavenger
was present. In this case, the damage to DNA samples was
expressed in terms of loss of supercoiled DNA and DSB
formation, but no quantification of SSB formation after
irradiation was performed despite SSBs usually being the
most prevalent damage, as seen by the amount of relaxed
DNA by AGE.

Therefore, to accurately determine the level of SSBs in
samples that have been exposed to VUV radiation, an al-
ternative analysis method based on the TUNEL (Terminal
deoxynucleotide transferase dUTP Nick End Labelling)
assay, which is used for SSB labelling with a fluorescent
probe in cellular DNA to detect apoptotic cells [69] was
developed [55]. In this work, the assay has been translated
into an ELISA (Enzyme-Linked ImmunoSorbent Assay) –
based conditions, in which purified DNA immobilised on
plates can be used instead of cells. A schematic arrange-
ment of this assay is presented in Figure 3.

The 3′-hydroxyl ends of the DNA sugar-phosphate
backbone, which are a likely outcome of SSB forma-
tion [70], are labelled with brominated deoxyuridine
triphosphate (BrdUTP) nucleotides in a reaction catal-
ysed by the terminal deoxynucleotidyl transferase (TdT)
enzyme. This is followed by an incubation with an com-
mercially available anti-BrdU mouse monoclonal anti-
body linked to horseradish peroxidase (HRP) that then
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Fig. 3. General scheme for the ELISA assay.

catalyses the oxidation of species such as 3′,3′,5′,5′-
tetramethylbenzidine (TMB) to give a coloured product,
which then can be detected spectrophotometrically.

In the first application of the TUNEL/ELISA method-
ology to molecular physics studies, VUV light-induced
damage of DNA (using 170 nm light derived from a syn-
chrotron source) was investigated [55]. By comparing the
results obtained from TUNEL/ELISA with results ob-
tained using AGE, it was then possible to explore and
confirm the assumption that more SSBs are being pro-
duced in the DNA after irradiation than can be assessed
with AGE.

Analysing the VUV irradiated DNA the number of
SSB per DNA molecule in the irradiated sample, PS , can
be plotted as a function of radiation dose, D, as shown in
Figure 4a. It can be seen that the increase in those lesions
with respect to the dose is linear. When the experimental
data are fitted with equation (2), the dose D37S , at which,
on average, each DNA molecule possesses one SSB, is cal-
culated to be 9.21 ± 0.15 Gy (see Fig. 4a). On the other
hand, when the total number of SSBs obtained from the
ELISA is plotted as a function of the total number of re-
laxed molecules that were detected from the gel (Fig. 4a,
top scale), the increase in the lesions of interest is expo-
nential with the increasing amount of relaxed molecules
in the irradiated samples. Such behaviour demonstrates
that for the relaxed molecules the probability of damage
and appearance of SSBs is greater than for the supercoiled
molecules.

Often, a method based on using a slope of the lin-
ear regime of relaxed DNA form appearance is used to
calculate e.g. effective yields of SSBs formed upon irra-
diation [71]. When plotting number of SSBs per DNA
molecule against the radiation dose obtained from both
methods that were our subjects of investigations, it is
clearly seen, that the underestimation of the damage lev-
els is already significant at very low doses of radiation
(Fig. 4b). For the data presented here the discrepancy
would be of a factor of two at the dose of 5 Gy. Thus if
AGE is used alone it will lead to an underestimate in the
number of SSBs and hence misrepresent the amount of in-

duced damage which in turn has consequences for cellular
repair activity.

Furthermore, when number of supercoiled molecules
is plotted against the number of SSBs per one DNA
molecule, using equation (5) corrected with expression
(10) it was possible to obtain a value for the efficiency,
with which a single hit DSB is formed as compared to a
SSB, ε (Fig. 5a). In this case, the value yielded zero, which
means that the formation of DSBs is a result of two con-
sequent events rather than of the single hit. Taking into
account that here we consider a hydroxyl radical attack
on DNA, this conclusion is very likely to be true.

Next, when plotting the DSBs obtained from AGE as
a function of corresponding levels of SSBs found with the
ELISA, it is possible to conclude that in case of hydroxyl
radical attack, DSBs formed after a single projectile at-
tack do not play a significant role. We fitted the linear-
quadratic model (9) corrected for the penetration depth
with (10) to the experimental data to retrieve the values
for α and β parameters (see Fig. 5b). As seen from there,
only a part of equation that corresponds to DSBs being
formed as a result of two independent events, i.e. with
a non-zero β parameter, is valid. Also, the value for the
smallest distance within which two SSBs from opposite
strands will create a DSB was derived using equations (7)
and (8), yielding either 42 ± 15 bp or 43 ± 16 bp depend-
ing on the damage model used. Although the literature
quotes the value of 10 bp for a formation of DSB as a
consequence of two independent SSBs, i.e. the approxi-
mate length of one helical turn, it has to be kept in mind
that this is only valid, when no other types of lesions are
present in DNA strands. In case of hydroxyl radical at-
tack it is known that locally multiply damaged sites are
formed with base damage occurring 2.7 times more of-
ten than SSB [72]. Thus, in case, when between two SSBs
there are other types of lesions that weaken the hydrogen
bonding between the two DNA stands, it is possible that
this distance will be larger. The value quoted here is also in
agreement with that of approximately 43 bp reported by
Siddiqi and Bothe [56], who likewise investigated hydroxyl
radical damage to DNA, formed after photon irradiation.

The most recent advances in atomic force microscopy
allow now direct observation and single DNA molecule
manipulation with employment of so-called DNA origami
templates [11]. Therefore it became possible not only to
detect but also to accurately quantify the yields of oligonu-
cleotide strand breaks formed directly upon irradiation
with electrons [73] or photons [74].

2.3 Preparation of DNA films for vacuum studies
of DNA damage

Since the pioneering work in the year 2000 from the
group of Boudäıffa [35] there have been several attempts
to repeat and extend these studies but with varying de-
grees of success and results have shown significant dif-
ferences [75–77]. These differences are mainly due to the
difficulty that AMP groups have in preparing DNA films
for irradiation.
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To study electron, ion or photon interactions with bi-
ological material under vacuum conditions, such as DNA,
suitable preparation of the sample is required in order that
films are reproducibly formed and are stable under the
experimental conditions required, usually a high or ultra-
high vacuum. For the experimental results to be quantita-
tive it is of great importance for the biological material to
remain as intact as possible during the preparation pro-
cess. One of the most important issues to be dealt with
is the removal of constituent water from DNA molecu-
les during sample evacuation. It has been shown that the
subtraction of such water initially leads to damage of the
molecules in the form of single (SSB) and double strand
breaks (DSB), and eventually complete decomposition of
the DNA molecule to its basic building blocks, the nu-
cleotides and nucleosides [78].

To avoid DNA decomposition, the solution containing
the molecules that are to be investigated must contain
other species that can stabilize the structure during the
drying process and prevent the removal of constituent wa-
ter molecules.

The most commonly used compounds for DNA stabil-
isation are trizma base (tris) [79] and ethylenediaminete-
traacetic acid (EDTA) [80]. Both molecules are much
more complex than simple hydroxides, possessing three
(trizma base) and four (EDTA) hydroxyl groups, which
may, depending on the experimental conditions, interfere
with projectile-DNA molecule interactions while acting as
a protectant. This effect was also confirmed recently by
Kumar et al. [81]. Therefore, simpler stabilizers must be
sought. The temperature and the environment at which
films are made are also important factors in the prepa-
ration process. Freeze-drying is commonly used in the

preparation of samples intended for use in high vacuum
conditions. This technique causes lyophilization of liquid
samples and is used in most cases to prevent DNA ag-
gregation during solvent removal [82]. Nonetheless, this
procedure may influence the formation of the film causing
development of DNA network [79]. Until recently, there
had been no systematic study of the role of such adducts
in the morphology of the prepared DNA films. Similarly,
although commonly used, no studies have been performed
to assess how the freeze-drying technique influences the
DNA film formation in the presence of external factors,
like stabilizers or the temperature of the substrate.

In order to obtain the information on how to control
the film preparation process, the influence of substrate
temperature during the freeze-drying process on film for-
mation, survivability rates of the plasmid DNA under vac-
uum conditions and the influence of potential stabilisers
on the film formation were explored. Previous studies have
reported films that have been formed with the substrate
kept at temperatures varying from room temperature [80]
to liquid nitrogen temperatures [35] while depositing the
liquid sample. The influence of stabilisers such as sodium,
potassium, magnesium and calcium hydroxides required
to maintain the supercoiled form of DNA in the forma-
tion of films [84] was explored along with investigation
of how DNA films are affected by these stabilisers when
varying the substrate temperature [83].

Since tantalum has already been shown to be a good
choice of a substrate for the vacuum irradiation studies
of interactions between DNA and LEE [85], in the in-
vestigations of DNA film properties [83,84] Ta foil was
also selected as a substrate. The high atomic number of
Ta reduces secondary electron emission upon low energy
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Fig. 5. (a) Number of supercoiled molecules present in the sample with respect to the number of SSBs formed upon irradiation
was fitted with (5), giving the value of ε = 0 [55]; (b) the number of DSBs per single DNA molecule, assessed by AGE, plotted
as a function of number of SSBs per DNA molecule and radiation dose, fitted with: (7) – black, solid line, (8) – red, dashed
line and (9) – blue, dotted line; the linear coefficient α was determined to be zero and distance a = 42 ± 15 bp. In all cases, a
correction for the penetration depth h with respect to the total thickness of the sample H was applied.

a b

Fig. 6. Images from light microscope of top view (top line) and
side view (bottom line) of DNA films prepared from 2 μL UHP
H2O containing 100 ng plasmid DNA, placed on the substrate
at a) –10 ◦C and b) –20 ◦C (modified from [83]).

electron irradiation, and the tantalum oxide layer that is
formed on the metal surface creates a stable, chemically
inert surface, minimising DNA-substrate interaction. Ta
foil was polished on fine sand paper wheels, cleaned in an
ultrasonic bath in pure ethanol and blow-dried with dry
N2 to ensure even and uncontaminated contact surface.
No damage was observed due to the contact of plasmid
DNA with the surface of the substrate.

Figure 6 shows light microscope images obtained for
DNA films from solutions containing 100 ng DNA in 2 μL
of ultra-high purity (UHP) H2O, deposited at (a) –10 ◦C

and (b) –20 ◦C on the tantalum substrate. The top im-
ages are top views of the prepared films, and the lower
images show the side view of both films. It can be seen
that the film prepared at –10 ◦C forms a large, flat circle
of approximately 2.5 mm in diameter and with a height
of about 0.1 mm. The film prepared at –20 ◦C formed a
compact structure of 1 mm in diameter and a height of
approximately 1.5 mm. From these observations it can be
concluded that the shape of the DNA film formed using
the freeze-drying technique is strongly dependent on the
temperature at which the liquid sample is placed on the
substrate.

For samples deposited at substrate temperatures
higher than –20 ◦C, the droplet can spill over the sur-
face of the substrate before cooling to the freezing point.
At lower temperatures, the small volumes of liquid sample
used in the experiment freeze immediately upon touching
the cooled surface. After the water has been removed in
the evacuation process, the dried DNA film retains the
shape of the initial frozen sample droplet.

Further investigations of such films using a scanning
electron microscope (SEM, Fig. 7) were performed and ir-
regular, cracked surfaces in the samples deposited at the
temperatures above freezing point and very compact and
squashed shapes with a characteristic, dense “rim” for
samples prepared at –20 ◦C were observed. In neither case
was the film uniform enough to assume an even molecular
distribution. Also the surface area of the film was far from
originally assumed.

At the same time it was also observed that the sam-
ples of plasmid DNA suspended in UHP H2O do not sur-
vive at the low pressures necessary for low energy electron
irradiation. Whether the vacuum levels were high or low,
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a b

Fig. 7. Images of DNA films prepared from 2 μL UHP H2O
containing 100 ng plasmid DNA, placed on the substrate at a)
+4 ◦C and b) –20 ◦C, together with close-ups of the central
area and edges of the samples.

most of the supercoiled form of the starting material was
immediately lost after applying vacuum.

Following these experiments we sought to develop
an experimental methodology that would produce well-
characterised DNA films. In many previous studies the
samples were stabilised with the use of tris and/or EDTA
that are rather complex molecules. The most reasonable
approach was to introduce compounds of the simplest pos-
sible composition in order not to introduce more vari-
ables into the system. Accordingly, mono- and dicationic
bases containing sodium, potassium, calcium and magne-
sium were tested. From the AGE test, shown in Figure 8,
sodium hydroxide proved to be the best choice, since not
only it has no effect on the samples before exposed to the
experimental conditions (a), but also the levels of DNA
damage obtained upon evacuation of the system were the
lowest (b). This was also supported by the outcomes of
our SEM investigations, which revealed that the most uni-
form films were produced from plasmid DNA suspended
in NaOH solution. The shape and surface area of the de-
posited film was found to change with the temperature
of the substrate during the deposition (Fig. 9a), as well
as with the quantity of NaOH added to the sample (see
Figs. 9b and 9c).

The effect of the commonly used Trizma base on the
formation of DNA films was also explored (Fig. 10). DNA
films prepared at +4 ◦C (a) and –5 ◦C (b) were compared
by measuring the total area and the distribution of mate-
rial within the central area and edge of the sample. The
greatest differences can be seen at the edges. The sample
prepared at +4 ◦C has a much higher concentration close
to a well-defined edge than the sample prepared at –5 ◦C.
The material distribution within the central part of the
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100

80

60

40

20

0

100

80

60

40

20

0

 
mrof 

A
N

D
egatnecrep

 
mrof 

A
N

D
egatnecrep

(a)

(b)

Fig. 8. a) Assessment of base influence on plasmid DNA stock
solutions; the smallest loss of supercoiled DNA form is seen
with NaOH solution, which even resulted in the DNA molecules
being more stable than DNA suspended in only UHP H2O; b)
loss of the supercoiled form of plasmid DNA and formation
of SSBs and DSBs arising from different basic solutions after
evacuation of the samples at 10−5 mbar for 16.5 h at +4 ◦C
substrate temperature (modified from [84]).

sample is uniform for the +4 ◦C film, but the film pre-
pared at a lower temperature formed small aggregates of
various sizes, with the largest of these close to the centre
of the sample.

Having identified the above problems with the stan-
dard evaporation procedures, these results have led to the
development of the new preparation techniques for irradi-
ation studies of DNA films by several groups. For example
in 2011, a group of Professor Fromm published a new pro-
tocol for an uniform plasmid films preparation, employing
1,3-diaminopropane (DAP), Boulanouar et al. [86]. The
films, containing DAP bridges (Fig. 11), were found to
be much more uniform than the ones obtained through
standard evaporation procedures, described above.

The authors also admitted struggling with sustain-
ing the plasmid DNA in the supercoiled form under
vacuum conditions. To overcome this issue, a standard
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Fig. 9. a) An increase in sample area with increasing temperature of substrate during film preparation, calculated from samples
containing 1 μL UHP H2O with 100 ng plasmid DNA + 1 μL NaOH pH 8.0 placed on the tantalum support at +5 ◦C, –10 ◦C
and –20 ◦C; the error bars shown on the graph represent uncertainty of the evaluation of the surface area of the sample; the
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a b

Fig. 10. 100 ng of plasmid DNA in 2 μL of 5 mM Tris-Cl
buffer placed on the substrate at a) +4 ◦C and b) –5 ◦C.

Fig. 11. AFM (5×5 μm) tapping mode images of layers com-
posed of [plasmid DNA·Dap2+] complexes at various ratios R
of Dap2+ to phosphate groups on DNA backbone and super-
coiled DNA = 20 ng/μL (adapted with permission from [86].
Copyright 2016 American Chemical Society).

tris-EDTA buffer as a stabiliser of DNA was used
(Fig. 12). From there, a successful irradiation of DNA
films both under vacuum and atmospheric conditions was
conducted [87,88].

Fig. 12. Summary of the various average percentages of su-
percoiled DNA after the different steps necessary to release
DNA-Dap complexes in water. The thicknesses of the layers
are expressed in terms of monolayers (ML); one ML typically
corresponds to 2.2 ± 0.5 nm. Thin layers are more fragile than
thicker ones (Reprinted with permission from [86]. Copyright
2016 American Chemical Society).

2.4 Measuring the density of DNA films

The investigations of the morphology of DNA films pub-
lished in [84] and [83] triggered another question: if the
DNA film is not as compact as we believed, how does the
density of the film change as a function of morphology?

In order to characterize the interactions between DNA
molecules in a film and incident particles it is necessary
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Table 1. Comparison of values for CT DNA density that can
be found in the literature; (bdg is buoyant density gradient)
(adapted from [102]).

Source Method Density (g/cm3)

Śmia�lek et al. [102] Interferometry 1.41 ± 0.03
Astbury [99] Gravitometry 1.63

Franklin and Gosling [100] Gravitometry 1.625 ± 0.002
Inagaki et al. [89] Interferometry 1.35

Weidlich et al. [101] Crystallography 1.64
Votavova and Sponar [103] CsCl-netropsin bdg 1.7

Thiery et al. [104] CsCl bdg 1.7033 ± 0.0002
Macaya et al. [105] Cs2SO4 BAMD bdg 1.7085
Filipski et al. [106] Cs2SO4 bdg 1.697

to measure both the optical and dielectric properties of
DNA [89] and, in particular, determine its density. The
accuracy of the measurement of DNA density is impor-
tant when other parameters such as refractive index, ex-
tinction coefficient, oscillator strength [89,90], energy loss
function [91–94], electron mean free path [95], effectiveness
of DNA strand breakage [96], electron [97] and proton [93]
stopping power, or various cross sections for DNA-electron
and photon interactions [4,82,97,98] are to be determined.
Measurements of the density of dry DNA films have
previously been performed using a variety of methods,
with the results strongly related to the method used (see
Tab. 1) [89,99–101].

The most commonly used value of the density of calf
thymus (CT) DNA and other genomes (including human)
as well as plasmid DNA is 1.7 g/cm3 [103,105–108]. This
value was measured using the buoyant density gradient,
which is commonly used to determine the unknown den-
sity of a component against the known density of a sol-
vent. This technique resolves a sample into components of
differing buoyant densities upon centrifugation. The term
buoyant density refers to the fluid density, in which the
sample particles manifest no tendency either to float or
to sediment. The drawback of this technique is that it
strongly depends on the solvent [109] and the temperature
at which the procedure is carried out [110]. Moreover, the
density of DNA established using this method refers to
molecules in an aqueous environment, which is obviously
not the case for the films prepared either under vacuum or
air dried. To date there are no consistent measurements of
the density of dried DNA films, but the density is expected
to be between that in solution and the density of powders
of nucleosides or nucleotides (e.g., adenosine 0.998 g/cm3).

In order to determine a new value for the density of dry
DNA films as prepared for irradiation studies, a method
based on the measurement of interference fringes of trans-
mission spectra from thin DNA layers was used [102]. A
weakly absorbing uniform thin film of thickness d was
formed on a transparent substrate (in our experiments –
magnesium fluoride window) with a thickness several or-
ders of magnitude larger than the film (Fig. 13a). The
film was prepared through a gentle evacuation of aque-
ous solution of CT DNA with a water pump. The differ-
ent refractive indices of the elements in this system-air,
film, and substrate-give rise to multiple reflections from
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Fig. 13. For a light absorbing thin film supported on a thick,
finite, transparent substrate a) the interference effects will give
rise to the transmitted signal producing interference fringes,
confined by two envelopes TM and Tm b). λ1, λ2, and Δi ac-
cording to the text [102].

the interfaces. Interference effects due to the film, as the
reflected waves constructively and destructively interfere,
give rise to fringes in the resulting transmission spectrum
(Fig. 13b). The refractive index of air that surrounds the
investigated system is n0 = 1. The incident beam of trans-
mission T1 = 1 passes through the film supported on the
substrate and the signal measured is T . In a model orig-
inally developed by Manaficier et al. [111] and later im-
proved upon by Swanepoel [112], the thickness d of such a
film, perpendicular to the incident beam and on the same
axis as the detector, can be determined using

d =
Δi · λ1 · λ2

2 · (λ2 · n1 − λ1 · n2)
, (11)

where Δi is the number of fringes between wavelengths at
two maxima or minima of interference (λ1 and λ2) and
n1 and n2 are refractive indices at these wavelengths, re-
spectively. This method is valid for measurements carried
out in higher wavelength regions, where the film is only
weakly absorbing and the substrate is transparent.

Figure 14a shows the spectra obtained for films of DNA
made using 0.13, 0.25, and 0.41 mg/cm2. The interference
fringes seen in the transmission spectrum indicate that the
film thickness is uniform over the film. If the thickness of
the film was tapered or not uniform, these fringes would
not be observed as all interference effects destroyed. The
thickness of each of the films was calculated using equa-
tion (11). Using these values, the volume of the samples
can be easily obtained. The average volume over the nine
measurements for each mass of DNA is calculated. The
inset in Figure 14b shows the final results as a function of
DNA mass obtained for all of the DNA films. It was clear
that there is a linear relationship between the mass and
volume for samples containing between 0.4 and 1.2 mg of
DNA spread over the surface of the substrate (Fig. 14b),
which results in films of thickness between approximately
1 and 3 μm. To obtain a value for the density of the DNA
films, ρ, linear fitting was only performed over this range.
A value of the density of CT DNA films was obtained
using a least-squares method with weighting to yield

ρ = 1.41 ± 0.03 g/cm3. (12)

As expected, the new value was lower than most of
those previously reported in the literature for CT DNA
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Fig. 14. a) Interference fringes in transmission spectra for calf thymus DNA films of 0.13, 0.25, and 0.41 mg/cm2, together with
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mg/cm2 film taken on a 40× zoom with an optical microscope; (b) relationship between the mass of CT DNA deposited over
the whole surface of MgF2 substrates and the calculated volume of the sample, fitted with a weighted least-squares method.
The inset in b) shows the data points over the whole range investigated [102].

(see Tab. 1 for a comparison with other values reported)
and consistent with the conclusions of the previous stud-
ies conducted for DNA films [83,84]. The only other result,
which is consistent with that presented here was obtained
by Inagaki et al. [89], who also used an interferometric
method and their value of 1.35 g/cm3 is in a good agree-
ment (within the experimental error). With all other
methods the obtained values of density are higher by ap-
proximately 20%. Therefore, by producing films from a
wide range of DNA masses it is possible to find a range,
in which film formation is uniform and where the thickness
increases linearly with the amount of sample. The satu-
ration effect, seen in Figure 14b insert, for DNA masses
higher than 1.2 mg per sample can be attributed to reach-
ing a critical value for a film, where the large mass of the
material starts compressing its structure.

A newly obtained value of DNA film density proved al-
ready to be useful, among others, in the investigations of
the DNA-based nanoelectronics [113] and biosensors [114]
or in refinement of the outcomes of the theoretical mod-
elling [115].

3 Summary

Although the involvement in the cancer-related research
by the AMP community have increased significantly over
the past decade, still more input from this community
is required. The works reviewed in this paper have shown
that better understanding and improvement of experimen-
tal methods is needed.

Using an alternative method for SSBs quantification,
it was shown that the formation of one DSB in a DNA
molecule in an aqueous solution upon VUV irradiation

and subsequent hydroxyl radical attack appears to be due
to two independent SSBs being formed within approxi-
mately 43 bp rather than as a result of a single event.
Due to cluster damage that takes place when the dam-
aging agent is hydroxyl radical, the larger value is plau-
sible and when considering any fixed values the experi-
mental conditions have to be kept in mind. Also, it was
demonstrated that SSB damage induced upon VUV irra-
diation has to date been significantly underestimated in
radiotherapy models, which provided an explanation for
the discrepancies obtained between theoretical and exper-
imental data [116]. Such high levels of damage obtained
upon high-dose radiation will be difficult to repair and
might interfere with cell cycle progression, at which point
cells undergo programmed cell death [117]. All the above
allows to conclude that although AGE is popular, easy and
inexpensive method, it should not be used for SSBs quan-
tification. Moreover, in order to retrieve as much informa-
tion as possible from the experimental results, a choice of
appropriate theoretical model is required. Revisiting the
DNA damage models derived in the past, gave the condi-
tions, for which they are valid and thus ease the choice of
appropriate approach [118]. From the above discussion it
is clear that choice is heavily dependent on the severity of
damage caused by the particles of interest.

It was also shown that far-going assumptions on the
film formation may provide a possible explanation of the
variations observed in the irradiation experiments and
highlight the difficulty in preparing a well-characterised
DNA surface, from which quantitative information on ir-
radiation cross sections can be derived. Now it is obvious
that the films are not as uniform as assumed and their
morphology strongly depends on the preparation condi-
tions. It was also shown that the film is formed as a 3D
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network rather than as a multilayer structure and in or-
der to obtain film of a uniform structure additional proto-
cols must be employed. It was also shown that commonly
used freeze-drying technique gives by far the worst qual-
ity films in terms of their uniformity and surface coverage.
Another point that arose was connected to sustainability
of the starting material under vacuum conditions. It was
shown that plasmid DNA does not stay in its supercoiled
form under vacuum conditions and some stabilisers must
be added in order to be able to perform any kind of fur-
ther experiments. Still, more investigations are required in
order to establish possible influence of the stabilisers on
the experimental outcomes.

Moreover, realising that the density of the dry DNA
film is lower indicates that the optical constants for DNA
should be recalculated, which were previously obtained as-
suming a higher DNA concentration in films. The mass per
square centimetre quantities used for determining density
of dry DNA films are similar to those often used in irra-
diation studies [57], therefore the lower value should be
used in future studies. Furthermore, since it was shown
that there is a strong dependence of the sample composi-
tion on DNA film formation and thus on its density, in-
terferometric method will be important in characterizing
particle interactions with DNA films and the dose depen-
dence [119]. The result presented here also indicates that
depending on the film preparation method, i.e. drying con-
ditions and stabilisers used, the value of the density of the
film will vary.
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ful comments on this text. The author also acknowledges the
visiting fellow position in the Molecular Physics Group, Open
University.
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6. M.A. Śmia�lek, S. Ptasińska, J. Gow, C.D. Pieve, N.J.
Mason, Eur. Phys. J. D 68, 85 (2014)

7. M.A. Śmia�lek, S. Ptasińska, J. Gow, S.V. Hoffmann, N.J.
Mason, Eur. Phys. J. D 69, 121 (2015)
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102. M.A. Śmia�lek, N.C. Jones, S.V. Hoffmann, N.J. Mason,
Phys. Rev. E 87, 60701 (2013)

103. H. Votavova, J. Sponar, Nucleic Acids Res. 2, 431 (1975)
104. J.P. Thiery, G. Macaya, G. Bernardi, J. Molec. Biol. 108,

219 (1976)
105. G. Macaya, J. Cortadas, G. Bernardi, Eur. J. Biochem.

84, 179 (1978)
106. J. Filipski, J.P. Thiery, G. Bernardi, J. Molec. Biol. 80,

177 (1973)
107. S.N. Cohen, A.C. Chang, H.W. Boyer, R.B. Helling, Proc.

Natl. Acad. Sci. (USA) 70, 3240 (1973)
108. F. Gautier, H. Bünemann, L. Grotjahn, Eur. J. Biochem.

/ FEBS 80, 175 (1977)
109. J.E. Hearst, J. Vinograd, Proc. Natl. Acad. Sci. (USA)

47, 1005 (1961)

110. J. Vinograd, R. Greenwald, J.E. Hearst, Biopolymers 3,
109 (1965)

111. C.J. Manifacier, J. Gasiot, J.P. Fillard, J. Phys. E: Sci.
Instrum. 9, 1002 (1976)

112. R. Swanepoel, J. Phys. E: Sci. Instrum. 16, 1214 (1983)
113. Z. Xu, X. Wang, H. Xie, Polymer 55, 6373 (2014)
114. K. Fu, B.G. Willis, Sensors and Actuators B: Chemical

220, 1023 (2015)
115. C. Champion, M.A. Quinto, J.M. Monti, M.E. Galassi,

P.F. Weck, O.A. Fojón, J. Hanssen, R.D. Rivarola, Phys.
Med. Biol. 60, 7805 (2015)

116. H. Rabus, H. Nettelbeck, Radiation Measurements 46,
1522 (2011)

117. M. Chen, Q. Huang, W. Xu, C. She, Z.G. Xie, Y.T. Mao,
Q.R. Dong, M. Ling, PLoS ONE (2014)
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