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Abstract We report a feasibility study of pure leptonic
decay D+

s → μ+νμ by using a fast simulation software
package at STCF. With an expected luminosity of 1 ab−1

collected at STCF at a center-of-mass energy of 4.009 GeV,
the statistical sensitivity of the branching fraction is deter-
mined to be 0.3%. Combining this result with the c → s
quark mixing matrix element |Vcs | determined from the cur-
rent global Standard Model fit, the statistical sensitivity of
D+
s decay constant, fD+

s
, is estimated to be 0.2%. Alterna-

tively, combining the current results of fD+
s

calculated by
lattice QCD, the statistical sensitivity of |Vcs | is determined
to be 0.2%, which helps probe possible new physics beyond
Standard Model. The unprecedented precision to be achieved
at STCF will provide a precise calibration of QCD and rig-
orous test of Standard Model.

1 Introduction

The proposed Super Tau-Charm Facility (STCF) [1] in China
is a symmetric electron-positron collider that will provide
e+e− annihilation at center-of-mass (c.m.) energies

√
s rang-

ing from 2.0 to 7.0 GeV. The peak luminosity is expected to
be 0.5×1035 cm−2s−1 or higher at

√
s = 4.0 GeV and it will

accumulate an integrated luminosity (L) of more than 1 ab−1

per year. By operating at
√
s = 4.009 GeV, the STCF will

produce 2.0 × 108 D+
s D−

s with one-year’s data collection,
enabling researchers to study the purely leptonic, semilep-
tonic and hadronic decays of D+

s with unprecedented preci-
sion.

a e-mail: zxrong@ustc.edu.cn (corresponding author)
b e-mail: zhengb@usc.edu.cn (corresponding author)

Among these, the purely leptonic decay D+
s → �+ν� (� =

e, μ or τ ) provides a unique window into both strong and
weak effects in the charm sector. In the Standard Model (SM),
the partial width of the decay D+

s → �+ν� can be written
as [2]

�D+
s →�+ν�

= G2
F

8π
|Vcs |2 f 2

D+
s
m2

�mD+
s

⎛
⎝1 − m2

�

m2
D+
s

⎞
⎠

2

, (1)

where GF is the Fermi coupling constant, |Vcs | is the c → s
Cabibbo-Kobayashi-Maskawa (CKM) matrix element, fD+

s

is the D+
s decay constant that parameterises the effect of

the strong interaction, m� and mD+
s

are the masses of lepton
and D+

s , respectively. The determination of �D+
s →�+ν�

can
directly measure the product value of fD+

s
|Vcs | because all

other variables are known with high precision [3]. One can
either extract |Vcs | by using the predicted value of fD+

s
from

lattice QCD (LQCD), or obtain fD+
s

by using the averaged
experimental value of |Vcs |.

Precise measurements of fD+
s

[4–6] and |Vcs | are required
to investigate new physics beyond the SM. Currently, the
averaged fD+

s
from various experiments indicates a 1.5σ [7]

difference from LQCD calculation [4], the latter providing
a negligible uncertainty when compared to the former. Fur-
thermore, there are 2 σ deviations for the |Vcs | extracted in
D+
s → l+νl [7] and D → Klνl [7], which challenges the

universality for the CKM elements. The most recent |Vcs |
and fD+

s
results are still limited by the statistical uncertainty

in the measurement of D+
s → �+ν� [8]. More precise mea-

surements of D+
s → μ+νμ are required to calibrate various

theoretical calculations of fD+
s

and test the unitarity of the
CKM matrix.
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The SM predicts that the ratio of decay widths for
D+
s → τ+ντ and D+

s → μ+νμ will be 9.75, with negli-
gible uncertainty. Lepton flavour universality (LFU) could
be violated with some new physics mechanisms, such as
a two-Higgs-doublet model with the mediation of charged
Higgs bosons [9,10] or a Seesaw mechanism due to lep-
ton mixing with Majorana neutrinos [11]. Based on the most
recent experimental results, the ratio �D+

s →τ+ντ
/�D+

s →μ+νμ

is obtained to be 9.98 ± 0.52 [3], which is consistent with
the SM prediction within uncertainty. However, more pre-
cise measurements of D+

s → �+ν� decays are required to
test LFU and other physics mechanisms beyond the SM.

In this research, we present a feasibility study of D+
s →

μ+νμ decay and estimate the sensitivity of various param-
eters at STCF [1], where D+

s is from e+e− → D+
s D−

s at√
s = 4.009 GeV with a production cross-section around

0.2 nb. Though the production cross-section of e+e− →
D+
s D∗−

s + c.c is higher at
√
s = 4.18 GeV, to be around

0.9 nb, the pair production of D+
s D−

s without additional par-
ticles at 4.009 GeV laids into reconstruction of signals with
greater purity and free of additional systematic uncertainties
caused by γ or π0 reconstruction in D∗−

s decays.
This paper is organized as follows. In Sect. 2, the detector

concept for STCF has been introduced as well as the Monte
Carlo (MC) samples used for this study. Section 3 is the
analysis of D+

s → μ+νμ. Section 4 is about optimizing of
detector response, and Sect. 5 is the results and discussion.

2 STCF detector and MC simulation

The STCF detector under development is a general purpose
detector for e+e− collider. It consists of a tracking system
composed of inner and outer trackers, a particle identifi-
cation (PID) system with excellent K/π identification, an
electromagnetic calorimeter (EMC) with an excellent energy
resolution and a good position resolution for photons or
electrons, a superconducting solenoid and a muon detec-
tor (MUD) that provides good μ/π separation. The prelim-
inary conceptual design for each sub-detector can be found
in Ref. [12].

Currently, the STCF detector and the corresponding
offline software system are in the research and develop-
ment [13]. STCF has thus developed fast simulation soft-
ware to access the physics reaches [12], which takes the
most common event generator as input to perform a realistic
simulation. It takes into account the effects of charged parti-
cle tracking efficiency and momentum resolution, PID effi-
ciency, photon detection efficiency and energy/position res-
olution, and kinematic fits. The fast simulation also includes
a pliable interface for adjusting the performance of each sub-
system, which can be used to optimize the detector design
based on physical constraints. The process D+

s → μ+νμ

analysed here also serves as a benchmark process for the
optimization of detector response, e.g. tracking efficiency,
μ/π suppression power.

A pseudo-data sample, corresponding to an integrated
luminosity of 0.1 ab−1, is produced at

√
s = 4.009 GeV,

which includes all open charm processes, initial state radi-
ation (ISR) production of the ψ(3770), ψ(3686) and J/ψ ,
and qq̄ (q = u, d, s) continuum processes, as well as Bhabha
scattering, μ+μ−, τ+τ− and γ γ events. The open charm
processes are generated using conexc [14]. The effects of
ISR [15] and final state radiation (FSR) [16] are considered.
The decay modes with known branching fractions (BFs) are
generated using evtgen [17] and the remaining modes are
generated using lundcharm [18]. The passage of particles
through the detector is simulated by the fast simulation soft-
ware [12].

3 Analysis of D+
s → μ+νμ

A double-tag technique is used to measure the absolute BF of
signal process D+

s → μ+νμ. When a D−
s meson (also known

as the single-tag (ST) D−
s meson) is fully reconstructed, the

presence of a D+
s meson is guaranteed. In the systems recoil-

ing against the ST D−
s mesons, we can select the leptonic

decays of D+
s → μ+νμ (called the double-tag (DT) events).

In e+e− collision at
√
s = 4.009 GeV, D+

s mesons are
produced from the process e+e− → D+

s D−
s . Using this

threshold production characteristic, we can measure the abso-
lute BF for D+

s decays with a DT method. In this analy-
sis, the ST D−

s mesons are reconstructed from 14 hadronic
decay modes, D−

s → K+K−π−, K+K−π−π0, π+π−π−,
K 0

SK
−, K 0

S K
−π0, K−π+π−, K 0

S K
0
Sπ

−, K 0
S K

+π−π−,
K 0

SK
−π+π−, ηγγ π−, ηπ0π+π−π−, η′

ηγγ π+π−π−, η′
γρ0π

−,

and ηγγ ρ−, where the subscripts of η(′) represent the decay
modes used to reconstruct η(′). Throughout this study, the
charge conjugation is always implied.

Candidate charged tracks are selected when they pass the
vertex and acceptance requirements in fast simulation.

The K 0
S candidates are reconstructed from pairs of oppo-

sitely charged tracks, which satisfy a vertex-constrained fit
to a common point. The two charged tracks with minimum
χ2 of vertex fit are assumed to be pions produced by K 0

S . The
K 0

S is required to have an invariant mass in range 0.485 <

Mπ+π− < 0.512 GeV/c2. In addition, the decay length of the
reconstructed K 0

S must be greater than 2σ of the vertex reso-
lution away from the interaction point. The π0 and η mesons
are reconstructed via γ γ decays. For photon candidates,
they are also required to pass the criteria for neutral show-
ers in fast simulation. The γ γ combinations with invariant
masses Mγ γ ∈ (0.115, 0.150) and (0.500, 0.570) GeV/c2

are regarded as π0 and η mesons, respectively. A kinematic
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fit is performed to constrain Mγ γ to the π0 or η nominal
mass. The η candidates for the ηπ− ST channel are also
reconstructed using π0π+π− candidates with its invariant
mass in the range (0.530, 0.570) GeV/c2. The η′ mesons
are reconstructed via two decay modes, ηπ+π− and γρ0,
whose invariant masses must be between (0.946, 0.970) and
(0.940, 0.976) GeV/c2, respectively. Furthermore, the min-
imum energy of the γ from η′ → γρ0 decays must be
greater than 0.1 GeV. The ρ0 and ρ+ mesons are recon-
structed from π+π− and π+π0 candidates, whose invari-
ant masses must be greater than 0.5 GeV/c2 and within
(0.670, 0.870) GeV/c2, respectively. For π+π−π− and
K−π+π− tags, the dominant peaking backgrounds from
D−
s → K 0

Sπ
− and D−

s → K 0
S K

− events with K 0
S → π+π−

are rejected by requiring the invariant mass of any π+π−
combination to be more than 0.03 GeV/c2 away from the
nominal K 0

S mass [3].
Two kinematic variables (
E , MBC) reflecting energy and

momentum conservation are used to identify the tagged D−
s

candidates. First, we calculate the energy difference


E = ED−
s

− Ebeam, (2)

where ED−
s

is the reconstructed energy of a tagged D−
s meson

and Ebeam is the beam energy. Correctly reconstructed signal

events peak around zero in the 
E distribution. To improve
the signal purity, requirements of 
E are applied, which
corresponds to ±3σ
E where σ
E is the resolution of 
E for
each tag mode. If there are multiple D−

s candidates for each
tag mode, the one with minimum |
E | is retained for further
analysis. The second variable is the beam-energy constrained
mass

MBC =
√
E2

beam/c4 − p2
D−
s
/c2, (3)

where −→p D−
s

is the three-momentum of the tagged D−
s candi-

date. Figure 1 shows the MBC distributions for pseudo-data.
The ST yields are obtained by fitting the MBC distributions,
where the signal is modeled using a MC-determined signal
shape and the background is represented by an ARGUS [19]
function. To select the signal process with a high purity, a
mass window is required on MBC within ±3σMBC , where
σMBC is a resolution of MBC determined by fitting with a
double-Gaussian function.

The D+
s → μ+νμ candidate events are selected in the

recoil side of the tagged D−
s . We require that there is only

one candidate charged track in the remaining particles with
the opposite charge as the tagged D−

s . The charged track
is identified as a muon candidate after passing the corre-

Fig. 1 Fits to the MBC distributions of D−
s candidates, whose channels are single tag modes. The points with error bars are the pseudo-data. The

blue curves are the fit results. The red curves are the fitted combinatorial backgrounds
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Fig. 2 Fit to the MM2 distribution of the D+
s → μ+νμ candidates.

Dots with error bars are the pseudo-data. Blue solid curve is the fit result.
Red dotted curve is the fitted background. Green and red cross-hatched
histograms are the BKGI component, and blue histogram is the BKGII
component, respectively

sponding requirements in fast simulation [12]. To suppress
the backgrounds with extra photon(s), the maximum energy
of the unused showers (Emax

extra γ ) is required to be less than
0.4 GeV.

The background events that survived from the above selec-
tion criteria can be categorised into two types. The first type,
noted as BKGI, contains a correctly reconstructed D−

s but
the signal side is incorrectly reconstructed from D+

s → τ+ντ

and other D+
s decays. The contribution of BKGI is estimated

using exclusive MC samples and the fit specifies the nor-
malised number of events. The second type noted as BKGII,
contains the non-D+

s background, which is expected to be a
smooth distribution under the D−

s peak in the MBC spectra.
The contribution of BKGII can be estimated using MBC side-
band events, defined as (1.915, 1.935) GeV/c2 and (1.990,
2.000) GeV/c2.

To characterise the signal of D+
s → μ+νμ, the missing

mass squared (MM2) is used, defined as

MM2 = (
Ebeam − Eμ+

)2
/c4 −

(
−pD−

s
− pμ+

)2
/c2 (4)

where Eμ+ and −→p μ+ are the energy and momentum of the
muon candidate, respectively. The signal yield is extracted
by fitting the combined MM2 distribution from all 14 tag
modes, with a shape extracted from the signal MC sample
describing the signal and a first-order Chebychev polynomial
describing the background, as shown in Fig. 2.

The BF of the D+
s → μ+νμ is calculated by

BD+
s →μ+νμ

= Nsig

Ntag × ε̄sig
, (5)

where Nsig is the number of the signal events determined by
a fit to the MM2 spectrum, and Ntag is the number of events

for all ST modes by fits to the MBC. The averaged detection
efficiency for D+

s → μ+νμ can be expressed as

ε̄sig = �i

(
Ni

tag

Ntag
× εitag,sig

εitag

)
(6)

where Ni
tag denotes the number of events for ST mode i ,

εitag,sig denotes the efficiency of detecting both the ST mode

i and the pure leptonic decays, and εitag is the efficiency of
detecting the ST mode i . The efficiencies of ST modes are
determined with an independent generic MC sample, and the
efficiencies of DT modes are determined using the signal MC
sample of e+e− → D+

s D−
s , where D−

s → 14 tag modes and
D+
s → μ+νμ.
With 0.1 ab−1 pseudo-data, the number of ST events for

D−
s to 14 decay modes is determined to be Ntag = 3452605±

6177, and the number of DT events for D+
s → μ+νμ is

Nsig = 14687 ± 142. The averaged efficiency of signal pro-
cess is calculated to be ε̄sig = (75.78 ± 0.07)% by combin-
ing 14 tag modes. The corresponding BF of D+

s → μ+νμ

is calculated to be BD+
s →μ+νμ

= (5.61 ± 0.05) × 10−3. The
uncertainties are statistical uncertainty from Nsig. The cal-
culated BF agrees well with the input value. We can easily
prospect the statistical sensitivity for the BF of D+

s → μ+νμ

at STCF with 1 ab−1 data as it is proportional to 1/
√L, to

be BD+
s →μ+νμ

= (5.610±0.017)×10−3, where the relative
statistical uncertainty is 0.3%.

Since a full systematic study requires both experimen-
tal data and MC, we are limited in our ability to estimate
every possible source. A more precise estimation of system-
atic uncertainty will not be feasible until the design and con-
struction of the detector are completed. Therefore, a rough
systematic uncertainty is estimated by referring to similar
measurements from previous experiments [20–22].

First, there are reducible systematic uncertainties named
σred., which can be normalized with the luminosity. The sys-
tematic uncertainty associated with the μ tracking efficiency,
μ+ tracking, can be studied by e+e− → γμ+μ− control
sample in different μ+ kinematic regions.

The tracking and PID efficiencies of μ+ from the con-
trol sample can be used to correct the data/MC differences
and estimate the corresponding systematic uncertainties. By
scaling the data sample in e+e− → γμ+μ− according to
Ref. [20], the tracking and PID uncertainties of μ+ selec-
tion are estimated to be 0.02% and 0.09%, respectively. The
uncertainty due to statistical uncertainty of NST is 0.17%.
The uncertainty of MC efficiency is due to the limited MC
size, which is about 0.09% in the estimation of ¯εsig. The
systematic uncertainty associated with the requirement of
maximum energy of extra γ , Emax

extra γ < 0.4 GeV, can be
studied with a DT hadronic sample by considering the effi-
ciency differences between data and MC simulation, which
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is estimated to be about 0.02%. Analogously, the systematic
uncertainty associated with the requirement of no additional
good charged track, N extra

char = 0, which is estimated to be
about 0.05%. In the fit of MM2, the number of background
will be corrected by the difference of the misidentification
rates for pion and kaon to muon, and the uncertainty of this
correction factor, denoted as MM2-fit1, is taken as the uncer-
tainty, to be about 0.04%.

Second, there are irreducible systematic uncertainties that
cannot be directly scaled based on the statistics, δirred.. In this
analysis, the only source of such uncertainty comes from the
FSR effect, which is dominant by varying the amount of FSR
photons in signal MC events, to be 0.40% [23].

Third, there are predictably optimized systematic uncer-
tainties, δpre., which, in the future, can lead to more accurate
results through detector optimization in many aspects. But
the systematic uncertainties can’t be estimated precisely at
this time and have been therefore made a conservative esti-
mate. On the one hand, the uncertainty in fit to the MBC of ST
D−
s , denoted as FitST, is estimated by varying fit range, bin

size, background shape and signal shape for both data and
MC to be about 0.35%. On the other hand, the uncertainty in
the 
E requirement can be estimated to be 0.50% by varying
the signal window.

Similarly, the uncertainty in the fit range of MM2, denoted
as MM2-fit2 is estimated to be 0.60%. The uncertainty from
BKGI in the fit of MM2, denoted as MM2-fit3, is esti-
mated by varying the BF of the background sources, e.g.
D+
s → τ+(μ+νμν̄τ )ντ , to be about 0.12%. The uncertainty

from BKGII in the fit of MM2, denoted as MM2-fit4, is esti-
mated by varying the fraction of non-D+

s D−
s component, to

be 0.05%.
Radiative correction is is due to the contribution from

D+
s → γD∗+

s → γμ+νμ [24], with with D∗+
s as a virtual

vector or axial-vector meason. This contribution is almost
identical with our signal process for low energy radiated pho-
tons. So we have to estimate the number of events via radia-
tion process and subtract it from the total signal events. The
systematic uncertainty is estimated at 100% in present exper-
imental measurements [25,26], which means that the ratio of
D+
s → γμ+νμ to D+

s → μ+νμ is (1 ± 1)%. Based on the
ability of the future detector to measure low-momentum par-
ticles and abundant statistics to be generated, this radiative
process can be measured with a precision of better than 10%.
As a consequence, the systematic uncertainty of radiative cor-
rection can be estimated to be 0.10% in future experimental
and theoretical measurements.

Finally, The systematic uncertainties of the above three
aspects are listed in Table 1. δred. is calculated to be 0.21%,
δirred. is calculated to be 0.4% and δpre. is calculated to be
0.87%. The total systematic uncertainty can be roughly esti-

mated to be 1.0% by δsyst. =
√

δ2
red. + δ2

irred. + δ2
pre..

Table 1 Summarize of the systematic uncertainty in D+
s → μ+νμ

with 1 ab−1 luminosity at
√
s = 4.009 GeV

Category Source Systematic uncertainty (%)

δred. μ tracking 0.02

μ PID 0.09

NST 0.17

MC statistics 0.09

Emax
extra γ < 0.4 GeV 0.02

N extra
char = 0 0.05

MM2-fit1 0.04

δirred. FSR 0.40

δpre. FitST 0.35


E 0.50

MM2-fit2 0.60

MM2-fit3 0.12

MM2-fit4 0.05

Radiative correction 0.10

Sum 1.00

Apart from reconstructing D+
s → μ+νμ in the process of

e+e− → D+
s D−

s at 4.009 GeV, we also attempt to investigate
the process in e+e− → D+

s D∗−
s at

√
s = 4.18 GeV. In

the selection, all γ or π0 need to be looped, which are not
used to reconstruct the ST D−

s . The γ or π0 candidates are
required to satisfy the selection criteria for neutral tracks in
fast simulation. If multiple γ or π0 or both γ and π0 are
found, we choose the one with the minimum 
E ′ in the
further analysis, which is defined as


E ′ = Ecm − Etag − Emiss − Eγ /π0 ,

Emiss =
√

|pmiss|2 + M2
D+
s
,

pmiss = −ptag − pγ /π0 .

(7)

In the process, the statistics is sufficient to guarantee a neg-
ligible statistics uncertainty. However, as discussed before,
the dominant uncertainty comes from the detection of pho-
ton, which will be at a level of O(0.01) in the current exper-
iment [20]. It therefore demands an improved photon detec-
tion for STCF detector in future if use e+e− → D+

s D∗−
s to

study the leptonic decay of D+
s .

4 Optimization of detector response

A series of optimizations on detector responses have been
performed in the results presented above, including the effi-
ciency of charged particles and photons, momentum reso-
lution of charged tracks, energy/position resolution of pho-
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Fig. 3 The momentum of π , μ and K from e+e− → D−
s D+

s ,
D−
s → K+K−π−, D+

s → μ+νμ signal MC. The channel is
generated according to the amplitude of the Dalitz plot, which
describes a three-body decay process including resonances, such
as D−

s → φ(1020)π− → K+K−π−, D−
s → f0(980)π− →

K+K−π−, D−
s → K ∗(980)0K− → K+K−π−, etc

tons, and PID efficiencies. Following that, we will go over
the specifics of each of these optimizations one by one.

Tracking efficiency of charged tracks

The response of tracking efficiency in fast simulation is char-
acterised by its transverse momentum pT and polar angle
cos θ . For high-momentum tracks, e.g. pT > 0.4 GeV/c of
charged pions, the tracking efficiency within acceptance is
over 99%. For low-momentum tracks, e.g. pT = 0.1 GeV/c
of charged pions, the tracking efficiency is low due to various
effects such as electromagnetic multiple scattering, electric
field leakage, ionization energy loss etc.. Figure 3 shows the
momentum distribution of charged pions in D+

s decay, where
there is a considerable number of particles with momentum
lower than 0.4 GeV/c.

Benefiting from the flexible interface of changing the
response of charged particles, different tracking efficien-
cies are set in the simulation at pT in (0.05, 0.1) GeV/c of
charged pions, where tracking efficiencies at other momenta
are scaled proportionally. With an average tracking efficiency
ranging from 60.16% to 90.24% for pT in (0.05, 0.1) GeV/c,
the detection efficiencies of 14 tag modes increase. The vari-
ation of detection efficiency for 14 tag modes as well as dif-
ferent tracking efficiencies are shown in Fig. 4a, where the
optimized point is found. One can see that the ST efficiency
is the most optimized with the average tracking efficiency to
be 66.18% for charged pions at pT in (0.05, 0.1) GeV/c.

Momentum resolution of charged tracks

The momentum resolution of a charged track is affected by
the multiple scattering and the accuracy of the track posi-
tion from its flight trajectory. The former one is related to

the material, which has a lower atomic number, used by the
tracker system. The spatial resolution of the charged track
flight trajectory, determined by the accuracy of the track
position, is studied for its influence on momentum resolu-
tion by applying a set of σxy from 65 to 130 µm and σz
from 1240 to 2480 µm proportionally. Because the resolu-
tions of kinematic variable 
E and MBC are affected by the
momentum resolutions of charged tracks, different mass win-
dows are then used to obtain the detection efficiencies of 14
tag modes, which are shown in Fig. 4b. It means that weak
dependence from different spatial resolutions is observed.
Due to the instability of the ST efficiency, the optimization
of momentum resolutions of charged tracks is not changed.

Detection efficiency of photons

The energy of photons from D−
s decay ranges from less than

0.1 to 1.2 GeV as shown in Fig. 5. The detection efficiency
of photons is primarily studied with low energy to be from
50 MeV to 200 MeV. Fig. 4c shows the detection efficiency
of 14 tag modes with the variation of detection efficiency,
where the optimized point is found to be 88.33% for photons
with an average energy of (50, 200) MeV. As for further
optimization, the effect on π identification efficiency is quite
weak in barrel of the detector, but there is still room for
improvement in endcap of the detector.

Energy/position resolution of photon

The energy and position resolutions of photons are two pri-
mary parameters for photon detection. For 14 tag modes of
D−
s decay, photon resolutions of photons, i.e. energy rang-

ing from 2.5% to 1.25% and position resolutions ranging
6 mm to 3 mm at 1 GeV, have been tested. It is found that
the detection efficiencies of decay modes containing pho-
tons are improved, particularly for better energy resolution,
as shown in Fig. 4d, e. As a result, photons’ energy reso-
lution is set to 1.75%. Moreover, the detection efficiencies
of decay modes containing photons are not improved in the
optimization of position resolution. As a result, a 6 mm posi-
tion resolution of photon can satisfy the physics goal of our
analysis.

The influence of energy and position resolutions of pho-
tons is also studied with the process e+e− → D+

s D∗−
s + c.c

at
√
s = 4.18 GeV, where the energy of photon in D∗−

s →
γ (π0)D−

s locates within 200 MeV. Two primary parame-
ters of this process are discussed. One is the mass differ-
ence of reconstructed D∗−

s and D−
s , 
M , whose resolu-

tion is determined by the resolution of photon energy. The
other one is the γ /π0 contamination in the reconstruction
of D∗−

s → γ (π0)D−
s . After a series of tests with different

energy/position resolutions, it is found that a better energy
resolution improves the resolution of 
M as shown in Fig. 6.
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(a) (b)

(c) (d) (e)

Fig. 4 The optimization of charged track and photon detection efficien-
cies and resolutions of 14 tag modes. a Shows the average efficiency of
charged π in (0.05, 0.1) GeV/c. b Shows the Momentum resolution of
charged tracks influenced by applying a set of σxy from 65 to 130 µm.

c Shows the detection efficiency of photons in 200 MeV. d Shows the
energy resolution of photon at 1 GeV. e Shows the position resolution
of photon at 1 GeV

Fig. 5 The energy of γ from Monte Carlo simulation, which is from
e+e− → D+

s D−
s , D+

s → μ+νμ, D−
s → ηγγ π−

No obvious improvement is observed for the resolution of

M in the variation of position resolution, and the π0/γ

contamination rate in different energy or position resolutions

Fig. 6 The 
M optimization with γ energy resolution. Scale is the
optimized proportion of the initial values of detector of response

of photon remains constant, to be about 28.1%. Although the
BF of D∗−

s → π0D−
s is small, it has an effect to the π0/γ

contamination rate and thus the systematic uncertainty.
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π/K identification

The identifications of π and K are essential for the charm
physics at STCF. Since the momenta of π/K are relatively
low in this analysis, they can be mostly identified by the char-
acteristic ionization energy loss (dE/dx) in the tracker sys-
tem. The simulation indicates that with a dE/dx resolution
of 6%, the π/K can be well separated when p < 0.8 GeV/c,
which can meet the requirement to be 1% for π/K misiden-
tification in this analysis.

μ identification

The momentum of μ in this analysis is shown in Fig. 3,
where the MUD is expected to provide a high identifica-
tion efficiency for muon and excellent μ/π mis-identification
rate. Ref. [27] describes the details of the baseline design of
MUD at STCF. With the performance of MUD provided in
Ref. [27], three μ/π misidentification rates are tested, to be
1%, 1.6% and 3%, corresponding to the identification effi-
ciencies of muon to be 85%, 92% and 97% at pμ = 1 GeV/c.
The optimized results is achieved when the μ/π misidenti-
fication rate is 3%.

Based on the discussion above, we use the following detec-
tor responses that have been optimized, while others are
left alone in the fast simulation. The optimized responses
include a good tracking efficiency for low-momentum
charged particles, to be averagely around 66.18% in pT ∈
(0.05, 0.1) GeV/c, a detection efficiency of photons to be
averagely around 88.33% for energy within (50, 200) MeV,
an energy resolution of photons to be 1.75%, a π/K misiden-
tification rate of 1% at p < 0.8 GeV/c, a μ/π misidentifi-
cation rate of 3% with the MUD performance provided from
Ref. [27]. When compared to the default response provided
by fast simulation, the detection efficiency for ST is increased
by a factor in the range between 1.1 and 1.2, depending on
the tag modes, and the efficiency for selecting D+

s → μ+νμ

is increased by a factor of 1.3. The change of efficiency can
directly indicate the influence of optimization due to the very
low background level in the pseudo-data, which is shown
as Fig. 2. So Fig. 4 shows the efficiency which can be an
indication of figure-of-merit, which means we find the most
optimized points to determine the degree of STCF that needs
to be optimized in the future instead of endless optimizing
to 100%. We feed some pieces of information on optimiza-
tion back to the Detector R&D. Physicists will research a
suitable material, material size, geometry, thickness, etc for
corresponding sub-detectors to improve the detection effi-
ciency and resolution of particles. There will be some options
like a cylindrical μRWELL-based detector and silicon pixel
detector that can achieve high tracking efficiency at low
energy.

5 Results and discussion

With the expected statistical sensitivity of BD+
s →μ+νμ

=
(5.610 ± 0.017) × 10−3 at STCF obtained in this analysis,
the world average values of GF , mμ, mD+

s
and the lifetime

of D+
s [3] as listed in Table 2. Therefore, the product value

of fD+
s
|Vcs | can be obtained according to Eq. (1)

fD+
s
|Vcs | = 248.9 ± 0.4stat. MeV.

Taking the CKM matrix element |Vcs | = 0.97320±0.00011
from global fits in the SM [3] or the averaged decay constant
fD+

s
= 249.9±0.5 MeV of recent LQCD calculations [5,28]

as input, fD+
s

and |Vcs | can be determined separately, to be

fD+
s

= 255.8 ± 0.4stat. MeV

and

|Vcs | = 0.996 ± 0.002stat..

Combined with the Ref. [29], the systematic uncertainty
of the combined |Vcs | and fD+

s
are estimated to be 0.006 and

1.5, respectively. The relative uncertainty of |Vcs | and fD+
s

are 0.7% and 0.6%. Here, the systematic uncertainty of |Vcs |
comes from the uncertainty of BD+

s →μ+νμ
, the uncertainty

of parameters listed in Table 2 and the uncertainty of fD+
s

from LQCD calculation. Similar for systematic uncertainty
of fD+

s
where the uncertainty from LQCD is replaced by the

global fits of |Vcs | in SM. The systematic uncertainties are
estimated conservatively and roughly, whose details can be
achieved in the future with STCF achievement. Dominant
systematic uncertainties are currently contributed by theo-
retical inputs, FSR, radiative correction. It will be crucial
to analyze how the impact of the systematic uncertainties
can be reduced at STCF. The accuracy of systematic uncer-
tainty from theoretical calculation should be improved, and
the accuracy of systematic uncertainty from the experiment
will be studied with real data at STCF in the future.

Besides, the LFU can be tested with the BD+
s →μ+νμ

obtained in this study and the BD+
s →τ+ντ

= (5.49 ±

Table 2 The values of parameters quoted from PDG [3]

Parameters Value

GF (1.1663787 ± 0.0000006) × 10−5 GeV2

mμ 105.6583745 ± 0.0000024 MeV/c2

mD+
s

1968.35 ± 0.07 MeV/c2

τD+
s

(504 ± 4) × 10−15s
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Fig. 7 The comparisons of δ f
D+
s

(left) and δ|Vcs | (right) with previous measurements, the red region represents the statistical uncertainty and the

grey are those including systematic uncertainty

Fig. 8 The comparison of δLFU with previous measurements, the red
region represents the statistics uncertainty and the grey are those includ-
ing systematic uncertainty

0.02)% [29], to be

BD+
s →τ+ντ

BD+
s →μ+νμ

= 9.79 ± 0.05.

The systematic uncertainty on the ratio of BD+
s →τ+ντ

to
BD+

s →μ+νμ
is estimated to be 1.1%. It is worth mentioning

that the fD+
s

is from recent LQCD calculations and |Vcs | is
from the global fits, whose uncertainty will be reduced in the
future, therefore the fD+

s
and |Vcs | determined at STCF will

also be improved in the future. As shown in Figs. 7 and 8,
the uncertainty of fD+

s
we determined is less than that from

LQCD calculation, requesting an improved LQCD calcula-
tion in the future. The expected uncertainty of |Vcs | is close
to that from the global fits. The accuracy of the LFU test can

be improved in the experiment, allowing for the search for
new physics beyond the SM.
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