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A multi-level analytic framework for disaster 
situational awareness using Twitter data
Wei Zhai*   

Abstract 

During a natural disaster, mining messages from social media platforms can facilitate local agencies, rescue teams, 
humanitarian aid organizations, etc., to track the situational awareness of the public. However, for different stakehold-
ers, the concerns about people’s situational awareness in a natural disaster event are different. Therefore, I developed 
a Twitter-based analytic framework to take perception-level situational awareness, humanitarian-level situational 
awareness, and action-level situational awareness into consideration. Specifically, perception-level situational aware-
ness mainly reflects people’s perception of the ongoing natural disaster event (i.e., if people are discussing the disaster 
event). Decision-makers can rapidly have a big picture of severely impacted regions. Humanitarian-level situational 
awareness represents tweets that are associated with the humanitarian categories based on the definition from the 
United Nations Office for the Coordination of Humanitarian Affairs. The detection of humanitarian-level situational 
awareness can help response teams understand the specific situations and needs of local communities. In terms of 
the action-level situational awareness, I extracted noun-verb pairs in each tweet to explicitly represent the specific 
event described in a given tweet, so that the response teams can quickly act on the situation case by case. Moreover, 
to shed light on disaster resilience and social vulnerability, I further examined the demographic characteristics of 
three levels of situational awareness. I empirically demonstrated the analytic framework using geo-tagged tweets dur-
ing 2018 Hurricane Michael.

Keywords: Disaster management, Situational awareness, Twitter data, Natural language processing, Machine 
learning
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1 Introduction
Disaster managers and responders previously obtained 
situational awareness by conventional methods such as 
on-site observations, and interviews. However, it takes at 
least several months and dedicated investments to com-
plete a traditional social survey across the city (Savage 
et al., 2013). Given that management during a disaster is 
time-constrained, the social survey method is expected 
to be improved in practice. Admittedly, knowing the real-
time situation is very difficult for any person, especially 
during a high-stress survival situation. Emerging social 
media platforms could provide near-real-time informa-
tion for decision-makers to track the latest situations. 

Even for preliminary level investigations, social media 
can present rich snapshots of the general public’s per-
ception of the disaster at a macro scale, which is difficult 
to be accomplished by traditional surveys (Huang & Xu, 
2014). Considering that social media messages are gener-
ated by people who are being exposed to the disaster, it 
also provides a bottom-up perspective in terms of under-
standing the disaster event (Ford et al., 2016). Among the 
existing social media apps, Twitter has been most widely 
deployed as an effective communication channel in the 
face of natural disasters, regarding its geo-enabled func-
tion and wide usage by people (Hughes & Palen, 2009; 
Imran et al., 2015; Kryvasheyeu et al., 2016; Yuan et al., 
2020; Yuan et al., 2021).

In the literature, the sentiment analysis of Twit-
ter data is often informative enough in providing 
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actionable knowledge to disaster response teams 
(e.g., Huang & Xiao, 2015; Cervone et  al., 2016; 
De Albuquerque et  al., 2015; Verma et  al., 2011). 
To this end, some emerging methods in terms of 
disaster-specific summarization and detection on 
Twitter have been proposed recently (Kedzie et  al., 
2015; Nguyen et al., 2015; Rudra et al., 2015; Vieweg 
et  al., 2014; Zhai & Peng, 2020). Even though these 
approaches are demonstrated to be effective, few 
of them can be used by different stakeholders, par-
ticularly local rescue and response teams. The major 
challenge is that different stakeholders have different 
needs during the disaster. Hence, a research ques-
tion is: how to extract different levels of situational 
awareness from tweets so that the information can be 
employed by multiple types of end-users? In specific, 
the state-level decision-makers are more interested 
in the macro-level disaster situations so that they 
could estimate the statewide or regional damage to 
have a big picture of the disaster impact quickly. By 
contrast, local rescue and response teams would be 
more concerned with the specific needs of affected 
people (e.g., shelter need, medical assistance, dona-
tion need) or specific infrastructure damages (e.g., 
road damage, power system failure).

Hence, the motivation of this study is to detect multi-
level situational awareness using a Twitter-based ana-
lytic framework so that it can be beneficial to different 
stakeholders in practice. Specifically, I summarized 
three types of situational awareness during a natu-
ral disaster event, namely perception-level situational 
awareness, humanitarian-level situational aware-
ness, and action-level situational awareness (Fig.  1). 
Perception-level situational awareness represents if 
the individual is concerned about the disaster so that 
the state-level decision-makers can quickly under-
stand the impacts of the disaster on a regional scale. 
Humanitarian-level situational awareness summarizes 
the response of individuals associated with humani-
tarian topics, which would help state-level and local 
decision-makers understand the specific humanitarian 
concerns of each city. Action-level situational aware-
ness reflects the specific needs and expressed feelings 
of each person, which can help response teams quickly 
track the situations of individuals in an explicit manner. 
Moreover, to shed new light on the emerging theory of 
resilience and social vulnerability (Zhai et al., 2021; Fu 
et  al., 2022), it is imperative to implement the frame-
work across space and time. To show the feasibility of 
the developed framework, I conducted a case study 
using Twitter data generated during 2018 Hurricane 
Michael.

2  Literature review
2.1  The role of twitter in disaster management
The first typical usage of Twitter in disaster management 
is estimating the damage. Rapid detection of damage 
using social media platforms can help rescue people in 
danger, determine evacuation orders and prepare for the 
subsequent disaster hit. For example, Zhou et al. (2022) 
developed new algorithms for identifying rescue request 
tweets during 2017 Hurricane Harvey. Ganz et al. (2015) 
developed an intelligent system that provides situational 
awareness to support victim searches and rescue opera-
tions. Deng et al. (2016) introduced a new approach using 
crowdsourcing data and examined the significant corre-
lation between Typhoon damages and social media activ-
ities. Guan and Chen (2014) developed a Twitter-based 
measure to quantify the evolution of the disaster event, 
and then demonstrated the close relationship between 
the disaster damage and Twitter activities. Kryvashe-
yeu et  al. (2016) demonstrated a significant relationship 
between proximity to the hurricane’s path and hurricane-
related tweets, by analyzing Twitter data in 50 metropoli-
tan areas. Most recently, Feng et al. (2022) grouped and 
reviewed the studies on the extraction and analysis of 
natural disaster-related volunteered geographic informa-
tion from social media.

Second, a growing number of researchers have found 
that Twitter shows advantages in terms of information 
dissemination and crisis communication (e.g., Chatfield 
& Reddick, 2015; Hughes & Palen, 2009; Ghahreman-
lou et  al., 2015). These characteristics make it possible 

Fig. 1 Three levels of situational awareness
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to support the traditional alter and warning system. For 
instance, Landwehr et  al. (2016) developed a Tsunami 
Warning and Response Social Media System based on 
the Twitter platform. The system is developed to sup-
port disaster management throughout all phases of a 
Tsunami. Sakaki et al. (2010) found the trajectory of the 
event location in an earthquake using Twitter. Kent and 
Capello Jr. (2013) collected social media data to examine 
the underlying demographic characteristics during a fire. 
Provided the advantage in information dissemination, 
Twitter data has also been widely applied for disaster 
response and relief (e.g., Ashktorab et  al., 2014; Kumar 
et  al., 2011; Spinsanti & Ostermann, 2013; Zhai et  al., 
2020). Gao et al. (2011) listed the pros and cons of social 
media when Twitter was applied in disaster relief coordi-
nation. Vieweg (2012) demonstrated that Humanitarian 
Aid and Disaster Relief (HADR) responders can obtain 
tactical and actionable information from Twitter.

2.2  Situational awareness in natural disasters
Situational awareness is not a new concept, although 
the term itself is fairly recent. The concept of situational 
awareness has been widely applied in air traffic control 
(e.g., Endsley & Rodgers, 1994), nuclear power plant 
operation (e.g., Hogg et  al. 1995), and anesthesiology 
(e.g. Gaba et al., 1995). To provide situational awareness 
information for emergency response, Kim et  al. (2007) 
employed mobile devices embedded with map-based vis-
ual analytic functions.

During a disaster event, the individual’s spatial infor-
mation is essentially important, which could reflect 
the specific locations of activities and events. However, 
researchers often neglected the spatial characteristics 
of tweets (e.g., Cameron et al., 2012; Imran et al., 2015). 
To redefine the traditional situational awareness concept 
from a geographic perspective, Huang and Xiao (2015) 
first proposed the concept of geographic situational 
awareness, which is defined as knowing what is hap-
pening in space. Wang and Ye (2019) concluded a theo-
retical framework to integrate space, time, and content 
dimensions of social media data. Rudra et al. (2015) pro-
posed a novel approach to extracting situational aware-
ness information with a classification-summarization 
approach. Albuquerque et al. (2015) improved the extrac-
tion of disaster-related tweets using the relation between 
geotagged tweets and spatial characteristics of the disas-
ter. Wang et al. (2016) integrated wildfire-related Twitter 
activities with the space and time of tweets to reveal the 
situational awareness of the wildfire event. Mandel et al. 
(2012) demonstrated that the quantity of tweets sent out 
is highly related to the peaks of a disaster event and the 
users’ concerns for Hurricane Irene are highly associated 
with their locations and genders.

Apart from the spatial component, situational 
awareness also involves a temporal component in 
natural disasters. More specifically, situational aware-
ness is a dynamic construct, depending on the per-
ceptions of individuals, emergency characteristics, 
and surrounding damages. The content categories of 
situational awareness defined in previous studies (e.g., 
Vieweg, 2012; Vieweg et al., 2010), such as casualties, 
damage, donation efforts, alerts, etc., largely focus on 
extracting information from the content of tweets, but 
the useful information posted before and after a dis-
aster event has not been fully explored (Huang & Xu, 
2014).

Previous studies sifted disaster-relevant tweets by 
using keywords (e.g., Huang & Xiao, 2015; Wang et al., 
2016; Zou et  al., 2018), which may miss many disas-
ter-relevant tweets that do not include keywords in 
the predefined corpus. Moreover, most of these stud-
ies mainly rely on tweets on a macro level. In other 
words, researchers are more interested in understand-
ing if the tweets are related to the disaster, instead of 
exploring further practical information. In this sense, 
local agencies and rescue teams may have difficulties 
addressing specific problems that are urgent during 
the disaster. As a result, beyond identifying macro-
level situational awareness using tweets, this research 
also aims to extract more specific and actionable 
information from tweets to support local response 
teams in practice.

2.3  Techniques for situational awareness mining on twitter
Identifying disaster-relevant tweets is essential for dis-
aster management, even though it is still challenging 
in terms of techniques. Sakaki et al. (2010) introduced 
a probabilistic spatiotemporal model to explore the 
interaction between disaster events and tweets. Kent 
and Capello (2012) employed a regression model to 
identify demographic characteristics so as to reflect 
the voluntary participation of the impacted neighbor-
hood based on fire-related tweets. Natural language 
processing (NLP) techniques and statistical models 
are the fundamental methods to deal with traditional 
Twitter-related tasks (e.g., Corvey et  al., 2010). How-
ever, most NLP techniques are developed based on 
formal texts. In addition, due to the scarcity of human-
annotated data, crisis informatics researchers often 
failed to fully leverage state-of-the-art methods in 
their research.

To achieve a better performance in analyzing disas-
ter data, a few machine learning approaches have been 
developed and applied. In order to build a platform for 
situational awareness detection, Cameron et al. (2012) 
employed an SVM classifier to classify related tweets. 
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Verma et  al. (2011) adopted Naïve Bayes and MaxEnt 
classifiers to detect situational awareness from tweets. 
Imran et al. (2014) introduced a platform called AIDR, 
supported by a random forest classifier, to identify 
the tweets in a disaster event. Imran, Mitra, and Cas-
tillo (2016) compared the performance of traditional 
machine learning-based classifiers based on labeled 
tweets. With the emerging of Word2vec (Mikolov 
et  al., 2013) and GloVe (Pennington et  al., 2014), the 
combination of word embeddings and DNNs becomes 
possible. For instance, Kim (2014) deployed Convo-
lutional Neural Networks (CNN) to solve sentence-
level classification problems. Kalchbrenner et  al. 
(2014) used Dynamic Convolutional Neural Network 
(DCNN) to deal with the semantic modeling of sen-
tences. Although studies show that CNN models out-
perform the traditional methods, more specific and 
actionable information, such as ‘airport shut’ or ‘build-
ing collapse’, is difficult to be extracted from a tweet. 
While Latent Dirichlet Allocation (LDA) could gener-
ate more disaster-related topics, the topics are often 
too general for decision-makers to act on (Vieweg 
et al., 2014).

3  Research design
3.1  Approach for multi‑level situational awareness 

detection
The flowchart of the developed approach is illustrated in 
Fig. 2. The procedure includes the following parts. First, 
historical disaster-related tweets would be collected 
and labeled manually. Two-level categories should be 
labeled for each tweet. The first level is to determine if 
the tweet is related to the disaster event (perception-
level situational awareness), i.e., binary classification. 
The second level is to categorize the disaster-related 
tweets into six humanitarian categories (humanitarian-
level situational awareness). Second, historical tweets 
should be preprocessed and pre-trained by Word2vec so 
that the text can be converted into a numerical format. 
In order to build a deep learning classifier, the preproc-
essed data can be split into the training set (70%), the 
validation set (10%), and the test set (20%). Third, when 
a hurricane is approaching, the geotagged tweets can be 
crawled based on the Twitter Streaming API. The classi-
fier would be used to detect perception-level situational 
awareness (binary classification) and humanitarian-level 
situational awareness (six-category classification) for 

Fig. 2 The framework for multi-level situational awareness analysis
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each tweet, respectively. Simultaneously, to understand 
action-level situational awareness, the dependency 
parser would be employed to extract all noun-verb pairs 
in each tweet so as to extract the up-to-date topics. 
Finally, to shed light on the resilience and social vulner-
ability of the community, it is necessary to estimate the 
demographics of Twitter users.

3.2  Deep learning model
In order to identify perception-level situational aware-
ness and humanitarian-level situational awareness, the 
deep learning model can be used for the classification 
tasks. However, insufficient labeled data in the early 
phase of a disaster hinders machine learning tasks, which 
delays disaster response. To enrich the labeled data, I 
applied a graph-based deep learning framework that 
could be employed to learn an inductive semi-supervised 
model. The specific approach of graph-based semi-super-
vised learning with convolution neural networks can be 
found in Alam et  al. (2018). The graph-based network 
learns internal representations of the input by predict-
ing contextual nodes in a graph that encodes similarity 
between labeled and unlabeled training data. To accom-
plish the task, I performed the training using the function 
of semi_supervised.LabelPropagation from the package 
sklearn in Python.

Technically, calculating distance between n(n− 1)/2 
pairs of tweets to construct the graph is extremely expen-
sive. Hence, I adopted the k-nearest neighbor-based 
method to find the nearest neighbors of tweets (k=10 
in this study). The nearest neighbor graph consists of n 
vertices. Moreover, for each vertex, there is an edge set 
consisting of a subset of n tweets. The edge is defined 
by the distance measure d(i, j) between tweets ti and tj, 
representing the similarity between the two tweets. Then 
I used pre-trained word embeddings to initialize the 
embedding matrix E in the network and trained a con-
tinuous bag-of-words (CBOW) Word2vec model (vector 
dimensions=300, window size=5) (Mikolov et al., 2013). 
The word embeddings were generated using the Gensim 
package in Python. Before training the deep learning 
model, I preprocessed all tweets by normalizing all char-
acters to the lower-cased forms, removing special char-
acters (i.e., ‘#$%^&*’), spelling out every digit, truncating 
elongations to two characters, converting all usernames 
to “userID”, and converting all URLs to “HTTP”. It is also 
essential to remove all punctuation marks except for 
periods, semicolons, questions, and exclamation marks.

3.3  Twitter dependency‑parser
To perform the action-level analysis of situational 
awareness detection, practitioners are quite interested 

in a specific topic discussed in each tweet. In this sense, 
the dependency parser can be employed to explore the 
representative part-of-speech (POS) taggers in each 
tweet. However, explicitly matching all nouns and verbs 
in a sentence is still challenging, not to mention that 
the tweet is informal in many cases. For instance, in the 
tweet: “New construction just collapsed in front of me 
in Panama City Beach from #Hurricane Michael!!! Now 
pray for the people affected”, the words ‘collapsed’ and 
‘pray’ could be actionable verbs for decision-makers. 
The challenge is that the noun ‘construction’ is only 
supposed to be related to the term ‘collapsed’, instead 
of ‘pray’. In other words, (construction, collapsed) is an 
actionable event, whereas (construction, pray) is not. 
In addition, expected nouns do not necessarily appear 
adjacent to the verbs. For example, in the tweet, “Dev-
astation in northwest Florida: strong bursts of Hurri-
cane caused serious damage in residential areas. This 
is the panorama in Panama City. #HurricaneMichael”, 
(damage, caused) is expected to be extracted as an 
actionable event for the response teams. However, the 
noun ‘Hurricane’ stays closer to the verb ‘caused’ than 
the noun ‘damage’. In this sense, (hurricane, caused) 
would be identified automatically based on traditional 
POS taggers.

To address the aforementioned challenges, some new 
methods to construct the dependency relationship of 
tokens in tweets in the text-mining domain have been 
developed in the literature (e.g., Cai et  al., 2009; Kong 
et  al., 2014). Based on the approaches from Cai et  al. 
(2009) and Kong et  al. (2014), a noun can be matched 
with a verb based on the Twitter dependency parser. 
The representative noun-verb pairs in a tweet can rap-
idly reveal actionable information expressed by a user 
so as to help response teams understand the individ-
ual’s need rapidly. To accomplish this challenge, this 
paper employed TWEEBOPARSER (https:// github. com/ 
ikeko nglp/ Tweeb oPars er), the first syntactic depend-
ency parser designed explicitly for English tweets (Kong 
et al., 2014). But if we aim to know the most representa-
tive noun-verb pairs within a region, further analysis is 
needed. Inspired by Rudra et al. (2018), we can rank the 
identified noun-verb pairs based on different factors. 
First, we can calculate the Szymkiewicz-Simpson overlap 
score of a pair P (N, V) using Equation 1:

where X, Y represents the set of tweets containing N 
and V, respectively. However, Equation 1 alone does not 
discriminate between frequent and infrequent noun-verb 
pairs. Then, a discounting factor δ proposed by Pantel 
and Lin (2002) is also calculated to take the frequency of 

(1)Score(P) =
| X ∩ Y |

min (|X |, |Y |)

https://github.com/ikekonglp/TweeboParser
https://github.com/ikekonglp/TweeboParser
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the noun-verb pair into consideration. The factor δ can 
be represented by the Equation 2:

Then, the weight score of a noun-verb pair is calculated 
using Equation  3, which reflects the importance of the 
sub-event:

3.4  Demographic inference
To protect the privacy of users, the demographic 
information of Twitter users is not displayed in the 
user profile. To enrich the findings of this research, 
we estimated the Twitter user’s gender and race 
using their usernames using the approach adopted 

(2)δ(P) =
| X ∩ Y |

1+ (|X |, |Y |)
∗

min (|X |, |Y |)

1+min (|X |, |Y |)

(3)Weight(P) = Score(P) ∗ δ(P)

by Yuan et  al. (2021). First, it is to preprocess Twit-
ter users’ initial usernames, including removing 
punctuations in Twitter users’ names and dividing 
usernames into tokens by white space. After that, it 
is essential to remove the titles (e.g., professor and 
president), suffix acronyms (e.g., M.D. and M.A.), 
and prefix acronyms (Mr. and Ms.) in usernames. 
Next, two databases can be used to infer gender and 
race, respectively. The last names database contains 
162,254 last names from the 2017 Census and the 
ratio of users of different races. According to the 
highest ratio of race corresponding to the first name 
and surname in the United States Census Bureau 
data, the user’s race can be estimated. To infer users’ 
gender, I employed the first name database with 
32,469 first names, including 18,309 and 14,160 first 
names for females and males, respectively. Thereaf-
ter, the gender of every user can be classified through 
the user’s first name.

Fig. 3 Study area and the impacted area of Hurricane Michael
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4  Case study and data
4.1  Hurricane Michael and study area
To show the feasibility of the developed framework, I 
applied the multi-level analytic framework to investigate 
the impacts of Hurricane Michael. Hurricane Michael 
was the fourth-strongest landfalling hurricane in the 
United States on record. Once making landfall on Oct. 10, 
2018, Hurricane Michael began to weaken, as it moved 
into South Carolina early on Oct. 11. Fig. 3 indicates that 
the main impacted areas include northwest Florida and 
southern Georgia. Then, I captured geotagged tweets 
using the Twitter Streaming API from Oct. 8, 12:00 am 

to Oct. 19, 11:59 pm. Specifically, each tweet contains the 
tweet ID, coordinates, registered city of the user, times-
tamp, and content. Note that we not only considered the 
tweets with coordinates, but also took the tweets with 
city information into account. The major reason is that 
the tweets with coordinates only account for less than 
2% of the total tweets. Nevertheless, if the Twitter user’s 
city information is also considered, there would be over 
20% of tweets that contain location information. There-
after, this study would aggregate the detected results 
on a county level. To analyze the situational awareness 
changes over time, I divided the collected tweets into 

Table 1 Class distribution of annotated disaster events

Humanitarian‑level Category Affected 
Individual

Donations and 
Volunteering

Infrastructure 
and Utility

Sympathy 
and Support

Other Useful 
Information

Not Related or 
Irrelevant

Total

2013 Pakistan Earthquake 261 228 21 146 554 247 1,457

2014 California Earthquake 167 58 312 125 80 764 1,506

2014 Chile Earthquake 249 12 43 931 840 363 2,438

2014 India Floods 995 46 67 72 312 483 1,975

2014 Mexico Hurricane Odile 191 181 675 236 382 42 1,707

2015 Nepal Earthquake 756 1,001 50 1,017 1,504 6,658 11,284

2015 Vanuatu Cyclone Pam 254 383 231 320 668 713 2,569

2014 Philippine Typhoon Hagupit 127 388 301 424 9,103 159 10,502

Other disasters 943 636 492 1467 1,742 929 6,209

Total 3,943 2,933 2,192 4,738 15,185 10,358 39,647

Table 2 Binary classification results of tweets (perception-level situational awareness)

Natural Disaster Events Models Area Under the Curve (AUC) F1‑score

SVM RF Graph‑based 
CNN

SVM RF Graph‑based CNN

2013 Pakistan Earthquake Mevent 77.43 79.17 82.16 0.771 0.782 0.813

Mcross 70.36 71.24 74.92 0.692 0.715 0.751

2014 California Earthquake Mevent 77.54 78.97 80.23 0.756 0.772 0.791

Mcross 52.89 55.89 63.87 0.501 0.534 0.615

2014 Chile
Earthquake

Mevent 89.36 89.23 92.95 0.882 0.890 0.928

Mcross 80.12 80.06 83.92 0.802 0.801 0.828

2014 Mexico Hurricane Odile Mevent 92.13 93.54 95.36 0.919 0.936 0.965

Mcross 85.77 87.17 88.26 0.842 0.867 0.8813

2014 India
Floods

Mevent 90.07 91.12 93.23 0.901 0.908 0.936

Mcross 83.92 84.78 85.89 0.839 0.849 0.860

2015 Nepal Earthquake Mevent 82.03 83.25 85.97 0.809 0.812 0.831

Mcross 79.12 80.21 81.12 0.769 0.788 0.783

2015 Vanuatu
Cyclone Pam

Mevent 87.12 88.67 91.23 0.855 0.867 0.893

Mcross 78.23 79.12 84.36 0.761 0.782 0.823

2014 Philippines Typhoon Hagupit Mevent 81.09 82.95 87.01 0.791 0.803 0.852

Mcross 71.79 72.98 81.78 0.684 0.693 0.796

Average difference between
Mevent and  Mout

9.32
(6.12)

9.43
(5.58)

8.00
(3.38)

0.10
(0.06)

0.09
(0.06)

0.08
(0.04)
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three groups: before the hurricane made landfall (Oct. 8, 
12:00 am - Oct. 10, 2:00 pm), during the hurricane event 
(Oct. 10, 2:00 pm- Oct. 12, 11:59 pm) and after the hur-
ricane dissipated (Oct. 13, 12:00 am – Oct. 19, 11:59 pm).

4.2  Labeled disaster‑relevant dataset
A major reason that not many studies adopt the super-
vised learning method is that creating a large and labeled 
Twitter corpus is time-and-money consuming. Imran, 
Mitra, and Srivastava (2016) first opened their labeled 
disaster-relevant Twitter datasets, which contain nearly 
50,000 labeled tweets. In this research, regarding the per-
ception-level situational awareness, tweets can be catego-
rized into two classes, Disaster-relevant and Not related. 
In terms of humanitarian-level situational awareness, six 
categories are specified. The dataset used in this study 
contains eight disaster events. The distribution of catego-
rized tweets can be seen in Table 1. Then, I built a deep 
learning classifier using graph-based semi-supervised 
learning and trained the model based on the categorized 
tweets.

5  Results and findings
5.1  Accuracies of the deep learning model
Table 2 indicates the results of the accuracy of the deep 
learning model for detecting perception-level situational 
awareness. Mevent represents that the model of a disaster 

event is only trained and tested based on the tweets gen-
erated in this event (defined as event-based data). Mcross 
represents that the model is trained and tested based on 
tweets from other events. To be consistent with the exist-
ing work (e.g., Nguyen et al., 2017; Yu et al., 2019), I com-
pared the performance of the deep learning model with 
traditional machine learning models, namely Random 
Forest (RF) and Support Vector Machine (SVM). Uni-
gram, bigram, and trigram features are generated from 
the tweets as features for training RF and SVM models. 
Table 2 further shows that the graph-based CNN model 
outperforms the traditional machine learning models 
irrespective of if the model is trained with event-based 
data or cross-event data. In addition, Table  2 indicates 
that the AUC derived from cross-event data is lower than 
that derived from the event-based data. An interesting 
finding is that the average difference number between 
Mevent and Mout in Table  3 is less than that in Table  2. 
Therefore, even though the accuracy of binary classifica-
tion would be higher than that of the multiclass task, the 
multiclass classifier shows higher robustness with cross-
event data.

5.2  Accuracy of dependency‑parser
To explore the performance of the action-level situ-
ational awareness detection, I calculated the accu-
racy of extracted noun-verb pairs. In specific, two paid 

Table 3 Multi-class classification results of tweets (humanitarian-level situational awareness)

Natural Disaster Events Models Accuracy Macro F1

SVM RF Graph‑based 
CNN

SVM RF Graph‑
based 
CNN

2013 Pakistan Earthquake Mevent 72.15 73.01 74.13 0.684 0.692 0.713

Mcross 67.85 69.77 70.01 0.663 0.672 0.688

2014 California Earthquake Mevent 69.87 70.17 72.23 0.678 0.682 0.709

Mcross 65.71 66.21 68.98 0.645 0.652 0.671

2014 Chile
Earthquake

Mevent 71.98 73.21 75.12 0.725 0.733 0.752

Mcross 68.98 70.12 72.23 0.691 0.701 0.712

2014 Mexico Hurricane Odile Mevent 67.54 68.43 70.78 0.640 0.696 0.716

Mcross 64.47 66.02 68.87 0.621 0.672 0.702

2014 India
Floods

Mevent 81.19 82.73 85.86 0.810 0.832 0.863

Mcross 77.98 78.77 81.23 0.792 0.811 0.832

2015 Nepal Earthquake Mevent 67.28 68.46 70.12 0.793 0.707 0.712

Mcross 66.12 67.34 69.68 0.771 0.683 0.692

2015 Vanuatu
Cyclone Pam

Mevent 70.98 71.26 72.23 0.702 0.712 0.709

Mcross 67.32 68.25 70.19 0.687 0.692 0.676

2014 Philippines Typhoon Hagupit Mevent 81.79 82.15 83.41 0.791 0.818 0.859

Mcross 77.12 78.23 80.09 0.765 0.784 0.823

Average difference between
Mevent and  Mcross

3.40
(1.02)

3.09
(0.91)

2.83
(1.25)

0.02
(0.01)

0.03
(0.01)

0.03
(0.01)
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volunteers manually identified the noun-verb pairs in 
a tweet, which is seen as the ground truth of actionable 
information for the tweet. For each disaster event, 100 
tweets are randomly selected. Note that many tweets do 
not include a valid noun-verb pair because of the infor-
mal grammar. I only selected tweets that contain at least 
one noun-verb pair. Assume that there are n noun-verb 
pairs in a tweet, and m noun-verb pairs are correctly 
automatically extracted. In this sense, the accuracy of 
the noun-verb pair identification for one tweet is m/n. By 
averaging the accuracies of sampled tweets in each dis-
aster event, the overall accuracy of the noun-verb pair 
extractions could be evaluated.

Table 4 indicates the accuracy of extracting noun-verb 
pairs in each disaster event. Clearly, the average accuracy 
value for all examined tweets is 0.686. The main type of 
error in the extracted noun-verb pairs is the mismatch 
of nouns and verbs in a tweet. For instance, in the tweet 
“#HurrincaeMichael cuts power lines in Mexico Beach.”, 
the extracted noun-verb pair is (lines, cuts) whereas the 
accurate pair is (power, cuts), which represents more 
actionable information. In addition, the informal usage 
of English grammar may also lead to mismatches. It is 
worth noting that the accuracy of 2014 California data is 
significantly higher than that of others. Part of the reason 
is that the disaster event occurred in the US and the users 

may have a good command of English grammar. Overall, 
even though the accuracy varies with the disaster event, 
the results reveal nevertheless that the dependency-
parser approach can automatically extract the actionable 
information of a tweet with an accuracy of around 0.7. 
Considering that ambiguity remains a major challenge in 
the NLP domain, the accuracy of the method is accept-
able in practice.

5.3  Perception‑level situational awareness
Based on the pre-trained deep learning model, deci-
sion-makers can predict the perception-level situational 
awareness of captured tweets to have a big picture of 
the disaster impact. Fig.  4 indicates the spatial distri-
bution of the percentage of disaster-relevant tweets. 
It is not surprising that before Hurricane Michael, the 
coastal counties would exhibit a higher level of percep-
tion of the upcoming disaster (see Fig. 4a). More specif-
ically, Hurricane Michael first made landfall in Panama 
City and Mexico Beach City based on Fig.  4, so that 
residents would be more concerned about the disaster 
before the hurricane. Even though some coastal coun-
ties are not indeed affected by the hurricane, the per-
ception of coastal counties before the hurricane is also 
higher than inland counties. It could be because the 
predicted hurricane trajectory is unpredictable so that 

Table 4 Accuracy of noun-verb pair extraction in each disaster event

SD Standard Deviation

2013 
Pakistan 
Earthquake

2014 California
Earthquake

2014 Chile
Earthquake

2014 Mexico 
Hurricane 
Odile

2014 India
Floods

2015 Nepal 
Earthquake

2015 Vanuatu
Cyclone Pam

2014 Philippines 
Typhoon Hagupit

Total

Accuracy 0.701 0.745 0.667 0.712 0.692 0.656 0.668 0.693 0.696

SD 0.121 0.132 0.112 0.096 0.104 0.143 0.154 0.124 0.127

N 100 100 100 100 100 100 100 100 800

Fig. 4 Spatial distribution of perception-level GSA before, during and after Hurricane Michael
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the uncertainty makes the residents in coastal counties 
also concerned. Fig. 4b also shows that counties along 
the path of Hurricane Michael have a higher percentage 
of disaster-related tweets during Hurricane Michael. 
Intuitively, people would have a higher level of percep-
tion when they are in the disaster-affected area, mean-
ing that perception-level situational awareness could 
quickly help decision-makers have a big picture of the 
mainly impacted regions. An interesting finding after 
the hurricane is that the less impacted regions, such 
as counties in northern Georgia, have more concerns 
about the hurricane (Fig. 4c).

It is worth noting that residents in the most damaged 
coastal cities (i.e., Panama City and Mexico Beach City) 
were concerned about the hurricane all the time. How-
ever, the percentages of perception-level situational 
awareness in coastal counties are the highest before 
the hurricane (Fig.  4a). Relatively, the percentages of 
perception-level situational awareness in Panama City 
and Mexico Beach City are in the range of 30%-50% 
during and after the hurricane. The result shows that in 
regions that would be severely impacted, the expressed 
perception of the disaster is most significant before the 
hurricane. One possible explanation for this finding 
is that residents may be more concerned about their 
own safety during and after the hurricane, instead of 
expressing their concerns about the disaster on social 

media platforms. Another possible reason could be 
that local communication infrastructures were dam-
aged due to the hurricane so that few people would 
get access to the Internet during and shortly after the 
hurricane.

5.4  Humanitarian‑level situational awareness
Figure  5 indicates the spatial distribution of tweets cat-
egorized by the humanitarian topics before, during, and 
after the hurricane. Specific findings of each category can 
be seen below.

5.4.1  Affected individual
Tweets in this category account for the least percentage. 
Only during the hurricane, Affected Individual tweets are 
mainly located in the most impacted regions (Fig.  5a2). 
Intuitively, the percentages before the hurricane are 
less than that during the hurricane, considering that 
the hurricane has not made landfall yet and no damage 
occurred. The identified tweets associated with Affected 
Individual can help disaster management organizations 
quickly estimate the fatalities and injuries during and 
shortly after the disaster event. Admittedly, the estimated 
numbers may not be accurate. But the magnitudes of the 
numbers nevertheless help decision-makers understand 
the general severity of the disaster in terms of affecting 
local residents.

Fig. 5. Spatial distribution of humanitarian-level situational awareness before, during, and after the hurricane
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5.4.2  Donations and volunteering
Figure 5b1 shows that the tweets in the category Dona-
tions and Volunteering are randomly distributed before 
the hurricane. The reason is that people are not sure 
which region would be severely damaged by the hur-
ricane. Figure  5b2 shows that Twitter users in the 
impacted regions would be more concerned about 
donations during the hurricane so that they express 
their needs via Twitter. Figure  5b3 indicates that after 
Hurricane Michael, the percentage of tweets associ-
ated with Donations and volunteering increases signifi-
cantly, meaning that people are more willing to help the 
impacted cities after the disaster event. The result could 
be used to help the state government optimize the dis-
tribution of relief materials before, during, and after the 
hurricane.

5.4.3  Infrastructure and utility
Regarding the tweets associated with Infrastructure 
and Utility, the spatial distribution is highly corre-
lated with the geographic path of the hurricane. Peo-
ple would respond to and spread the incident shortly 
after it happens. For example, it is very common that 
drivers would report a road segment damage or block 
when they are on site. Specifically, before the hurricane 
made landfall, some Twitter users had been concerned 
about the infrastructure and utility damages (Fig. 5c1). 
Figure  5c2 indicates that the infrastructure and util-
ity damages in the mainly impacted regions are more 
frequently mentioned on Twitter during the hurricane. 
The spatiotemporal pattern of this humanitarian cat-
egory is able to help decision-makers determine the 
priority in terms of repairing the infrastructures and 
utilities in the disaster event.

5.4.4  Sympathy and support
Figure 5d1 indicates that Twitter users in coastal counties 
would like to express their sympathy and support before 
the hurricane made landfall. An interesting finding is that 
users in the most impacted areas are not likely to express 
sympathy and support during and after the hurricane 
(Fig.  5d2 and Fig.  5d3). By contrast, Twitter users from 
counties closer to the impacted area show more sympa-
thy and willingness to emotionally support affected peo-
ple online. It is reasonable because people in safe areas 
would prefer to pray for the impacted cities and encour-
age more people to provide essential support.

5.4.5  Other useful information
Compared to other categories, the tweets classified as 
Other Useful Information account for the most percent-
age, whereas Tweets in this category are relatively ran-
domly distributed. A surprising finding is that, after the 
hurricane, Twitter users in many counties from Alabama 
show more concern for the hurricane even though they 
are just slightly influenced by the hurricane.

5.5  Action‑level situational awareness
Based on the approach introduced in Section  3.3, I 
extracted the noun-verb pairs of each tweet. Then, I cal-
culated the importance of extracted pairs based on the 
Equation. 3. However, there are many disaster-irrelevant 
tweets that may impact the identification of specific 
noun-verbs associated with disasters. I therefore only 
listed the five most important noun-verb pairs identified 
in each humanitarian category (see Table 4).

In Table  5, each extracted noun-verb pair is followed 
by a number, which represents the weight (or the impor-
tance) of this pair calculated based on Equation.3. Gen-
erally speaking, the noun-verb pairs can allow response 

Table 5 Action-level situational awareness over different phases (top 5)

Phase Affected Individual Infrastructure and Utility Donations and Volunteering Sympathy and 
Emotional Support

Other Useful Information

Before (we, close), 0.31
(we, leave), 0.19
(hurricane, attack), 0.18
(mom, worry),0.15
(people, evacuate), 0.13

(flight, make), 0.25
(traffic, congest), 0.20
(airport, close), 0.17
(road, block), 0.14
(airport, shut), 0.13

(hurricane, hit), 0.23
(money, donate), 0.22
(friend, help), 0.17
(volunteers, help), 0.15
(hurricane, get), 0.12

(hurricane, pray), 0.21
(safe, stay), 0.16
(god, bless), 0.15
(Florida, pray), 0.09
(Florida, help), 0.07

(storm, come), 0.33
(storm, report), 0.15
(rain, start), 0.13
(rain, come), 0.11
(landfall, make), 0.06

During (we, evacuate), 0.24
(people, evacuate), 0.22
(I, leave), 0.18
(we, leave), 0.14
(nobody, hurt), 0.12

(road, block), 0.31
(airport, shut), 0.29
(closure, force), 18
(electricity, lost), 13
(power, lost), 13

(supplies, get), 0.21
(help, need), 0.19
(money, support), 0.18
(volunteer, need), 0.14
(donation, support), 0.12

(family, pray), 0.44
(Florida, pray), 0.32
(we, pray), 0.28
(Florida, pray), 0.16
(boats, rescue), 0.15

(category, downgrade), 0.21
(hurricane, rain), 0.17
(place, ruin), 0.12
(landfall, make), 0.10
(we, reopen), 0.08

After (hurricane, beat), 0.20
(we, survive), 0.18
(survivor, be), 0.15
(citizens, trapped), 0.12
(crew, thank), 0.12

(power, lost), 18
(house, inundate), 18
(house, clean), 16
(water, go), 14
(airport, open), 13

(we, donate), 0.20
(Florida, help), 0.12
(money, prepare), 0.10
(money, need), 0.09
(we, rebuild), 0.05

(guys, love), 0.30
(prayer, thank), 0.28
(staff, beg), 0.17
(safe, stay), 0.15
(god, bless), 0.12

(today, open), 0.20
(clouds, come), 0.17
(hurricane, stop), 0.16
(hurricane, left), 0.13
(storm, left), 0.10
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teams to rapidly know the specific topic, emergency, or 
needs in each tweet. For instance, Table  5 shows that 
the pairs (traffic congested) and (road, block) are highly 
important in the humanitarian category Infrastructure 
and Utility, meaning that the specific road has been 
blocked or congested. Thereafter, the decision-makers 
can extract tweets containing related pairs and check 
the location of these tweets, so that the evacuation route 
and traffic could be rearranged. Similarly, the pair (house, 
inundate) appears frequently after the hurricane dissi-
pated, which would remind rescue teams that people may 
be trapped in the houses.

Apart from specific information that is beneficial to 
rescue teams, Table 5 indicates some interesting patterns 
in each humanitarian category. For the category Affected 
Individual, people are more concerned about the evacua-
tion before and during the hurricane. An interesting find-
ing is that before the hurricane, the pair (we, close) is the 

most important within the study area. By checking the 
original tweets, I found that many Twitter users send-
ing this topic were restaurant and store owners. They 
closed their places and spread the shutdown information 
on Twitter. For the category Infrastructure and Utility, 
transportation infrastructures and power infrastructures 
are more frequent before and during the hurricane. After 
the hurricane, people would be more concerned about 
their properties. An unexpected finding in the category 
Donations and Volunteering is that (hurricane, hit) is the 
most frequent pair before the hurricane. It is because 
many humanitarian and aid organizations prefer to warn 
about the hurricane landfall in advance, and then encour-
age people to donate money. In this sense, the tweet con-
taining (hurricane, hit) often includes more than one 
noun-verb pair. In specific, most of the tweets contain-
ing the (hurricane, hit) pair also contain the pair (money, 
donate) or (we, donate). In terms of the category Other 

Fig. 6 Perception-level and humanitarian-level situational awareness by gender and race/ethnicity

Table 6 Action-level situational awareness by gender and race/ethnicity (top 10)

White Hispanic Black Asian Female Male

(storm, come)
(safe, stay)
(hurricane, hit)
(money, donate)
(traffic, congest)
(power, lost)
(house, clean)
(hurricane, pray)
(rain, come)
(landfall, make)

(hurricane, rain)
(god, bless)
(rain, come)
(landfall, make)
(money, need)
(staff, beg)
(we, leave)
(mom, worry)
(we, survive)
(volunteer, need)

(hurricane, left)
(volunteers, help)
(prayer, thank)
(we, pray)
(people, evacuate)
(safe, stay)
(god, bless)
(we, reopen)
(donation, support)
(money, prepare)

(we, leave)
(hurricane, left)
(traffic, congest)
(we, rebuild)
(power, lost)
(airport, shut)
(money, support)
(storm, report)
(storm, left)
(clouds, come)

(hurricane, rain)
(we, leave)
(volunteers, help)
(family, pray),
(volunteer, need)
(house, inundate)
(house, clean)
(rain, come)
(people evacuate)
(friend, help)

(storm, come)
(safe, stay)
(hurricane, hit)
(money, donate)
(hurricane, left)
(storm, report)
(money, donate)
(traffic, congest)
(staff, beg)
(we, leave)
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Useful Information, the extracted noun-verb pairs are 
mainly related to the landfall and dissipation of the hur-
ricane, and the weather conditions.

5.6  Disparities of situational awareness by demographics
The identification of demographic information allows 
me to explore the disparities of situational awareness by 
race/ethnicity and gender (Fig.  6). First, regarding race/
ethnicity, Whites are more likely to post disaster-related 
tweets during the hurricane compared to other groups at 
the perception level (Fig. 6a). Moreover, at the humani-
tarian level, I found that Blacks and Hispanics show more 
interest in donation and volunteering (Fig. 6c), which is 
caused by the more severe disaster impacts on the minor-
ity group, due to their insufficient preparations against 
the hurricane. In the meantime, Whites could have more 
concerns about the infrastructure and utility than other 
groups. For example, Whites are more likely to face traf-
fic congestion since they could have a higher rate of car 
ownership than minority groups. Second, considering the 
gender, I found that females are more concerned about 
the hurricane than males at the perception level (Fig. 6b). 
At the humanitarian level, it is clear that females show 
more interest in sympathy and donations than males 
(Fig. 6d).

I also summarized the top five topics at the action 
level across races/ethnicities and genders (Table 6). The 
results indicate that Whites show more interest in the 
hurricane before the event such as the noun-verb pair 
(storm, come) whereas Blacks and Asians are more con-
cerned about the post-disaster impact such as the pairs 
(hurricane, left), (people, evacuate), (we, leave), etc. 
Furthermore, I found that Whites and Asians are more 
interested in the impact on infrastructure such as the 
pairs (traffic, congest) and (power, lost). With regard to 
the gender difference, it is clear that females show more 
sympathy such as the pairs (volunteers, help), (volun-
teer, need), etc., and infrastructures such as (house, 
inundate).

6  Conclusion
6.1  Limitations
So far, I have not discussed the limitations in terms of 
using Twitter to monitor situational awareness in a dis-
aster event.

First, Twitter users cannot represent all local resi-
dents because not everyone uses Twitter. It has been 
widely acknowledged that some disadvantaged groups 
(i.e., low income, low education, and elderly) could 
lack the devices and motivations to access social media 
apps; thus, they may be less likely to publish or receive 
disaster-relevant information. In addition, based on 

the privacy policy of Twitter, only a small percentage 
of geotagged tweets with coordinates are accessible 
for public use (less than 2%). Even though I also con-
sider the tweets with city information in this study, the 
geolocation tweets are still less than 10%. Furthermore, 
uncertainty and representativeness have been found in 
previous studies (e.g., Starbird et  al., 2016; Pavalana-
than & Eisenstein, 2015).

Second, the quality and amount of training data deter-
mine the effectiveness and accuracy of the proposed 
approach. Specifically, for detecting perception-level 
and humanitarian-level situational awareness, the deep 
learning model heavily depends on labeled tweets. One 
concern of labeled tweets is that some tweets may belong 
to more multi-categories on the humanitarian level. For 
instance, the tweet “The airport passenger terminal will 
close tomorrow# Pray for Florida.” can belong to both 
Infrastructure and utility damage and Sympathy and 
emotional support. This common and inevitable problem 
may decrease the performance of the proposed approach. 
However, given these disadvantages, Goodchild and 
Glennon (2010) demonstrated that the benefits of using 
the geotagged social media data outweigh its limitations.

Third, this study filtered the Twitter users using their 
usernames from disaster-related tweets in order to infer 
their demographic characteristics. However, the filtered 
tweets’ representativeness in the overall disaster-related 
tweets remains to be enhanced because not all Twitter 
users use real names as their usernames. While this study 
ignored this representativeness issue, future work could 
further examine the accuracy of this method.

7  Conclusion
This study contributes to the literature from two 
aspects. First, to meet the demand from different 
stakeholders, I developed a multi-level framework for 
detecting situational awareness using Twitter data in 
disaster management. This framework is not only fea-
sible for analyzing Twitter data, but also for conven-
tional approaches (e.g., survey or interview) in terms 
of the investigation of situational awareness. Second, I 
examined the performance of using cross-event tweets 
in perception-level and humanitarian-level situational 
awareness detections, regarding those previous meth-
ods are mostly based on event datasets that are not 
practical when the event data is not available. In addi-
tion, to demonstrate the reliability of the action-level 
situational awareness detection, I examined the accu-
racy of the dependency parser in terms of extracting 
actionable noun-verb pairs.

In my future work, I will integrate more open data, 
as well as traditional survey data, to monitor the resi-
dents’ situational awareness before, during and after a 
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hurricane. For instance, instead of only using Twitter 
as a data source, the authoritative datasets (e.g., remote 
sensing data) are expected to be combined to improve 
the identification of relevant messages from social 
media platforms. Moreover, to improve the accuracy 
and effectiveness of the analytic framework, I would 
annotate more tweets in more types of disaster events, 
so that the framework can be generalized to more types 
of disasters.
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