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Abstract

Learners use the distributional properties of stimuli to identify environmentally relevant categories in a range of perceptual
domains, including words, shapes, faces, and colors. We examined whether similar processes may also operate on affective
information conveyed through the voice. In Experiment 1, we tested how adults (18—22-year-olds) and children (8—10-year-olds)
categorized affective states communicated by vocalizations varying continuously from “calm” to “upset.” We found that the
threshold for categorizing both verbal (i.e., spoken word) and nonverbal (i.e., a yell) vocalizations as “upset” depended on the
statistical distribution of the stimuli participants encountered. In Experiment 2, we replicated and extended these findings in
adults using vocalizations that conveyed multiple negative affect states. These results suggest perceivers’ flexibly and rapidly
update their interpretation of affective vocal cues based upon context.

Keywords Emotion categorization - Vocal expression - Affect - Statistical learning

Central theoretical questions in emotion research concern the
issue of learnability. Emotion cues vary, to some extent,
across individuals, situations, groups, and cultures. This vari-
ability may be construed as evidence that emotions would be
too difficult to learn without the existence of some stable
emotion categories across individuals or, conversely, that the
amount of variability itself argues against any core set of emo-
tion categories. Both of these positions have been articulated
in the literature (Barrett et al., 2019; Keltner et al., 2019;
Scarantino, 2014). Yet, there is no question about the fact that
despite the variability encountered, children and adults con-
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tinue to refine and use perceptual categories to systematically
distinguish between emotional states. The present study ex-
plores whether the perceptual variability in emotion cues is
itself an important source of emotion learning. To do so, we
examine whether individuals can track and use variability in
the distribution of the cues they encounter in their perceptual
categorization of emotion.

One path to progress on this question about the role of
variability in emotion learning is to draw from advances in
the field of language learning. A central question in the field of
speech perception has been how to understand the efficiency
of speech perception given the “lack of invariance” in the
input people receive (Liberman, 1957; Liberman et al.,
1967). A phoneme—the smallest unit of sound that makes
up language, like the /€/ in “pen”—can sound very different
depending on who is saying it, the context or co-articulation of
the phoneme with other aspects of an utterance, speech con-
ditions, and random errors in speech production (Miller &
Eimas, 1995). As an example, the /€/ in “pen” will sound
slightly different depending on whether it is produced by an
adult or child, how fast or slow someone is speaking, the
dialect of the speaker, and the sounds produced right before
or after the word (e.g., Kleinschmidt & Jaeger, 2011). Yet
despite this variation, humans learn to perceive speech sounds
categorically, quickly, and with high accuracy.
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One mechanism that supports perceptual learning of speech
cues is humans’ ability to track and adapt to the distributional
properties of acoustic input (Kleinschmidt & Jaeger, 2015;
Samuel & Kraljic, 2009). Categorization of phonemes is sur-
prisingly relative as well as context- and speaker-dependent.
For example, individuals are able to quickly adjust to different
rates of speaking (Newman & Sawusch, 1996), differences in
speech caused by vocal tract size (Johnson, 2005), foreign-
accented speech (Clarke & Garrett, 2004; Xie et al., 2018),
dialects (Dahan et al., 2008), and variation in vowel pronun-
ciation (Weatherholtz, 2015). These rapid adaptations are not
always temporary; rather, they can update perceivers’ repre-
sentations over time and transfer to novel situations and
speakers (Clarke-Davidson et al., 2008; Kleinschmidt, 2019;
Weatherholtz & Jaeger, 2016; Xie et al., 2018).

Here, we examine whether learning that is based upon
the distributional properties of perceptual input also ap-
plies to vocal emotion cues. This type of learning has
already been implicated in a range of developmental pro-
cesses that includes children’s category learning in lan-
guage (Saffran, 2020), faces (Dotsch et al., 2017), color,
and action sequences (see Frost et al.,, 2019 for review).
For instance, distributional statistics can aid children’s
language learning by allowing them to detect phoneme
categories (Maye et al., 2002) and can influence adults’
color perceptions based on the amounts of each color in
their current environment (Levari et al., 2018). Recent
findings suggest that distributional information also influ-
ences the learning of visual facial cues for emotion cate-
gories (Levari et al., 2018; Plate et al., 2019; Plate et al.,
in press). Brief exposure to images of a person who was
either facially expressive or unexpressive caused children
and adults to shift their threshold for categorizing a face
as emotional.

The vocal expression of affect parallels these other do-
mains in many respects. Specifically, there are statistical con-
sistencies in how some affective states are conveyed (Banse &
Scherer, 1996; Juslin & Laukka, 2001; Sauter et al., 2010).
For example, anger is often conveyed with high pitch, high
intensity, and, if using spoken word, rapid speech rate
(Johnstone & Scherer, 2000; Scherer, 2019). However, vocal
affect also reflects a “lack of invariance™: similar vocal prop-
erties (such as high pitch) can predict different emotions,
speaker differences that affect speech perception can also im-
pact vocal emotion, and there are currently no one-to-one
mappings between any combinations of acoustic features
and a specific emotion (Ito, 2018; Sauter et al., 2010).

The present work examines whether similar distributional
learning processes also operate on affective information con-
veyed through the voice. Testing this idea is important be-
cause some reports suggest that this type of learning may be
specific to some modalities, such as auditory versus visual, or
specific to certain kinds of stimuli, evidenced by the lack of
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transfer learning of novel stimuli (Frost et al., 2015).
Moreover, learning performance across different modalities
is often weakly correlated (Siegelman & Frost, 2015), making
it important to test assumptions of generalizability. We also
examined this learning process in children, who are still ac-
quiring vocal emotion categories, based upon data indicating
that prior knowledge and experience with stimuli affects sta-
tistical learning (Siegelman et al., 2018). To do so, we tested
8- to 10-year-olds because children at this age can rely on
either lexical or prosodic information to interpret auditory ex-
pressions of emotion (e.g., Friend & Bryant, 2000; Morton &
Trehub, 2001), but have lower accuracy than adults when
identifying auditory emotion categories (Aguert et al., 2013;
Morningstar, Ly, Feldman, & Dirks, 2018; Morningstar,
Nelson, & Dirks, 2018).

We tested how perceivers categorized nonverbal (i.e., a
yell) and verbal (i.e., spoken word, with hostile tone) auditory
stimuli of different emotional intensities as either “calm” or
“upset.” We include both verbal and nonverbal stimuli as both
adults and children tend to have higher accuracy recognizing
nonverbal vocalizations (Hawk et al., 2009; Sauter et al.,
2013), and this could impact how individuals adjust to these
vocalizations. In Experiment 1, children and adults were
trained to a baseline and then exposed to different distributions
of'vocal stimuli—that is, vocal stimuli with different ranges of
intensity. Thus, after training, some participants were exposed
to a greater proportion of vocal cues at higher intensities (upset
shifted), some participants were exposed to a greater propor-
tion of vocal cues at lower intensities (calm shifted), and some
participants were exposed to the same proportion of stimuli
throughout the entire study (unshifted).

We predicted that adults and children exposed to these
different ranges of vocal stimuli would adjust how they
categorized whether or not vocalizations were “upset.”
For instance, participants who were exposed to more in-
tense ranges might categorize certain vocalizations as
“calm,” whereas participants exposed to less intense ranges
might categorize this same stimulus as “upset.” We pre-
dicted these changes in categorization because the distri-
butions of stimuli encountered are giving different infor-
mation about how expressive the individual is. Comparing
the performance of adults with children, who are still ac-
quiring emotion categories, afforded the opportunity to ex-
amine developmental differences in how representations of
affective vocal cues are updated. If children, in addition to
adults, exhibit such sensitivity to statistical distributions of
vocalizations, then statistical learning might support initial
acquisition of emotion cue categories just as it does learn-
ing in other domains. In Experiment 2, we use the same
paradigm to test the replicability of this perceptual mecha-
nism and determine if the effects hold when individuals
also need to track other negatively valenced emotions and
speakers.
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Experiment 1
Method
Participants

Eighty-four children (41 female; age range = 8—10 years,
Mage = 9.70 years, SDage = 0.88 years) and 87 adults (58
female; Mage = 19.10 years, SDage = 0.73 years) participated
in this experiment. We had three between-subject conditions
and aimed for 30 participants in each condition (90 total)
based on sample sizes of previous research (Experiment 1 in
Plate et al., 2019), however, we ended up slightly short of our
recruitment goal because of the COVID-19 outbreak. Since
we ended data collection early, we report post hoc power
analyses with the results; these should be interpreted with
the understanding that they were conducted after data collec-
tion (see Zhang et al., 2019). Two children completed only
one condition (verbal). Children were recruited from the com-
munity in Madison, Wisconsin (8.33% African American,
7.14% Asian American, 4.76% Hispanic, 2.38% more than
one race, 77.38% White). All children received a prize, and
parents received $25 for their participation. Adults were un-
dergraduate students at the University of Wisconsin-Madison
and received course credit (2.30% African American, 19.54%
Asian American, 11.49% Hispanic, 5.75% more than one
race, 60.92% White). The Institutional Review Board ap-
proved the research.

Stimuli

We presented participants with both nonverbal and verbal
auditory stimuli. Nonverbal stimuli, created using Soundgen,
were based on a male vocalization of a “yell” (roar 059;
Anikin & Persson, 2017). Validation for the stimuli is reported
in Anikin (2019) and R scripts generating the stimuli and the
stimuli themselves are available at: https://osf.i0/749xq/?
view_only=ef7f9d9509284¢d2927948509¢596db5).
Twenty-one nonverbal morphs were generated. These stimuli
were morphs from a neutral “ahh” (0% “upset”) to a hostile
“ahh” (100% “upset”) that varied in 5% increments in features
including pitch, amplitude/loudness, and other cues of vocal
quality (Banse & Scherer, 1996; Juslin & Laukka, 2001;
Sauter et al., 2010). Verbal stimuli were morphs of recordings
of'a male actor saying a statement (“I can’t believe you just did
that”) in both a neutral voice and an angry voice (see
Morningstar et al., 2017 for details about recording
procedure). Morphs were created by linearly manipulating
the waveform in 10% increments of the actor’s original por-
trayals from neutral to hostile, using STRAIGHT acoustic
manipulation tools (Kawahara et al., 2008) in Matlab. The
STRAIGHT tool manipulates FO, amplitude, spectral enve-
lope, and periodicity simultaneously at the spectrogram level

(Kawahara & Morise, 2011). This procedure yielded 10 re-
cordings ranging from 10% emotional intensity (i.e., 10%
anger, 90% neutral) to 100% emotional intensity (i.e., 100%
anger, 0% neutral). Validation of these stimuli in a forced-
choice emotion recognition task suggests that listeners’ (n =
190) capacity to identify these recordings as “angry” increased
with the emotional intensity of the morphs (Morningstar et al.,
under review), going from 11% accuracy for the 10% intensity
recording to 86% accuracy for the 100% intensity recording
(where chance was 14%). The difference in morphing incre-
ments for the verbal and nonverbal conditions occurred be-
cause of the stimuli availability. Additional details about the
creation and validation of stimuli are available in the
Supplemental Material.

Procedure

The present task tested how perceivers categorized auditory
cues of varying intensity as either “calm” or “upset.” The
experiment included three phases: (1) a practice phase, (2) a
training phase, and (3) a testing phase. The training phase
gave participants explicit feedback on whether each cue
should be categorized as “upset” or “calm” in order to create
a baseline category boundary. The testing phase examined
whether the category boundary established in the training
phase would shift in response to different statistical distribu-
tions of stimuli (e.g., in response to hearing more or less upset
vocalizations) in one of three conditions: calm shifted,
unshifted, or upset shifted. Participants completed the entire
procedure (practice, training, and testing) for both verbal and
nonverbal stimuli, with order counterbalanced across partici-
pants such that half participated first in the verbal condition
and half participated first in the nonverbal condition. Stimuli
were presented with PsychoPy (v1.83.04).

Practice Phase During the practice phase, participants were
introduced to “John” (neutral image of Actor 24 from the
MacArthur Network Face Stimuli Set; Tottenham et al.,
2009) and told that, “Just like everyone, sometimes John feels
upset and sometimes he feels calm. Today we need your help
figuring out if he is upset or calm.” Participants were then
taught that when John is feeling upset, he likes to “go to the
red room and practice boxing,” and when he is feeling calm,
he likes to “go to the blue room and read a book.” The goal of
this design was to task participants with predicting the next
action of the speaker based on their vocalization. On each trial,
participants saw an image of headphones, and had to click on
the headphones when they were ready to hear John make a
sound. After hearing the sound, participants selected either a
red room with an image of a punching bag (indicating they
think he feels “upset”) or a blue room with an image of an easy
chair and book (indicating they think he feels “calm”) using a
computer mouse (see Supplemental Material, Figure S1). The
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side of the screen where each room appeared was
counterbalanced between participants. Participants completed
6 practice trials with feedback (“Correct!” or “Incorrect!
Please try again”) and repeated incorrect trials until they
responded correctly. These practice trials included three calm
trials (0%, 10%, 20% upset morphs were labeled as “calm”)
and three upset trials (80%, 90%, and 100% upset morphs
were labeled as “upset”). The order of morphs was
randomized.

Training Phase During the training phase, participants com-
pleted 24 trials with feedback in random order. Stimuli
consisted of morphs ranging from 20% upset to 80% upset.
The 50% morph was omitted in order to emphasize the cate-
gory boundary at the midpoint. Participants received feedback
(“Correct!” or “Incorrect!”) after each trial, with “upset” being
the correct response for morphs greater than 50% upset, and
“calm” being the correct response for morphs less than 50%
upset.

Testing Phase During the testing phase participants completed
72 trials in random order. Participants were randomly
assigned to one of three conditions: calm shifted, unshifted,
and upset shifted. In the unshifted condition, participants
heard the same stimuli as in the training phase (20% upset to
80% upset with the 50% morph omitted to create a category
boundary). In the upset shifted condition, participants heard
stimuli with a higher average percentage of intensity (40%
upset to 100% upset with the 70% morph omitted to create a
category boundary). In the calm shifted condition, participants
heard stimuli with a lower average percentage of intensity (0%
upset to 60% upset with the 30% morph omitted to create a
category boundary). No feedback was given to participants
during this phase.

Results

We sought to analyze whether adults and children flexibly
shifted their category boundaries—the point on a morph con-
tinuum where they switched from categorizing the stimuli as
“calm” to “upset”—for both verbal and nonverbal vocaliza-
tions based upon the distributional sampling of the stimuli
they encountered. First, we evaluated whether participants
were able to learn the category boundary during the training
phase, and whether adults and children were able to similarly
learn this boundary. Determining participant behavior during
training ensures that differences observed at testing resulted
from the distributions of the stimuli, rather than some feature
of the stimuli or response biases that participants had prior to
participation in the experiment. Next, we evaluated if partici-
pants’ category boundaries changed based upon their expo-
sure to the distribution of stimuli during the training phase.
Figures depicting the training phase performance are available
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in the Supplemental Material. We analyzed verbal and non-
verbal conditions separately because our hypotheses were for-
mulated around learning based upon probabilistic sampling of
perceptual input, and we did not have a priori hypotheses
about differences across stimuli. However, we do present a
post hoc comparison of the verbal and nonverbal conditions
in the Supplemental Materials. Analyses were completed in R
version 3.6.2 (R Core Team, 2019) using the tidyverse pack-
age (Wickham et al., 2019), the Ime4 package for our mixed-
effects models (Bates et al., 2015), the ggplot2 (Wickham,
2016), and sjPlot (Liidecke, 2020) packages for our graphs
and tables, and the simr package for power analyses (Green
& MacLeod, 2016). Stimuli, data, task scripts, and R scripts
are available online at https://osf.io/749xq/?view_only=
ef7f9d9509284ed2927948509¢596db5. Although the
participants who produced these stimuli did not consent to
sharing the stimuli publicly online, they did give us
permission to share the stimuli with other researchers upon
request.

Do Perceivers Shift Their Categorization of Verbal
Vocalizations Based upon the Distribution of Stimuli They
Encounter?

Training Phase Both adults and children had high accuracy
(children mean accuracy = 97.4%; adult mean accuracy =
96.6%), where accurate means labeling a sound more than
50% upset as “upset” (by clicking the red room) and less than
50% upset as “calm” (by clicking the blue room). To look at
whether or not there were any group differences in accuracy,
we ran a logistic generalized linear mixed-effects models
predicting accuracy based on Age (children coded as — 0.5
and adults coded as 0.5) with a by-participant random inter-
cept. We found no difference in accuracy between adults and
children, b =—0.24, z=—1.13, p = .26, OR = 0.78. We also
tested for group differences in how likely adults and children
were to categorize each morph as “upset” (whether one age
group was more likely to identify morphs as upset earlier or
later in the continuum). To examine this, we used logistic
generalized linear mixed-effects models on children’s catego-
rization of the vocal expressions (“calm” = 0, “upset” = 1)
with a main effect of the Percent Upset of the stimuli (0% to
100% upset, mean-centered in increments of 10%), a main
effect of Age (Children vs. Adults), the interaction between
Percent Upset and Age, a by-participant random slope for
Percent Upset, and a by-participant random intercept.
Overall, no age differences in performance emerged during
the training phase. Both adults and children similarly learned
the category boundary, with vocal stimuli being more likely to
be categorized as “upset” with each 10% increase in intensity,
b=2.79,z=17.68, p <.001, OR = 16.28. There were no age-
related differences in learning the category boundary, b = —
0.14, z = — 0.65, p = .52, OR = 0.87, and no interaction
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between Age and Percent Upset, b =—0.21,z=—1.02, p =
.31, OR = 0.81.

Testing Phase Next we examined whether participants would
shift their emotion category boundaries after unsupervised
exposure to a new statistical distribution of vocal input with-
out feedback. We again used a logistic generalized linear
mixed-effects model. The full model regressed participant re-
sponses on a three-way interaction between Percent Upset
(mean-centered), dummy-coded Shift Type (calm shifted,
unshifted, upset shifted), and Age (Children vs. Adults) plus
all lower-order fixed effects, and a by-participant random
slope for Percent Upset and a by-participant random intercept.
As in the training phase, there were no differences in perfor-
mance between adults and children, b = 0.07, Xz(l) =0.03,p=
0.86, OR = 1.07. As predicted, exposure to shifted distributions
of vocal stimuli affected participants’ categorization, y*(2) =
489.07, p < .001 (Fig. 1). Those in the calm shifted condition
identified vocal stimuli as upset earlier in the morph continuum,
b=3.09, z=10.86, p < .001, OR = 21.97, while those in the
upset shifted condition identified vocal stimuli as upset later in
the morph continuum, b =—3.19, z=—10.84, p < .001, OR =
0.04. Those in the unshifted condition also had a steeper cate-
gory boundary between identifying stimuli as “upset” versus
“calm,” which was not unexpected as individuals in this condi-
tion did not have to learn a different category boundary from
training, x>(2) = 21.66, p < .001 (interaction between Percent
Upset and Shift Type, both dummy-coded terms were signifi-
cant in the expected direction as well). These results indicate
that participants adapted their categories about which auditory
cues constituted “upset” based on the distribution of auditory
morphs encountered in the shifted experimental conditions.

- 1.01
—
2
S os Shift Type
b5 —— Calm Shifted
206 — Unshifted
0.
o — Upset Shifted
0]
R~ 0.4 A
‘ e
z ¢
= -— Children
<02
Na) — Adults
e
[

e
o

10 20 30 40 50 60 70 80 90100
Percent Upset

0

Fig. 1 Verbal testing phase: exposure to varying distributions of verbal
stimuli affected participant’s categorization

We conducted a post hoc power analysis by running 100
simulations in the SIMR package (Green & MacLeod, 2016)
and found that we had essentially 100% power (95% CI:
96.36—-100%) to detect our effect of Shift Type and 99% pow-
er (95% CI: 94.55-99.97%) to detect the Shift Type * Percent
Upset interaction.

Do Perceivers Shift Their Categorization of Nonverbal
Vocalizations Based upon the Distribution of Stimuli They
Encounter?

Training Phase We examined participants’ categorization of
nonverbal vocalizations, using the same analytic models.
Adults and children learned the emotion category boundary
during training (children mean accuracy = 87.3%; adult mean
accuracy = 90.3%); adults were slightly more accurate than
children, » = 0.31, z = 2.81, p < .01, OR = 1.36. Next, we
examined if there were differences in how likely adults and
children were to categorize each morph as “upset.” We again
found that adults and children were able to learn the category
boundary, with auditory stimuli being more likely to be cate-
gorized as “upset” with each 10% increase in intensity, b =
1.66,z=25.74, p <.001, OR = 5.24. There was no main effect
of Age,b=0.11,2=0.96, p =0.34, OR = 1.12, indicating that
children were not identifying morphs as upset earlier or later
in the morph continuum than adults. However, there was an
interaction between Age and Percent Upset, b = 0.29, z=2.66,
p < .01, OR = 1.33, indicating that adults had a steeper cate-
gory boundary between “calm” and “upset” than children
(reflecting the children’s slightly higher error rate). These re-
sults indicate that both adults and children successfully
learned the 50% category boundary during the training phase,
but that children made more errors and had less precise cate-
gory boundaries.

Testing Phase Next we examined whether exposure to a new
statistical distribution of auditory input would shift partici-
pants’ categorization. We used the same logistic generalized
linear mixed-effects model as above. Unsupervised exposure
to shifted distributions of nonverbal auditory stimuli again
impacted participants’ categorization behaviors, x*(2) =
707.84, p < .001 (Fig. 2). Those in the calm shifted condition
identified vocal stimuli as “upset” earlier in the morph contin-
uum, b =3.01,z=12.98, p <.001, OR =20.27, while those in
the upset shifted condition identified vocal stimuli as “upset”
later in the morph continuum, b = — 3.93, z = — 16.65, p <
.001, OR = 0.02. There was no main effect of Age, b = 0.36,
x*(1)=1.53, p=0.22, OR = 1.44, no age-related interactions,
and no significant interactions in the model. These data indi-
cate that participants adapted their categories about which
auditory cues constituted “upset” based on the distribution
of auditory morphs they encountered in the experimental
conditions.
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Fig. 2 Nonverbal testing phase: exposure to varying distributions of
nonverbal auditory stimuli affected participant’s categorization

We conducted a post hoc power analysis by running 100
simulations in the SIMR package (Green & MacLeod, 2016)
and found that we had essentially 100% power (95% CI:
96.38-100.00) to detect our effect of Shift Type.

Discussion of Experiment 1

Participants shifted their categorization of both verbal and non-
verbal auditory stimuli based on the distributions of input they
encountered. Adults and children learned and adapted to the
variation in input with similar flexibility and speed, except that
children found the training phase of the nonverbal task slightly
more difficult (see Supplemental Material for more detail).

Experiment 2

Experiment 2 tests whether the learning effects observed in
Experiment 1 continue to emerge beyond the presentation of
just a single prototypical cue. To extend the findings of
Experiment 1, we used the same general procedure, but with
a few key changes. First, we used multiple emotion categories
in Experiment 2, which allowed us to examine the effect of
Shift Type (calm shifted, unshifted, and upset shifted) as a
within-participant manipulation, with each emotion assigned
to a different Shift Type (see Procedure for more details).
Second, the inclusion of prototypes of sadness and fear—
which are typically harder to identify accurately than is anger
in the voice—made the task more difficult (Johnstone &
Scherer, 2000; Morningstar, Ly, Feldman, & Dirks, 2018;
Scherer, 2019). This added complexity provided a rigorous
test of whether the shifting effects observed in Experiment 1
would continue to be observed beyond the limited, single
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previous research that also examined these effects
(Experiments 2 and 3 in Plate et al., 2019). As we found no
age-related differences in how adults and children used distri-
butional information in Experiment 1, we tested only adults in
Experiment 2. All participants were undergraduate students at
the University of Wisconsin-Madison and received course
credit (2.50% African American, 30% Asian American, 10%
Hispanic, 57.5% White). The Institutional Review Board ap-
proved the research.

Stimuli

Stimuli were created identically to those presented in
Experiment 1, but included actor portrayals of neutral
morphed into categories of anger, sadness, and fear. Original
recordings were produced by one male actor (anger) and two
female actors (sadness, fear) saying the sentence “Why did
you do that?” in both a neutral and an emotional tone of voice.
Morphs were created using the same procedure outlined
above, yielding 11 recordings ranging from 10% emotional
intensity to 100% emotional intensity for each speaker/emo-
tion. Validation data from 190 listeners suggests listeners were
increasingly able to identify the intended emotion in morphs
as the emotional intensity increased (Morningstar et al., under
review), with accuracy ranging from 18% for the 10% inten-
sity recordings to 59% for the 100% intensity recordings (in a
task where chance was 14% accuracy). Nonverbal stimuli
were not included in Experiment 2 as we were unable to create
a realistic sounding morph for sadness.

Procedure

The procedure was identical to Experiment 1 except Shift
Type became a within-participant manipulation. Participants
were introduced to three different actors (“John,” “Jane,” and
“Anna”—Actors 24, 10, and 6 from the MacArthur Network
Face Stimuli Set; Tottenham et al., 2009), and the number of
trials in each phase was adjusted. The task included 72 trials
during the training phase (24 per actor) and 144 trials during
the testing phase (48 per actor); during testing participants
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were exposed to all three emotions and shift conditions (calm
shifted, unshifted, or upset shifted). Each shift condition was
applied to one of the emotions/actors: for instance, a partici-
pant could hear calm shifted expressions of sadness by
“Anna,” unshifted expressions of anger by “John,” and upset
shifted expressions of fear by “Jane.” The way in which each
emotion was shifted was counterbalanced across participants.
As in Experiment 1, participants categorized each morph as
upset (by clicking the red room) or calm (by clicking the blue
room). We kept the rooms and instructions the same as in
Experiment 1, as all three emotions are negatively valenced
and fall into the “upset” category (even though they may differ
in other ways such as arousal levels).

Results: Do Perceivers Shift Their Categorization of
Verbal Vocalizations Based upon Different
Distribution of Stimuli They Encounter for Multiple
Emotions?

Training Phase We analyzed whether participants continued to
learn the category boundary during training when tracking
three different actors displaying three different emotions.
Participants were successful, with an average accuracy of
85.97% during training. We then regressed participants re-
sponses ( 0 = “calm,” 1 = “upset”) on Percent Upset using a
logistical generalized mixed-effects model and again found
that for each 10% increase in emotion intensity, participants
are more likely to categorize an auditory cue as upset across all
emotion types, b = 1.12, x*(1) = 235.46, p < .001, OR = 3.06.

Testing Phase Next, we analyzed whether participants up-
dated their category boundaries for the three different emo-
tions based upon exposure to different distributions. Recall
that in Experiment 1 we manipulated shift condition be-
tween-subject, while in Experiment 2 we manipulated shift
condition within-subject. Still, as in Experiment 1 and in sup-
port of our hypothesis, we found that participants shifted their
category boundary for each voice identity based on the distri-
butions encountered, x2(2) = 25.92, p < .001 (see Fig. 3).
Calm shifted emotions were identified as “upset” marginally
earlier in the morph continuum, » = 0.83, z = 1.76, p = .078,
OR = 2.29, and upset shifted emotions were identified as
“upset” later in the morph continuum, b = — 1.29, z = —
3.47, p <.001, OR = 0.27. Post hoc analyses for each of the
different emotions are presented in the Supplemental Material.

Discussion of Experiment 2

We replicated and extended the findings of Experiment 1:
Participants shifted their categorization of different auditory
cues for multiple speakers and emotions after exposure to
different distributions. Crucially, participants were able to
track this information for multiple categories (and individuals)

307
10
()
[72]
o
208
g5t .
= 06 Shift Type
2 — Calm Shifted
&" 04 —— Unshifted
= — Upset Shifted
<02
Ha)
kS
0.0 g

0 1020 30 40 50 60 70 80 90100
Percent Upset
Fig. 3 Multiple emotion testing phase: exposure to varying distributions

of verbal auditory stimuli for multiple emotions affected participants’
categorization

at once. These findings suggest that perceivers are able to
account for individual differences in expressivity in their judg-
ments, and that the general patterns of learning that we ob-
served in Experiment 1 also emerged with a new set of stimuli
and emotion cues. However, the current data cannot determine
how much individuals were adjusting to different speakers
versus different emotions. Overall, Experiment 2 is consistent
with the view that these shifts generally impact perceptual
learning of vocalizations of emotions.

General Discussion

The present experiments examined whether individuals uti-
lized the distributional properties of perceptual stimuli to flex-
ibly adjust vocal emotion categories. We tasked adults and
children with categorizing the affective states communicated
by verbal and nonverbal vocalizations that continuously var-
ied from “calm” to “upset” as we varied the distribution of the
intensity of the stimuli they encountered. We found partici-
pants rapidly adjusted their categorization of auditory emotion
cues based upon the statistical distribution of the input to
which they were exposed. When a speaker’s vocal intensity
is limited such that they never express “maximal” negative
arousal (as in the calm shifted condition), vocalizations that
were previously categorized as calm are categorized as upset.
In other words, when listening to less expressive speakers,
people have lower thresholds for detecting emotion in the
voice. Likewise, if a speaker’s expressive range is more in-
tense (as in the upset shifted condition), vocalizations that
were previously categorized as upset are categorized as calm.
Listeners adapt to highly expressive speakers by increasing
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their threshold for detecting emotion in the voice. This adjust-
ment occurred across a range of vocal stimuli (both verbal and
nonverbal) and for multiple speakers and negatively valenced
emotions. Categorization of auditory cues of emotion appears
to be flexible and sensitive to the expressivity of the speaker,
as participants rapidly adjust their categorization processes.

In combination with prior research on the categorization of
facial cues meant to represent anger (Plate et al., 2019), these
results provide evidence for a general learning mechanism that
allows children and adults’ to adjust to the ways that different
people communicate their emotions. This mechanism may be
what allows individuals to learn to appropriately respond to
social cues despite individual differences and cultural varia-
tion in overall expressivity (Laukka & Elfenbein, 2021;
Rychlowska et al., 2015; Wood et al., 2016), and even play
a role in helping children to learn emotion categories.
However, the short-term manipulations of vocal expressivity
in the present experiments are not expected to have long-term
effects on people’s category knowledge. Future research could
investigate whether repeated exposure to different distribu-
tions, for instance being socialized in families or cultures with
different expressive norms, creates stable individual differ-
ences in how vocalizations are interpreted—and how these
distributions interact with more instantaneous summary statis-
tics (Whitney & Yamanashi Leib, 2018). Such data could also
reveal how differences in intensity might influence ratings of
speaker characteristics, or how a participant’s adjustment to
speaker expressivity contributes to empathic accuracy (Zaki
et al., 2008). Here, we examined categorical ratings, but there
is some suggestion in recent research that continuous ratings
are also likely changed through exposure to different distribu-
tions of information (Leitzke et al., 2020).

The similarities between our findings and other domains,
such as speech perception (Samuel & Kraljic, 2009;
Weatherholtz & Jaeger, 2016), presents an opportunity to uti-
lize models and research in these areas. For instance, models
of speech perception suggest that speakers track and use var-
iation across speaker groups if that information is informative
and useful. In speech perception, variables like age, gender or
dialect may aid speech categorization in situations where these
variables reliably predict patterns of speech variability
(Kleinschmidt, 2019; Kleinschmidt & Jaeger, 2015;
Kleinschmidt & Jaeger, 2011). It is not feasible (and likely
unhelpful) for perceivers to track all possible sources of vari-
ability in how different individuals convey emotion, but it is
possible that perceivers use social groupings in ways that are
similar to speech models—such as age, gender, and perceived
regional/cultural background—as potentially salient cues
when tracking variation in emotional expressivity.

Does the variability in how emotions are conveyed diminish
the role of such surface features in emotion learning? It is likely
that perceptual features related to emotion are so variable, that
children may need to rely on language and other converging

@ Springer

cues, in addition to facial and vocal information, to learn these
categories (Hoemann et al., 2019). However, the role
of perceptual features commonly associated with emotion cat-
egories is also a critical piece of this learning puzzle (Keltner
et al., 2019). In our view, delineating boundaries between con-
ceptual versus perceptual effects in emotion fails to account for
the ways in which perceptions and concepts overlap and influ-
ence each other (Goldstone & Barsalou, 1998). For instance,
labels help to guide infant learning, but only if those labels
correlate with perceptual features (Plunkett, 2011; Plunkett
et al., 2008). Similarly, there are many examples of the ways
in which variability of perceptual input allows children to
meaningfully separate tokens as the basis for formulating rele-
vant categories (Adriaans & Swingley, 2017). The present data
suggest that theories of emotion need to adequately consider the
role of early perceptual input in the formation of emotion con-
cepts, while also accounting for the role that perceptual experi-
ence plays in the formation of those concepts and categories. In
these ways, it is the very natural variation in how emotions are
communicated that may be an important source of how children
learn emotion categories.
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