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With the advent of the Big Data era, the demand for storing, 
processing, and analyzing this vast and growing amount of 
data has emerged in the market. Since a single node cannot 
cope with its complexity requirements, high-performance 
systems typically operate in a distributed environment. 
Today, high-performance distributed computing systems are 
the foundations of many important infrastructures. However, 
the diverse development of hardware platforms, the spurt 
of data growth, and the rapid changes in applications are 
increasingly challenging resource management, energy effi-
ciency, performance tuning, scalability, and fault tolerance.

We have five invited papers selected for this special issue 
based on a peer-review procedure, which covers a few dif-
ferent aspects related to the memory system and deep neural 
network. Specifically, the first two papers discuss the syn-
chronization of memory copy mechanism and configuration 
optimization of distributed storage systems, respectively. 
The next two papers focus on the performance and program-
mability of distributed neural network systems. In addition, 
there is a paper exploiting transfer learning for pneumoconi-
osis detection, which is an interesting and valuable attempt.

•	 The paper written by Zhenke Chen et al. presents an 
asynchronous memory copying mechanism based on the 
Intel I/OAT engine to reduce the synchronization over-
heads. It guarantees the consistency of I/OAT queues, 

achieves scalability for buffering copying requests to I/
OAT channels concurrently, and gets parallelism for par-
allel execution of multiple I/OAT channels. Experiments 
are conducted to verify its performance superiority to the 
existing copying mechanism for different copy size in 
NUMA scenarios.

•	 The paper written by Xin Li et al. analyzes the data 
recovery mechanism in HDFS and finds that the con-
figuration of replication tasks can affect the data recov-
ery significantly. They propose a strategy to dynamically 
optimize replicators and resource parameters based on 
the existing data recovery strategy. The results show that 
it can effectively speed up the recovery time by 71%. It 
also improves the execution performance of MapReduce 
jobs from 28 to 59% through optimized replication fac-
tors and resource parameters.

•	 The paper written by Haoyu Cai et al. designs a complete 
solution to the Kubeflow pipeline problem. It verifies 
the feasibility of the solution through an example so that 
Kubernetes no longer depends on Google Cloud Service 
and better supports machine learning applications based 
on Pytorch. Based on Kubeflow, a containerized distrib-
uted training program is implemented, making container-
ized distributed deployment easier. Experimental results 
with the deployment of yolov3 inferred services illustrate 
the containerization and microservices with promising 
performance.

•	 The paper written by Qiang Qi et al. proposes a network 
bandwidth resource allocation strategy for distributed 
deep neural network (DNN) training tasks to mitigate 
the network resource contention and alleviate the per-
formance variation of training jobs. It first acquires the 
communication data information, including the layer 
index and its class based on job profiling, and then cal-
culates the weights of two co-located tasks according to 
the class information of communication data transferred 
by parameter server and worker tasks. The experimental 
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results show its performance superiority to existing sys-
tems.

•	 The paper written by Ran Zheng et al. studies pneumoco-
niosis identification from the perspective of CNN-based 
transfer learning, which originally required an expert 
doctor for a diagnosis. They propose a transfer learning 
pattern to solve the problem of scarce annotated pneu-
moconiosis data. Some preprocessing methods are pre-
sented to improve X-ray films’ qualities, including image 
denoising, lung segmentation, and data amplification. 
The experimental results demonstrate the effectiveness 
of learning in the identification of pneumoconiosis, even 
with limited training data.

We would like to take this chance to thank all the authors 
and the reviewers for their brilliant contribution to this spe-
cial issue of CCF THPC. With their great efforts, we can 
put together the five research papers that discuss different 
topics and present different ideas that help promote high-
performance distributed computing.
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