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Abstract
The growing abundance in complex network data models is constantly increasing the challenges for non-expert users who 
perform an effective exploratory search in large data collections. In such domains, users search for entities related to a topic 
of interest and acquire knowledge by investigating the relationships between these entities. Designers, in turn, are challenged 
by the need to provide tools that enable convenient search and exploration to facilitate productive performance on the task. 
For this purpose, we introduce HiveRel, a search system that presents search results as tiled hexagons on a map-like surface 
with center-out relevance ordering and allows on-demand display of relationships between search results. HiveRel’s user 
interface is based on theoretical principles that reflect how users acquire knowledge through relationships. For the search 
mechanism, we provide a set of information retrieval definitions leading to the formalization of the Maximal n-Bounded 
Exploration Subgraph problem and present an implementation of a greedy heuristic algorithm that provides non-optimal 
solutions to this problem. We develop a proof of concept version of HiveRel. We evaluate it in two user studies that com-
pare users’ performance using HiveRel to standard web search over a range of search knowledge acquisition tasks and two 
different domains. The results indicate that despite the lack of familiarity with the new system, users were generally more 
accurate and as fast using HiveRel, and provided positive evaluations for the search experience.

Keywords Exploratory search · knowledge acquisition · information retrieval · search interface design · search algorithm · 
user interface · user study

1 Introduction

Consider the situation where a researcher wishes to explore 
certain research direction with little a-priori knowledge on 
related existing work. For either established researchers or 
students, the ability to map the body of knowledge surround-
ing a certain concept is an important part of the profession.

The basic requirement towards accomplishing such task 
is to identify the most important articles published on the 
subject, as well as the most influential authors. The impor-
tance of each entity (either article or author) is related to the 
entity’s place in the network that connects entities through 
authorship and citation relationships. Therefore, given a 
textual query, the researcher should be able to view related 
entities and the relationships between them in a timely man-
ner. As the network could be complex, the initial view of the 
data should be wide, with an option to focus on subsets of 
the results.

In recent years, new networks with similar characteristics 
to the scientific articles network appeared, such as social 
applications (Facebook, Twitter), biomedical data (Med-
line), customer relationship management data and others. 
The data in these networks is composed of entities with tex-
tual attributes, which participate in relationships of various 
types, and users of these systems often experience the need 
to learn new things about a concept of interest.

Parts of this paper appeared in Yogev et al. (2017).
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The aforementioned requirements correspond with Mar-
chionini’s definition of Exploratory Search made in 2006 
Marchionini (2006), where search activities are classified 
into three partially overlapping kinds of lookup, learning 
and investigation, with Exploratory Search defined as cov-
ering all non-lookup activities. Although attempts were 
made to meet the challenge of providing a good explora-
tory search experience, no significant break-through has yet 
been achieved. As a result, the important need for effective 
exploratory search systems still exists.

In light of all the above, the goal of this work is to allow 
non-expert users to perform effective exploratory search 
over large data collections in domains containing complex 
data models. One domain with complex data model that 
is of interest to the wider public is movie-related informa-
tion, from which we use the following scenario as a running 
example throughout this paper: consider a movie fan who, 
after watching a movie directed by Rob Reiner, wishes to 
learn which actors played in other films directed by Reiner. 
Such a task requires obtaining the list of movies directed 
by Reiner, extracting the cast of each movie, merging the 
casts and counting the number of total occurrences for each 
actor. The challenge presented by this information need is 
that it is not about Rob Reiner or a certain fact related to 
him. Rather, it aims at investigating an information space 
with Rob Reiner at its center, gaining knowledge from the 
relationships of objects in this space. Clearly, this is not a 
“lookup” search, but rather a “learning” one, and more spe-
cifically a “knowledge acquisition” task Marchionini (2006). 
We therefore propose a system geared towards effective 
knowledge acquisition through search.

There are currently two popular alternatives for perform-
ing such tasks. The straightforward approach is to issue mul-
tiple queries to a web search engine while recording some 
information in another application (such as a spreadsheet). 
The other method is to use complex data management sys-
tems with a query language such as SQL Date and Darwen 
(1989) or SPARQL Prud et al. (2006). The former usually 
requires extensive manual labor, while the latter requires 
uncommon expertise. Perhaps the most important feature 
that these two alternatives lack is the ability to easily retrieve 
and present relationships between search results of various 
types. In the Rob Reiner example, relevant relationships may 
include those connecting actors, directors, and movies.

Indeed, there are many datasets that contain structured 
or semi-structured information concerning different types 
of entities. In the movie domain, for example, the entities 
are movies, genres, actors, directors, and shooting locations; 
In the academic publications domain, the entities are arti-
cles, authors, venues, research areas, keywords, and so forth. 
These datasets further contain different types of relation-
ships between entities. For example, in the movies domain 
a movie is directed by a director, and may belong to various 

genres. In the academic domain a paper is authored by a 
number of researchers, and published at some conference 
or journal, and is described by some keywords.

A prominent barrier for presenting relationships between 
search results over such datasets is the currently popular 
method in which search results are presented in a unidimen-
sional bottom-down ranked list (often called the “ten blue 
links” Russell-Rose and Tate (2012)). We propose an alter-
native approach, using a two dimensional layout, where the 
query is placed at the center surrounded by search results 
located on the plane in a center-out (or “Radial” Munzner 
(2014)) relevance order (see Fig. 1). The most relevant 
results are placed near the center while less relevant results 
are placed farther, with visual cues implying the relevance 
level.

In the search task of finding actors related to Rob Reiner, 
notice that the actors sought are not directly relevant to the 
query “Rob Reiner”, but rather to the query’s results. The 
new visualization approach enables the presentation of rela-
tionships as a floating layer above the search results plane. 
To avoid visual clutter we propose an interaction mechanism 
which enables on demand dynamic presentation of relation-
ships (see Fig. 2). To answer this class of information needs 
we define and implement a new type of information retrieval 
system that, given a textual query, (1) provides the most 
relevant results, (2) identifies results that are most related to 
the relevant ones, and (3) captures the relationships between 
the results.

One of the major differences between the proposed search 
system and existing solutions is a new approach for search 
results presentation. In most search systems, the query is 
presented at the top with a list of ranked result below in 
decreasing relevance order (less relevant result positioned 
in lower location). This layout best serves lookup activi-
ties Munzner (2014), but is less appropriate for explora-
tory search. In the proposed new approach, the query is 
positioned at the center of the screen, with search results 
surrounding it as tiles. Search results are arranged by rel-
evance order from the center outside, so that the most rel-
evant results are close to the query, receiving initial attention 
from the user.

The layout design is based on cognitive engineering 
and visualization principles to facilitate the efficient dis-
covery of information (e.g., Wickens et al. (2021); Ware 
(2019)). It focuses the user’s attention on the center of the 
display. This layout’s structure minimizes eye movements 
Ware (2010), given that the more relevant search results are 
concentrated around the center of the display, and move-
ment to the periphery (for lower relevance entities) occurs 
with lower probability. The layout also supports a continu-
ous overview of the results, retaining focus and context at 
the same time. This simplifies the exploration of the results 
for patterns, dependencies, and relations in the data while 
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Fig. 1  The initial results view for the query “Rob Reiner” in the Movielens data set

Fig. 2  Screenshot of results for the query “rob reiner” in the Mov-
ielens data set, with results representing Rob Reiner and Billy Crystal 
selected as indicated by their yellow background color. There are four 
movies related to both people, and only these movies are unshaded 

(one movie visible only in the overview panel at the bottom right of 
the screen). The cursor hovers over the movie “The Princess Bride”, 
revealing the relationships between the movie and the two selected 
persons
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maintaining contextual orientation Shneiderman (2003); 
Munzner (2014). Finally, HiveRel’s interface provides con-
sistent context, entity type, and relevance cues by using 
Gestalt principles such as proximity, similarity, and common 
region, which are operationalized in terms of distance from 
the center, coloring, and grouping of entities Ware (2019).

Based on this new information retrieval system, we 
implement a proof-of-concept live system which we call 
HiveRel, where in response to a user query, search results 
are presented as hexagons tiled over the plane, with relation-
ships presented on-demand. Our system is currently appli-
cable only to structured databases that explicitly maintain 
entities, types and relationships.

To test the effectiveness of the new system we conduct 
two user studies, comparing the execution of knowledge 
acquisition tasks in HiveRel with standard web search using 
the most popular search engine — Google. The user studies 
demonstrate that even with a very short learning period, Hiv-
eRel is a viable alternative for performing complex knowl-
edge acquisition tasks.

The rest of this paper is organized as follows: in Sect.  
2 we survey the context of this work in relation to previ-
ous research, and propose a new classification space for 
assessing the level of support search methods provide for 
knowledge acquisition through search. In Sect. 3 we provide 
description of the proof-of-concept HiveRel search system, 
starting with the proposed graphical user interface and the 
reasoning behind its design decisions in Sect. 3.1, followed 
by selected implementation details given in Sect.   3.2, 
information retrieval definitions in Section 3.3, and finally 
the novel search algorithm in Sect. 3.4. System evaluation 
through two user studies is described in Sect. 4. Section  5 
contains discussion of the research results, and portrayal of 
the major future challenges that stem from this work, and 

Sect. 6 concludes the contributions of this work to the rel-
evant research fields.

2  Background

In this section we discuss previous research in five differ-
ent relevant aspects: exploratory search, exploratory search 
interfaces, knowledge acquisition and information visualiza-
tion and knowledge acquisition through search. We propose 
a classification space for approaches aiming to support the 
latter aspect, placing current approaches as well as our pro-
posal in this space.

2.1  Exploratory search

In 2006, Marchionini Marchionini (2006) classified search 
activities into the three partially overlapping kinds of 
lookup, learning and investigation, and termed non-lookup 
activities as “Exploratory Search”. Figure 3 presents more 
details on these observations.

In recent years, attempts were made to meet the challenge 
of providing a good exploratory search experience, with no 
significant break-through achieved. As a result, the need for 
effective exploratory search systems still exists.

Two developments make this need increasingly more 
acute. The first is the steady growth in the amount and 
complexity of data generated in various domains (termed 
“Big Data”), which requires new ways for organizing and 
querying structured, semi-structured and unstructured data. 
In addition, there is a shift in the characteristics of people 
exploring complex data. While in the past it was sufficient 
that only domain experts access complex domain-specific 

Fig. 3  Figure taken from Mar-
chionini Marchionini (2006), 
defining three kinds of search 
activities with sub-activities 
detailed. Exploratory Search 
covers “Learn” and “investi-
gate” activities
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data stores, there is a growing demand for non-experts to be 
able to perform complex tasks.

These two trends are well exemplified in the context of 
scientific publications, whose number increase steadily, 
along with the complexity of the network formed by arti-
cles through citations, authorship and common venues Gazni 
et al. (2012). On the other hand, there is growing demand for 
ways to explore this data from researchers, students and in 
some cases the public (for example patients suffering from 
life-changing illnesses Wicks et al. (2010)).

2.2  Exploratotry search interfaces

It was shown (e.g., (Perkhofer et al. 2020; Liu et al. 2018)), 
that when searching over multi-dimensional data, choosing 
the appropriate visualization for the task can significantly 
reduce the required effort for exploring the data.

While examining the layout of search results in existing 
exploratory search interfaces, we identified two predominant 
types of interfaces. The first and most prominent layout is 
a vertical list, where the location in the list is determined 
by relevance to the query, with the most relevant result at 
the top of the list. The second widespread layout is a graph 
layout, where each result is a point in a two-dimensional 
space. The location of points is usually decided according 
to the level of distance or similarity between points. In many 
cases the graph contains edges which represent relationships 
between results. There is a small group of systems using 
layouts which are neither vertical list nor graph.

The rest of this section contains further discussion of 
each layout type through exemplary systems. A compara-
tive assessment of the layout types is given in appendix A, 
based on a set of eight features proposed by (White and Roth 
2009) as features that must be present in systems that sup-
port exploratory search activities. One generic observation is 
that while modern search engines provide query suggestions 
(i.e. Google Suggest), this capability was not found in any of 
the exploratory search systems surveyed.

2.2.1  Vertical list layout

The dominant layout of search results in search engines 
is the vertical list layout, where the most relevant results 
appear at the top of the list Hearst (2009). This layout is 
very common also in exploratory search systems, probably 
as many of these systems are based on search engines, in 
particular text-based systems. It should be noted that search 
engines are designed to support lookup searches.

The basic information element in modern search engines 
is a document containing a collection of fields, where a field 
may contain text, numeric value, date or data of other types 
Zobel and Moffat (2006). In order to support efficient search, 
documents are pre-processed and saved in an inverted index. 

However, an inverted index is not designed to efficiently 
capture relationships between documents, and as a result in 
most search engines there is no option to see relationships 
between provided search results for a certain query.

The main examples of a vertical list layout are the 
widely used Google Scholar (http:// schol ar. google. com) 
and Microsoft Academic Search (http:// acade mic. resea rch. 
micro soft. com/), two free access search engines based on 
indexes containing full texts of scientific literature from 
various disciplines and formats. Both services cover most 
online peer reviewed journals of the important publishers 
in North America and Europe, major scientific conferences, 
science books and selected journals with no peer review 
process. Examples of search results in both Google Scholar 
and Microsoft Academic Search are given in Figs. 4 and 5 
respectively.

Perhaps the main disadvantage of 1D vertical lists for 
exploratory search over entities with relationships between 
them, is the difficulty in showing the relationships in a 
clean manner. In a list, drawing lines between entities either 
requires that the line is drawn over almost all entities, or 
that the lines are drawn outside the list, thus requiring addi-
tional space, forcing the list width to be reduced. Moving 
from a 1D to a 2D representation reduces these concerns 
significantly.

The systems interfaces support keyword queries, and 
return the top ten results with optional paging to view more 
results. For each result the following details are provided: 
the article title, article authors (some of them with a link to 
a webpage summarizing the author’s articles), publication 
venue, publication year, link to the website from which the 
article was obtained or another page with summary of the 
article, a snippet containing parts of the article matching 
the query, and when available, link to a PDF version of the 
article.

Vertical lists are also suggested in current research on 
exploratory search. For example, (di Sciascio et al. 2018) 
presents an example of a non-commercial vertical list repre-
sentation for exploratory search. They augment the vertical 
list with a number of additional visual information, such 
as keywords, a textual summary, color codes for relevance, 
and much more. For many tasks, especially for non-experts, 
such a user interface may become over crowded, flooding the 
user with information that is hard to process. (Shukla and 
Hoeber 2021) use a cleaner interface, presenting keyword 
information, and allowing the user to augment the search 
by selecting papers and keywords to focus the exploration.

Faceted search options are given on the left end of the 
screen. In Google Scholar there are three facets, where the 
first allows narrowing the results by result type, the sec-
ond allows restricting the results by date, and the third pro-
vides the option to order results by relevance (the default) 
or by date. In Microsoft Academic Search, there are seven 

http://scholar.google.com
http://academic.research.microsoft.com/
http://academic.research.microsoft.com/
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Fig. 4  Search results for the query “Exploratory Search” in Google Scholar

Fig. 5  Search results for the query “Exploratory Search” in Microsoft Academic Search
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different facets allowing various narrowing options. There 
are also three new queries stemming from each search result 
based on relations between articles:

– A query for retrieving all articles citing the result. The 
total number of citing articles is given with the result.

– A query for retrieving all articles cited by the result.
– A query for retrieving all versions of the result. The total 

number of versions is given with the result.

2.2.2  Graph layout

Currently, the most common alternative to the vertical list 
layout is the graph layout, where entities are nodes in a 
graph, and the relationships between entities are edges con-
necting the graph nodes. Search results presentation contains 
points scattered in space representing the entities which cor-
respond to the query, and relationships between them are 
shown as lines or arrows connecting the points. In many 
cases the point size and line width reflect the importance of 
the entity or relationship they represent. While this approach 
allows presenting many results and supporting various visu-
alizations, a new problem arises—how these points should 
be spread in space.

The Apolo system presents a different approach for 
exploring the network of scientific articles Chau et  al. 
(2011). Unlike the conventional search process, where a 
large number of results are obtained and then filtered to find 
the ones with relevant information, the Apolo search process 

begins with a single article known to the user. A screenshot 
from the Apolo system is given in Fig. 6.

Once the initial article is selected, the system applies 
an algorithm for identifying the articles most similar to it. 
The initial article is presented as a black circle, and the pro-
posed articles in grey. Details regarding every article can 
be seen by hovering with the mouse over a certain circle. 
From here on the user performs an iterative process where 
she can select be categorized into groups, with each group 
represented by a different color.

New articles are added to the graph by selecting an article 
and obtaining new articles similar to it. The user can move 
any circle which represents an article to improve the visu-
aliztion of data. The result of this process is a visual map 
which reflects the user’s cognition of the articles and related 
fields of work. New insights could stem from identifying 
overlap between research fields—if a number of articles 
from one field cite (or are cited by) a number of articles from 
another field, the map will contain two clusters of articles 
with linking edges.

There are many additional examples of exploratory search 
interfaces with a graphical design. For example, (Amal et al. 
2020) use a 2D graph of scholars to allow users to browse 
the relationships between scholars. They also add a word 
cloud over the edges between scholars, displaying informa-
tion about the type of relationship. This type of visualization 
can help users in an exploratory browsing of social networks.

(Hope et al. 2020) also suggest a graphical visualization 
for a particular task—identifying relationships in a bio-
medical domain (COVID-19) between various terms and 

Fig. 6  Search results in the Apolo search system, taken from Chau et al. (2011)
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between researchers. They suggest a number of separate 
visualizations, including a clique of terms, and a graph or 
researchers.

The Panacea system, Yokoyama et al. (2021), is also a 
task specific exploratory visualization, designed to help HR 
specialists identify appropriate candidates. The system uses 
a graphical layout, with larger circles representing more 
important entities. It is difficult to see how this method can 
be applied to domains with many types of entities, with 
varying types of relationships between them.

(Jacksi et al. 2020) propose a general use exploratory 
search interface, where entities are presented as circles, with 
edges between them marking relationships. They augment 
the representation with additional information on top, and 
the sides of the screen. We believe that an hexagon layout 
provides a better exploitation of the available space than 
using circles.

Categorization of documents plays an important role in 
other exploratory search systems, where it is usually done 
automatically. In TopicNets Gretarsson et al. (2012), a topic-
modeling algorithm assigns articles to topics, and the topics 
are added to the graph as nodes, where each topic is related 
to the articles assigned it is assigned to. Once the user sub-
mits a query, the results layout is optimized to minimize the 
length of edges, thus clustering articles by topic. This allows 
identifying the topics within the results set, and the user 
can then focus on the results of interest based on a certain 
topic. Another outcome of this layout is a visualization of 
topics relatedness—two topics sharing common articles are 
presented close to each other, thus protraying a landscape 
of the topics.

The HiveRel hexagon-based visualization that we sug-
gest is kin to the graphical visualization above. It differs 
from them in the exploitation of the available space, avoid-
ing empty unused space. We also leverage a color code, 
allowing us to represent multiple entity types, while most 
systems above are restricted only to a handful of entity types 
(e.g., researcher, keyword, venue). Also, our layout model, 
where hexagons closer to the center represent entities that 
are more relevant to the search query, is not often used in 
similar exploratory visualizations.

2.2.3  Other layouts

Layouts that deviates from the conventional vertical list or 
graph layouts were proposed in several systems, most nota-
bly for searching over the UNESCO multilingual digital 
library Ruecker et al. (2012), and in ImpactVis which aims at 
providing a tool for gaining deep understanding of research 
impact embedded in citations network of academic research 
papers Wang et al. (2018). However, the system which we 
find currently most efficient in conducting exploratory 
search is PivotPaths (http:// maria ndoerk. de/ pivot paths/), 

which provides a novel relationship-based presentation of 
search results.

PivotPaths presents a visual interface for exploring 
faceted and interconnected resources Dork et al. (2012), 
based on a data model containing 3 entity classes—people, 
resources, and concepts. People and concepts are associated 
to resources as facets, forming relationships. For each query 
the results from different classes are layered, with people at 
the top, resources in the middle and concepts at the bottom. 
Resources are located on the horizontal axis based on user 
selected ordering, defaulting to relevance. People and con-
cepts are positioned according to their associated resources 
in a manner which puts highly connected objects far from 
the middle layer, inferring importance of these objects. The 
relationships between resources and other objects are visible, 
and upon hovering over certain object all objects related to 
it are highlighted including the connecting relationships. An 
example search with for the concept “Exploratory Search” in 
the PivotPaths search system is given in Fig.  7.

A query in this system is always an entity. A search ses-
sion starts with a keyword query, with an auto-completion 
mechanism suggesting entities that can serve as queries. 
Once an entity is selected as query it is shown as part of 
the result with different coloring. Each entity on the screen 
can be either used as a new query or added to the existing 
query. If the query contains two entities, a special layout is 
used. Thus, while PivotPaths presents a clean and attractive 
visualization, it is difficult to see it applied in other domains, 
where multiple entity and relationship types apply.

Several newer approaches for information visualization 
were suggested, leveraging other metaphors. For example, 
the Metrosets method Jacobsen et al. (2020), presents enti-
ties as stations on a metro map, with tracks between them 
representing relationships. Such a representation is suitable 
for domains where only 1 or 2 relationships connect the 
entities.

(Wang et al. 2021) suggest the F2-Bubble interface, an 
interesting layout for representing sets of items in a 2D lay-
out. They surround entities with a colored area, called a bub-
ble. These bubbles can connect multiple entities that share a 
relationship. Although not originally designed for different 
types of entities, their method supports different types of 
relationships using color codes.

2.3  Knowledge acquisition and information 
visualization

Visualization as a means for knowledge acquisition has 
been studied in two different contexts. One area of research 
investigates knowledge visualization, where knowledge is 
visualized through concept maps. These browsable maps 
can improve understanding of knowledge spaces, and can 
be useful in various knowledge related tasks Novak (2010). 

http://mariandoerk.de/pivotpaths/
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(Sarrafzadeh et al. 2014; Sarrafzadeh and Lank 2017) com-
bined search results with concept maps using a side-by-side 
presentation of retrieved documents and a graph of concepts 
extracted from them. The positive takeaway from user stud-
ies conducted with the system was that it can be effective 
when the user’s information need is well defined. One con-
clusion from this work is that an important challenge for 
future research in this area is finding methods for easy, struc-
tured navigation while discovering hidden connections. This 
challenge stands at the core of our HiveRel system.

Another research area relevant to knowledge acquisi-
tion is information visualization Ware (2019). This field 
investigates ways to spatially arrange data and present it to 
a human viewer, in many cases aiming at gaining insights 
of underlying structures that translate to knowledge. (Keller 
et al. 2006) consider information visualization as interac-
tive graph representations over abstract data, and discuss 
the knowledge acquisition aspects of such systems. Special 
emphasis is given to understanding the process that users 
must undergo when using the visualization, and how they 
are expected to trigger perception in different cognitive 
levels. They provide clear evidence that two-dimensional 
visualizations outperform three-dimensional ones, and that 
color-coded views increase performance compared to mono-
chromatic ones.

Indeed, many of the systems above use color codes, and 
may hence be less useful for people which are not sensitive 

to colors. Other graph based approaches also use different 
node sizes, which are not appropriate for our hexagon based 
method. This is a limitation of our system that is left for 
future research.

2.4  Knowledge acquisition through search

When turning from information visualization in general to 
systems in which a user query defines the context, relevant 
research falls within the intersection of human computer 
interaction and information retrieval. A survey Wilson et al. 
(2010) of the ways in which search results are organized 
proposed categorization into three types: result lists, two-
dimensional representations and three-dimensional represen-
tations. While in result lists the focus is on fulfilling a nar-
row information need and three-dimensional representations 
have not reached the maturity level to be useful, some two-
dimensional representations support knowledge acquisition. 
These two-dimensional visualizations arrange search results 
in a space based on similarity or distance derived from a sin-
gle attribute type, and include most noticeably self-organiz-
ing maps (SOMs) Kohonen and Somervuo (1998); Kohonen 
(2013); Ahmed et al. (2020), treemap views Shneiderman 
and Wattenberg (2001); Sathiyanarayanan and Burlutskiy 
(2015); Harb et al. (2021) and cluster map visualizations 
Fluit et al. (2006); Verbert et al. (2013). The knowledge 

Fig. 7  Search results for the concept “Exploratory Search” in the PivotPaths search system
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gained by the visual cluster structure is related to the specific 
attribute used to construct them.

In addition to search results layout, knowledge acquisi-
tion can be supported by providing additional actionable 
information of certain aspects of the result set. Thus, fac-
eted search Mahdi et al. (2020) allows narrowing results by 
certain aspects, by providing the distribution of values of 
certain attributes across the entire result set. In addition to 
presenting these distributions, the user can limit attributes 
to specific values, thus reducing the result set to only results 
that match all selected values Ben-Yitzhak et al. (2008b). 
One example of this approach is Shneiderman’s dynamic 
queries Shneiderman (1994), where data is provided through 
graphical visualization, and different controls allow the user 
to easily highlight specific areas in the information space. 
This combination provides a way to visually identify phe-
nomena that are otherwise hidden. A good state of the art 
example of this approach is presented in the TextTile system 
Felix et al. (2017), which combines in a more generic way 
structured data with unstructured text. In this work we focus 
on the basic presentation of the search results and relation-
ships between them, leaving incorporation of additional 
information to future research.

When placing search results on any plane, relationships 
and relevance should be taken into consideration, as the rel-
evance of a result indicates its importance while relationship 
presentation enables knowledge acquisition. While balanc-
ing the goals of relevance and relationship presentation is 
challenging, we suggest that these two goals are not neces-
sarily conflicting, and that certain layouts, including the one 
implemented in HiveRel, may provide an effective balance 
between them. In order to visualize this, we propose the 
plane in Fig.  8. The plane’s x-axis is related to identification 
of the most important search results, with systems that sup-
port easy identification on the right side of the plane, while 
the y-axis relates to the level in which knowledge acquisition 
is enabled, with systems better suited to support it located at 
the top of the plane.

The dotted circles in Fig. 8 provide generalization, with 
systems tuned towards supporting lookup tasks fitting the 
lower right quadrant of the plane, while those tuned towards 
results clustering fit the higher left quadrant. Systems with 
high support on both dimensions can be ascribed as ena-
bling exploratory search tasks Marchionini (2006). The 
two approaches discussed thus far are located near the axes. 
The ranked lists approach (ten blue links) is located near 
the x-axis, emphasizing only result importance through 
order—the higher the better—while providing little sup-
port for knowledge acquisition. Basic graph clustering over 
a single attribute ignores the importance of specific results, 
but allows for stronger knowledge acquisition capabilities. 
We thus locate single attribute clustering near the y-axis 
towards the top.

Directions for enhancing the knowledge acquisition 
potential of the two basic result presentation approaches 
have been suggested in the field of social network retrieval. 
(Ronen et al. 2009), extend the ranked list approach by offer-
ing multiple ranked lists, each containing results from a dif-
ferent type. The ability to identify important results is not 
diminished as they are located towards the top of each list. 
However, showing results of multiple types enables presen-
tation of relationships between results, in this case between 
documents, people and tags. As with other approaches, it is 
difficult to see how this method can be generalized beyond 
2 or 3 different entity types, requiring a separate list for each 
type. Also, relationships between remote lists may not visu-
laize well. This approach is called multiple ranked lists, and 
we locate it above single ranked list in Fig.  8.

The work by (Perer et al. 2013), proposes a clustering 
method in which the user controls which attribute is used 
to cluster the results by manually selecting the attribute of 
interest. Although this option does not increase the ability to 
identify important results, it provides knowledge acquisition 
options for a single set of results, and we therefore locate it 
at the top left of the plane in Fig. 8. One modification that 
enables improved identification of important results in any 
graph-based presentation is indicating importance of certain 
results by either larger size or stronger color. Usage of such 
relevance cues is depicted in Fig.  8 by the two horizontal 
gray arrows.

Researchers have noted that graphical visualizations 
require clear and meaningful axes to be understandable to 
users Wilson et al. (2010); Tufte (1991). Ranked list lay-
outs use a single dimension, thus enabling a single option 

Fig. 8  A classification space for assessing the level of support search 
methods provide for knowledge acquisition through search, details in 
the text
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for the relevance axis, from top to bottom. However, when 
presenting results in a two-dimensional layout, relevance 
axes are not trivial. In the following paragraphs we describe 
two alternatives for such axes implemented in two separate 
systems.

The layered layout of the PivotPaths system described 
above provides strong support for both the identification of 
important results and for enabling knowledge acquisition. 
However, we find no straightforward way to extend Pivot-
Paths to handle datasets with more than three entity types 
or more complex relationships. This limits using PivotPaths 
to datasets with a specific data model, and we therefore pro-
pose HiveRel as a generic solution to the many cases where 
PivotPaths cannot be used.

HiveRel provides a center-out relevance layout. As results 
are placed by relevance to the search query, HiveRel empha-
sizes relevance. As we support the display of relationships, 
HiveRel also provides strong knowledge acquisition capa-
bilities (although perhaps somewhat less than PivotPaths).

3  The HiveRel system

The HiveRel system’s name is derived from its two main fea-
tures: a honeycomb-like look and on-demand presentation 
of relationships. The design of our approach is based on the 
following assumptions for the knowledge acquisition task: 

1. The user wants to gain knowledge on a certain subject.
2. Specification of the information need using a single 

query is difficult.
3. The information need cannot always be fulfilled by a 

single search result (document or entity).
4. The user does not know prior to searching the bound-

aries of the information space containing the data 
required to acquire the sought knowledge.

We now describe HiveRel, starting with how users interact 
with the system and later explaining the system’s architec-
ture with important implementation notes. HiveRel is avail-
able online at http:// hive- rel- new. appsp ot. com/, which con-
tains links to searching in different domains.

3.1  User interface

The design of our graphical user interface attempts to reflect 
the basic phases that we expect the user to undergo when 
attempting to acquire knowledge through relationships 
Ware (2010); Keller et al. (2006). Of the six phases hereby 
described only the first four are implemented and tested in 
the current work, leaving the last two for future work: 

1. As with any query-based search system, user interaction 
begins with typing a textual query and submitting it to 
retrieve results from the search engine.

2. When search results are presented, the user first identi-
fies the most relevant results.

3. When focusing on a certain relevant result, which we 
call the active result, the user may need to identify other 
results related to the active result.

4. Once related results are found, the relationships between 
the active result and the results related to it should be 
observable as an explanation for the relation.

5. Query reformulation can be used if the query given 
by the user did not provide sufficient results, or if the 
user identifies in the search results certain concepts that 
could be transformed into a new query and help fulfilling 
the information need.

6. Additional information is presented that allows dynamic 
narrowing or highlighting of search results.

The first design decision stems from the two-dimensional 
relevance layout. As the relevance of a search result is 
reflected by its distance from the query, we chose to place 
the query at the middle of a canvas surrounded by outward 
radiating circles of search results. In order to use the entire 
canvas we examined different tiling patterns, and chose 
a tiled hexagons pattern creating distinct circles around 
the center using the concepts presented by Degani et al. 
Degani et al. (2012). This pattern and other interface ele-
ments can be seen in Fig. 1.

Our proposed graphical user interface therefore consists 
of a map-like canvas, with each search result represented 
by an isosceles hexagon with text describing it. All result 
hexagons are of identical size, tiled adjacently on the sur-
face, with a small empty space around every hexagon used 
for interaction purposes described below.

We borrowed from online maps three navigational con-
cepts Harrower and Sheesley (2005). First, the canvas is 
movable, allowing the user to focus on certain areas of 
interest. Zooming in and out through either mouse wheel 
actions, zoom buttons or keyboard shortcuts enable view-
ing results in either narrow or broad view. Zooming in pro-
vides more textual data for each search result. A dedicated 
button at the top-left of the screen restores the default view 
in terms of location and zoom. The last concept is an over-
view window presented at the bottom right corner of the 
canvas, constantly providing the full view of results on 
the canvas.

As in some cases an hexagon cannot contain all the data 
available for its result, there should be a way to view hidden 
data. We chose to handle long mouse hover as a request for 
more data, and such hovering results in opening a pop-up 
window in the center of the canvas containing all the data 
of the result in focus.

http://hive-rel-new.appspot.com/
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3.1.1  Search interface design

For the Initial search phase of writing and submitting the 
query, we follow the standard design of a text box with a 
submission button, both located inside the query hexagon 
at the center of the canvas. The query hexagon is larger than 
other hexagons, and it is surrounded by an empty layer of 
hexagons to create separation between the query and the 
results. As this ensures easy identification of which hexagon 
represents the query, the background color of this hexagon 
is a non-prominent gray.

The Overall results examination phase deals with iden-
tifying the most relevant results among all presented results. 
In order for an object to stand out when surrounded by simi-
lar objects, there should be a single differentiating factor. 
That factor should be handled in the neurological processing 
pathway called the what-system Keller et al. (2006), such 
as color or shape. In our system search results all have the 
same shape, therefore more relevant results are marked using 
a stronger color.

The multiplicity of search result types presents an impor-
tant design challenge. As we aim to allow searching in com-
plex data sets, results from different types must be easily 
discernible. As with relevance, type identification must be 
quick, therefore each type of search results is assigned a 
different color. The background color of an hexagon repre-
senting a search result is therefore determined according to 

its type, and the color strength according to its relevance to 
the search query.

In order to provide a clear view of the result types, we 
decided to cluster all results of the same type together. In 
addition, as there is no prior indication of which type is of 
higher interest to the user, we chose to put top scored results 
from each type in the innermost circle of hexagons which is 
most observable. In most cases, results of a certain type are 
co-located in a sector of the results, with top scored results 
in the inner circle, and most relevant results emphasized by 
their strong color.

Another issue raised during early evaluation of the sys-
tem was the need for a visual cue to identify results that 
directly correspond to the textual query. Such “highlighting” 
effect was added by keeping a small empty space around 
each hexagon, and setting it to yellow for results directly 
corresponding to the textual query, as shown for the three 
results on the top left side of the query hexagon in Fig. 9. 
Yet, the highlighting effect may be too subtle to provide a 
first visual cue that draws attention. We therefore sought to 
use a faster and more accurate neurological pathway termed 
the where-system Keller et al. (2006), which is responsible 
to motion detection. The where-system is triggered by adding 
a rolling effect to the highlighted hexagons behind entities, 
thus drawing attention to these results. The effect of this 
motion is best achieved for a small number of related enti-
ties – if many entities are in motion simultaneously the view 

Fig. 9  Example of search results over geographic data for the query “nile”
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is overwhelming. The motion effect is therefore applied only 
if the number of related entities is 10 or less.

In the In depth result examination phase, the searcher 
focuses on a specific result, identifying all results connected 
to the active result. This poses two different challenges: (1) 
invoking further interaction, and (2) visualizing selected and 
related results. The first goal is achieved by presenting a 
small hexagonal on/off button on each hexagon, thus invit-
ing the user to interact with each search results. In order for 
selected hexagons to stand out, we change their background 
color to yellow, which symbolizes highlighting (strong trig-
ger for the where-system). In addition, all results that are 
neither selected nor related become partially hidden using 
gray opaque shadow over the result hexagon. This shadow-
ing offers clear distinction of the selected and related results, 
as depicted in Fig. 10.

As the selection of results is independent, multiple results 
can be selected at the same time. By treating multiple selec-
tion as a conjunction between results, the selection of a 
result serves as a filter on related results, enabling finding 
‘connector entities” for a set of selected results. The on/off 
buttons of shadowed results are kept active to allow conjunc-
tion of already selected results with any result.

In the Relationships examination phase, an explanation 
is provided for the relatedness between selected entities and 
related ones Fang et al. (2011). The user should be able to 

scan through the relationships quickly, stopping only when 
identifying meaningful information. The presentation of a 
relationship should include its type, which entities it con-
nects and relationship attributes if such exist. We chose to 
place the text containing types and attributes resides in a 
rectangle, with a straight line connecting this rectangle to 
the center of every hexagon of a member entity.

Relationships presentation is dictated by mouse moves—
when the cursor hovers over a highlighted related result, 
the relationships in which that result participates become 
visible and they become invisible once the cursor leaves the 
hexagon. This effect is visible in Fig. 10.

The last two phases, Query reformulation phase and 
Dynamic narrowing phase, should be added to the system 
after establishing the effectiveness of the basic interface, and 
therefore full scale implementation of these options is out of 
the scope of this work and will be addressed in future work. 
We implemented a basic query reformulation option by set-
ting each result name to be a hyperlink, that upon selection 
opens a new browser tab with the appropriate entity name 
as the search query.

3.2  System components

The system functionality is split into three components: 
Data Server for storage and retrieval of data, Web Client for 

Fig. 10  Example of search results over geographic data for the query “nile”, with focus on the entity of the Nile river. Relationships of country 
Sudan are shown as the mouse hovers over its hexagon
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user interaction and Cloud Server for processing requests 
from the client using data from the data server. The client is 
implemented in JavaScript and the other two components in 
Python. The cloud server is implemented using the Google 
App Engine (https:// cloud. google. com/ appen gine/). Cur-
rently only Chrome and Microsoft Edge support all features 
required by the graphical user interface. We now describe 
in detail the various system components.

3.2.1  Data server

We considered the following factors when selecting the 
physical storage to be used in our system:

– Data meta-model definitions: entities and relationships 
are to be stored and indexed, raising the need for flexible 
data structures.

– Schema flexibility: changes to the schema used to store 
data may occur when enriching an existing data space 
with data from new sources.

– Diverse querying ability: the search algorithm requires 
issuing both textual and structural queries.

– Scalability: although the currently supported datasets 
are relatively small, the system would be most useful for 
large datasets, and therefore the physical storage should 
have inherent scaling support.

Given the above factors we chose MongoDB (http:// www. 
mongo db. org), a NoSQL database that uses JSON-like doc-
uments with dynamic schemes, scales horizontally using 
sharding, and supports both structural and textual queries. 
We use the MongoDB hosting service mLab (https:// mlab. 
com) for storage and retrieval of data.

3.2.2  Data modeling and storage

The data meta-model used in this work and defined hereafter 
is a simplified version of the conceptual entity relationship 
(ER) model proposed by Chen Chen (1976), with modifica-
tions to support textual search. Let D = (E,R) be a data-
set where E is a set of entities, and R a set of relationships 
between entities in E.

An entity e ∈ E is defined as e = (type,A, id, text) , 
where e.type is a string literal describing the entities class 
to which the entity belongs, e.A a set of attributes describ-
ing the entity, e.id the entity’s unique identifier, and e.text 
is a textual representing of the entity. Each attribute 
a = (name, value) ∈ e.A is a name-value pair, where a.name 
is a string literal and a.value can be any type of data. e.id is 
a minimal attribute subset that can be used to uniquely iden-
tify the entity. e.text is a concatenation of string values of a 
subset of the entity attributes, to be used in textual queries. 
In a movie dataset for example, entity types can be movie, 

person and genre. A person entity can have attributes for 
the person name, gender, date birth. The text representing a 
person may include the name attribute value.

A relationship r ∈ R is defined as r = (type,M,A) , where 
r.type is a string literal describing the relationship class to 
which the relationship belongs, r.M is the set of entities 
taking part in the relationship and r.A is a set of attributes 
describing the relationship. A relationship is uniquely identi-
fied by its type and combination of the relationship members 
identifiers. An entity member can have a role within the 
relationship, therefore r.M is a mapping r.M ∶ E → S where 
S is a set of string literals of possible role definitions, includ-
ing Nil when the member has no role. An attribute a ∈ r.A 
is a name-value pair as defined above for entity attributes. A 
relationship is uniquely identified by its type and the com-
bination of relationship members identifiers. It should be 
noted that r.M can contain more than two members, allowing 
non-binary relationships. In a movie dataset, a relationship 
of type “actor” can link an actor to a movie, with a “rank-
ing” attribute whose value is the actor’s precedence in the 
credentials.

Technically, in order to introduce any data artifact to 
MongoDB it must be translated to a JSON object. Such trans-
lation is straight forward for an entity e = (type,A, id, text) 
using an associative array. The array keys are: }}entity_type�� , 
}}attributes�� , }}entity_id�� and }}text�� , respectively. Values 
are all strings, except for attributes whose value is an asso-
ciative array by itself containing the pairs of the attribute 
name and value.

A relationship r = (type,M,A) is also translated to an 
associative array, with respective keys }}relationship_type�� , 
}}entities�� and }}rel_attributes�� . Relationship types and 
attributes are translated like entity types and attributes. Rela-
tionship members are translated to an associative array with 
the entity ids as keys and the entity role as value.

3.3  Information retrieval definitions

The usage of relationships in ranking mechanisms has been 
extensively studied in the context of the semantic web Bast 
et al. (2016). Anyanwu et al. Anyanwu et al. (2005) in their 
SemRank algorithm use semantic associations (relationship 
paths) in knowledge bases to rerank entity results sets. Lam-
berti et al. Lamberti et al. (2009) tackle the case where the 
user query contains keywords related to several concepts by 
linking several concept graphs (of the query, ontology and 
pages), and ranking by identifying relationship paths in the 
knowledge graph.

Another research field in which relationships are inte-
gral part of search definitions is the field of keyword-
based search over relational databases Bergamaschi 
et  al. (2016a). Keyword search aims at retrieving the 
database tuples matching the user keywords (or their 

https://cloud.google.com/appengine/
http://www.mongodb.org
http://www.mongodb.org
https://mlab.com
https://mlab.com
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interpretations), using two basic techniques: schema-based 
and graph-based Yu et al. (2010). In the schema-based 
strategy the keyword query is analyzed and converted into 
SQL queries, while in graph-based techniques the database 
is treated as a graph, with tuples as nodes and relationships 
between tuples as edges. The search algorithms’ goal is 
finding most relevant top-k connected tuples, using differ-
ent graph structures (Steiner trees, rooted trees and oth-
ers). Latest research work present combinations of the two 
approaches Bergamaschi et al. (2016b).

However, to the best of our knowledge the challenge of 
answering a user’s textual query over structured or semi-
structured data by retrieving the most relevant results, results 
most related to them and the connecting relationships was 
not formerly formalized. Using the above meta-model nota-
tions, we hereby provide a new set of definitions for this 
problem.

3.3.1  Entity and relationship weights

The first set of definitions describes relevance score for enti-
ties given a textual query, and weights for entities and rela-
tionships, to allow ranking entities and relationships given 
some textual query.

First, the relevance score function allows us to capture the 
relevance between two strings, e.g., keywords, sentences:

Definition 1  [Relevance Score  Funct ion ]  Let 
S ∶ (Σ+,Σ+) → ℝ≥0 be a Relevance Score Function which 
assigns a numeric score for a pair of strings over alphabet Σ . 
In the context of dataset D = (E,R) , the relevance score of 
an entity e ∈ E for a textual query q is given by S(e.text, q).

The entity weight function is designed to allow us to 
specify an “importance” ordering over the entities, while the 
relationship weight function allows us to specify an ordering 
of relationships:

Definition 2 [Entity Weight Function] Given a dataset 
D = (E,R) , let WE ∶ E → ℝ≥0 be an Entity Weight Function 
which assigns for each entity e ∈ E a numeric weight based 
on the entity’s type e.type and attributes e.A.

Definition 3 [Relationship Weight Function] Given a data-
set D = (E,R) , let WR ∶ R → ℝ≥0 be a Relationship Weight 
Function which assigns for each relationship r ∈ R a numeric 
weight based on the relationship’s type r.type and attributes 
r.A.

Using these two functions one can decide which results 
are more important, and hence emphasize them in our visu-
alization by, e.g., stronger colors or larger nodes.

3.3.2  Entity and relationship hypergraph

The next group of definitions connects entities, relation-
ships and a given textual query along with the weights 
defined above into one weighted hypergraph. The goal is 
to incorporate in the weighted hypergraph all the informa-
tion that could be relevant during a search process for the 
given textual query.

First, we define the set of entities that are relevant to a 
given search query, given a relevance score function meas-
uring relevance between the textual representation of the 
entity and the query.

Definition 4 [Query Related Entities Set] Given a data-
set D = (E,R) , a relevance score function S and a textual 
query q, the Query Related Entities Set of q is given by 
ES(q) = {e ∈ E ∣ S(e.text, q) > 0}.

The next definition introduces the query as a pseudo-
node, with query induced relationships as edges linking it 
to the relevant entities.

Definition 5 [Query Induced Relationship Set] Given a 
dataset D = (E,R) , a relevance score function S and a tex-
tual query q, for each e ∈ ES(q) , let rq(e) = (query, {q, e}, �) 
be the Query Induced Relationship  of e .  Let 
rq(�) = (query, {q}, �) be a relationship containing only 
q. Then, Rq = {rq(�)} ∪ {rq(e) ∣ e ∈ ES(q)} is the Query 
Induced Relationship Set of q.

The weights of the newly introduced relationships cor-
responds to the relevance score of the query with each of 
the relevant entities.

Definition 6 [Weighted Query Induced Graph] Given a data-
set D = (E,R) , a relevance score function S and a textual 
query q, the Weighted Query Induced Graph Q(D, S, q) is 
the weighted graph with nodes Es(q) ∪ {q} and edges Rq , 
where the weight of edge (q, e) is S(e.text, q).

The weights of the relationships in the entity relation-
ship graph correspond to the relationships weights.

Definition 7 [Weighted Relationship Hypergraph] Given 
a dataset D = (E,R) , entity weight function WE and rela-
tionship weight function WR , let the Weighted Relationship 
Hypergraph H(D,WE,WR) be the weighted hypergraph with 
nodes E, edges R, node weights WE and edge weights WR.

Finally, can fully define the weighted hypergraph all the 
information that could be relevant during a search process 
for the given textual query, combining a “static” parts from 
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the dataset and weight functions with a “dynamic” part 
derived from a specific textual query.

Definition 8 [Weighted Relationship-Query Hyper-
graph] Given a dataset D = (E,R) , entity weight function 
WE , relationship weight function WR , a relevance score 
function S and a textual query q, the Weighted Relation-
ship-Query Hypergraph HQ(D,WE,WR, S, q) is defined 
as H(D,WE,WR) ∪ Q(D, S, q) . The weight of entity 
e ∈ HQ(D,WE,WR, S, q) is given by:

The weight of relationship r ∈ HQ(D,WE,WR, S, q) is given 
by:

3.3.3  Exploration path and subgraph

In a weighted relationships-query hypergraph as defined 
above, the focal point is the node representing the query. 
The following definitions describe exploration options in the 
graph where the query node serves as starting point:

The basic component in the exploration process is a path, 
a sequence of relationships starting with a query induced 
relationship, that does not include a cycle where one node 
appears in non-adjacent relationships in the sequence.

Definition 9 [Exploration Path] Given a weighted relation-
ship-query hypergraph HQ(D,WE,WR, S, q) , an Exploration 
Path of length k > 0 in HQ is a sequence of relationships 
of the form P = (r0,… , rk) , such that: (i) r0 = rq(�) (ii) 
ri ≠ rj for each 1 ≤ i < j ≤ k , (iii) r

i−1.M ∩ r
i
.M ≠ � for each 

1 < i ≤ k (i.e. for each pair of adjacent relationships there is 
at least one entity that is a member of both relationships).

The union of all exploration paths of certain length k 
defines a subgraph that includes all the entities and relation-
ships that can be encountered in a random walk of length k 
starting from the query node.

Definition 10 [Exploration Subgraph] Given a weighted 
relationship-query hypergraph HQ(D,WE,WR, S, q) and a 
depth parameter k, let Pk be a set of exploration paths of 
maximal length k in HQ. The Exploration Subgraph of Pk , 
marked X(Pk) , is the subgraph of HQ that contains all rela-
tionships in Pk and all entities that are members of these 
relationships. Formally, X(Pk) = (EX(Pk),RX(Pk)) , where

w(e) =

{
WE(e), if e ∈ E

1, if e = q

w(r) =

⎧
⎪⎨⎪⎩

WR(r), if r ∈ R

0, if r = rq(�)

S(e.text, q), if r ∈ Rq ⧵ {rq(�)}

3.3.4  Exploration paths scores

The following definitions provide scores for ranking explora-
tion paths and subgraphs. These definitions are based on a 
probabilistic approach, where the query node as the starting 
point is assigned the full probability (equals 1). This prob-
ability is distributed through the hypergraph using the rela-
tionships and entities weights to dictate transition weights.

For each path of length smaller than k there is a finite set 
of relationships that can be used to extend the path. In order 
to distribute the probability of the path between all possi-
ble extensions, we define for each extension a weight that 
combines the weight of the extending relationship and the 
added entities. The transition score of each path extension 
is therefore its extension weight divided by the sum of all 
extension weights.

Definition 11 [Path Tail Transition Score] Given an explora-
tion path P = (r0,… , rm) where 1 ≤ m ≤ k , let R+

r0,…,rm−1
 be 

the set of relationships in location m of all paths starting 
with r0,… , rm−1 . For each r ∈ R+

r0,…,rm−1
 , the intersection 

between the entities in r and the entities in previous relation-
ship in the path is given byE(rm−1) ∩ E(r) . The Path Tail 
Transition Score of P is defined by:

Given the transition scores, the straight forward score of 
a path of length k corresponds to the probability of select-
ing this path, i.e. multiplication of the transition scores of 
its partial paths.

Definition 12 [Exploration Transitions Score] Given an 
exploration path P = (r0,… , rm) where 1 ≤ m ≤ k , let 
P(i) = (r0,… , ri) be the prefix path of P of length i. The 
Exploration Transitions Score of P is defined by:

The straight forward score for a set of paths of length k 
corresponds to the probability of selecting these paths, i.e. 
sum of the scores of these paths.

Definition 13 [Sum of Paths Exploration Transitions Score] 
The Sum of Paths Exploration Transitions Score of paths 
{P1,… ,Pn} is given by

RX(Pk) = {r ∣ ∃Pi ∈ Pk ∶ r ∈ Pi}

EX(Pk) = {e ∣ ∃r ∈ RX(Pk) ∶ e ∈ r.M}

(1)STT (P) =
w(rm) ⋅

∑
e∈E(rm−1)∩E(rm)

w(e)
∑

r∈R+
r0,…,rm−1

w(r) ⋅
∑

e∈E(rm−1)∩E(r)
w(e)

(2)SET (P) =

m∏
i=1

STT (P(i))
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Based on the path scores, we now define scores for enti-
ties. First, each entity that is added to a path receives the 
path’s score multiplied by the entity weight:

Definition 14 [Entity Exploration Transition Score] Given 
an exploration path P = (r0,… , rm) where 1 ≤ m ≤ k , the 
Entity Exploration Transition Score of e ∈ rm−1.M ∩ rm.M) 
is defined by:

Then, we sum the scores of an entity across all relevant 
paths:

Definition 15 [Entity Sum of Exploration Transitions Score] 
The Entity Sum of Exploration Transitions Score of entity e 
for paths {P1,… ,Pn} is given by

3.3.5  The maximal n‑bounded exploration subgraph 
problem

Last, given all the above definitions we define the  Maximal 
n-Bounded Exploration Subgraph Problem. The limiting fac-
tor in this problem is the number of entities:

Definition 16 [n-Bounded Exploration Subgraph] An explo-
ration subgraph X(Pk) is an n-Bounded Exploration Sub-
graph if |EX(Pk)| ≤ n.

For a given limit on the number of entities, we wish to 
find the exploration subgraph with maximal exploration 
paths score:

Definition 17 [Maximal n-Bounded Exploration Sub-
graph] Given a weighted relationship-query hypergraph 
HQ(D,WE,WR, S, q) , depth parameter k, size parameter n 
and an exploration score scheme S, the Maximal n-Bounded 
Exploration Subgraph problem is defined as follows: find an 
n-bounded exploration subgraph X(Pk) with maximal sum of 
paths exploration transitions score SSET (Pk).

In terms of complexity, the Maximal n-Bounded Explo-
ration Subgraph is identical to the cardinality-constrained 
maximum weight connected subgraph problem, which was 
shown to be NP-hard for general graphs Hochbaum and 
Pathria (1994). Thus, the Maximal n-Bounded Exploration 
Subgraph is also NP-hard. Further theoretical discussion of 

(3)SSET ({P1,… ,Pn}) =
∑

P∈P1,…,Pn

SET

(4)SEET (e|P) = w(e) ⋅ SET ((r0,… , rm−1))

(5)SESET (e, {P1,… ,Pn}) =
∑

P∈{P1,…,Pn}

SEET (e|P)

the Maximal n-Bounded Exploration Subgraph remains sub-
ject to future research.

3.4  Search algorithm

In order to evaluate the interaction concepts that we propose, 
the results obtained for user queries in the search algorithm 
must be of acceptable quality. We therefore implemented a 
heuristic greedy algorithm which tries to find a connected 
subset with relatively high graph score, i.e. maximize the 
total score of selected entities and relationships. We provide 
here a high level description of the algorithm.

One obstacle in applying any optimization on a dataset 
D = (E,R) stems from the general case of datasets contain-
ing non-binary relationships. For such datasets, selecting an 
edge representing a relationship r whose members are a ,b 
and c requires branching to two different nodes. For exam-
ple, assuming a was already handled, both b and c need to be 
processed in parallel. Thus, the complexity of any algorithm 
applied is bound to become high.

We chose instead to use the dual graph D̂ = (R,E) , in 
which relationships are nodes and entities are edges, and 
an entity e connects any two relationships r1, r2 in which e 
participates. In terms of ranking, the weight of each node in 
the dual graph corresponds to the relationship’s score. Entity 
relevance scores for a given query are taken into account by 
adding query nodes to the graph, with entity relevance score 
as node weight. Each query node is connected to the graph 
by a pseudo-relationship with the relevant entity as member. 
The steps of the algorithm hereby described are depicted in 
Fig.  11. Steps are numbered to allow referral in the text.

The greedy retrieval algorithm starts with initialization 
step, in which entities whose text matches the query are 
retrieved using MongoDB native text search (with an index 
on the “text” field), each entity with relevance score (step 
1 in Fig. 11). The relationships containing the query and 
retrieved entities are added to the dual graph as starting 
points for exploration paths (step 2 in Fig. 11).

Fig. 11  Phases of the greedy search algorithm
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The next part of the algorithm is an iterative expansion 
step, using entities that were found in the previous cycle to 
query for new relationships through entity identifiers and an 
index on the “entities” field (step 3 in Fig. 11). The retrieved 
entities and relationships are added to the dual graph with 
appropriate scores, and the set of new entities encountered 
is identified to be used in the next cycle (step 4 in Fig.  11). 
This procedure results in a full dual Weighted Relationship-
Query graph including exploration paths up to length k, 
which is a pre-defined parameter of the algorithm (following 
tests with different values for k, in both current implementa-
tions we set k = 2).

In the third step, the ranking step, exploration paths are 
traversed, starting with the shortest ones. All paths of length 
1 are added to a priority queue according to the path score 
(step 5 in Fig. 11). Then, the top-ranked path P is extracted 
from the queue and added with the contained entities to the 
result set (step 6 in Fig. 11). All paths of which P is a prefix 
and are longer than P by one relationships are then added 
to the priority queue with the appropriate path score (step 7 
in Fig.  11). This iteration continues until there are no more 
paths that can be added to the result set without exceed-
ing the maximal number of entities n. Once the result set 
entities are finalized, another pass through the exploration 
paths is done, this time adding all relationships that include 
only entities from the result set entities. As part of the itera-
tive procedure, entity scores ( SESET , see Definition 15) are 
updated with the addition of each relationship, to be reported 
as part of the result set and later used in the layout computa-
tion (step 8 in Fig. 11).

After the final set of relationship and entity results is 
determined, there is an attributes acquisition step where 
a single query fetches the attributes of these entities to be 
presented in the GUI using entity identifiers and an index on 
the “entity_id” field (step 9 in Fig. 11).

3.4.1  Layout computation

As described in the description of the second search phase 
in Sect. 3.1, the layout of entities on the canvas should ful-
fill three goals: order the results by decreasing relevance 
order from the center out, cluster all results of the same type 
together and locate top scored results from all types in the 
most inner circle of hexagons. To achieve this, the layout is 
built from the inner circle outside. Results are bucketed by 
type, and the results of each type are sorted by decreasing 
score order. For each circle, the number of hexagons allo-
cated to each type is proportional to the fraction of results 
from that type within all unassigned results, with a minimal 
value of 1 to assure the presence of all relevant types in the 
circle.

Once the number of hexagons for each type in the 
current layer is decided, the types are sorted using a 

predefined ordering, and hexagons are allocated to the 
ordered types starting from the left most hexagon in the 
circle and moving clockwise. Since the fraction of each 
type may vary between adjacent circles, in some cases the 
hexagons of the current circle for a certain type are not 
connected to the ones in the previous circle, as happened 
to the Desert/Mountain type in Fig. 9. To minimize these 
errors, an adjustment procedure is applied which rotates 
the hexagons in the current circle, calculates a “discon-
nectedness score” for each formation, and selects the for-
mation with lowest score. Assuming type t was allocated 
k hexagons in the current circle, the top remaining k unas-
signed results in the ordered results list of t are assigned 
to these hexagons. It should be noted that this method 
does not guarantee clustering all results from the same 
type together.

4  Evaluation

The central hypothesis of this work is that the coupling 
of two-dimensional layout of search results with a layer 
of relationship presentation provides a viable option for 
knowledge acquisition tasks. We examine this hypoth-
esis in two user studies in which we compared the Hiv-
eRel system with available existing search systems, all of 
them using a ranked list layout (ten blue links). In the 
hereby described experiments, participants performed one 
set of search tasks using HiveRel, and another set using 
search engine of their choice. All participants chose to use 
Google, which is perhaps the toughest competitor existing, 
as current users have vast experience using Google, and 
have learned to formulate and reformulate queries rap-
idly and easily. On the other hand, searching with HiveRel 
requires users to learn a new interaction paradigm. It is 
therefore reasonable to assume that users will be biased 
towards the more familiar search system (Google). Thus, 
providing at least as good experience with an unfamiliar 
system would attest to the merits of the new system. A 
similar approach of comparing novel retrieval algorithms 
to Google as an existing state of the art available search 
algorithm, was used to test algorithms optimized for 
human learning Syed and Collins-Thompson (2017), edu-
cational content Cortinovis et al. (2019); Kammerer et al. 
(2021), query reformulation Kaur and Aggarwal (2020), 
and translation Safdar et al. (2020).

The evaluation is based on two similar experiments 
that were designed to measure accuracy, time and subjec-
tive opinions while preforming specific relationship based 
knowledge acquisition tasks on both Google and HiveRel. 
The studies ware approved by an institutional IRB expedited 
review subcommittee.
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4.1  Datasets

We used two datasets from different domains—the Mov-
ieLens dataset Cantador et al. (2011), containing data on 
movies, actors, directors, and genres, and the Mondial data-
set May (1999); Coffman and Weaver (2010), containing 
geographical data on countries, mountains, rivers, popula-
tion and much more.

The datasets used for this study by HiveRel can be pub-
licly found on the web, and thus the database that Google 
searches over subsumes our datasets. Moreover, for the spe-
cific tasks that we choose, we ensured that Google contains 
the needed information for accomplishing the tasks. For each 
of the datasets, we created for each experiment a set of 4 
tasks with varying levels of difficulty.

4.2  Protocol and experimental design

Both experiments took place in a computer laboratory in 
groups of up to 15 participants per session. Participants 
were assigned randomly to one of the four experimental 
groups described in Table  1. Of the four possible domain 
times system combinations, each experimental group per-
formed search tasks in two non-overlapping combinations, 
as reported in Table 1. This was done to prevent cases in 
which users repeat the search in the same domain or the 
same system. Counterbalancing the order of the combina-
tions resulted in four experimental groups (i.e., Groups 1 and 
3, and Groups 2 and 4 performed the same combinations in 
counter balanced order, respectively).

The study began with signing a consent form, followed by 
a short questionnaire to collect demographic data and gen-
eral questions over the user expertise with web search. Then, 
the users started to complete the experimental tasks. The 
users first interacted with one system and one domain, and 
then with the other system on the other domain. No addi-
tional questions were asked between the two parts. While the 
participants were highly familiar with Google search, Hiv-
eRel was completely new to them. To accommodate that lack 
of familiarity we created two short (2.5 min) demonstration 

videos. Users who used the HiveRel system with the Mov-
ieLens data were shown a demonstration with the Mondial 
data, and vice versa. The short movie was the only tutorial 
the users received regarding HiveRel. After completing the 
entire tasks, the users were asked to answer 5 likert-type 
items concerning their experience, and two open questions 
to express additional thoughts.

4.3  Experiment 1: simple search tasks

The first evaluation of the HiveRel system was performed 
on an early version of the system, and with simple search 
tasks, in order to establish the system’s usability. The main 
differences between the early version and the current version 
described in Sect. 3 are as follows:

– Algorithm: the early version of HiveRel was based 
only on the definitions of Sect. 3.3.1 where weights are 
defined, and not on the definitions of Sects. 3.3.3 and 
3.3.4 where exploration paths and scores are defined. 
Therefore, the search algorithm was optimizing for maxi-
mal sum of weights of the entities and relationships. The 
solution space for this problem is much larger than the 
Maximal n-Bounded Exploration Subgraph problem, 
and there is no possibility to run a greedy algorithm to 
solve it. Instead, we applied a search algorithm based on 
a different technique—random walk with restarts. This 
resulted in longer search time and in some cases results 
of lesser quality than the current version.

– Highlighting related results: in the early version, high-
lighting of related results was not done by shading the 
hexagons of unrelated entities. Instead, the background 
hexagon surrounding related entity hexagons was turned 
yellow, same as when highlighting relevant results that 
include the textual query.

– Querying for a certain entity: the option to directly run 
a new query of the entity name from the was not part of 
the early version.

The first two issues were mentioned by experiment partic-
ipants as major hurdles in using the HiveRel system, and 
were therefore improved during the period between the two 
experiments.

4.3.1  Tasks

For each of the datasets we created a set of 4 tasks with low 
difficulty level. For the MovieLens dataset, we requested the 
users to: (i) list 5 movies directed by Francis Ford Coppola, 
(ii) list 3 actors who acted in at least one movie in which 
Francis Ford Coppola was involved, (iii) find the number of 
movies directed by Francis Ford Coppola in which Robert 

Table 1  Experiment groups with group sizes for the two experiments

System1 : Data-
set1

System2 : Data-
set2

Size Exp. 1 Size Exp. 2

1 Google   : Mov-
ielens

HiveRel  : Mon-
dial

22 19

2 Google   : Mon-
dial

HiveRel  : Mov-
ielens

24 18

3 HiveRel  : Mon-
dial

Google   : Mov-
ielens

20 18

4 HiveRel  : Mov-
ielens

Google   : Mon-
dial

23 15
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Duvall played (between 1 and 6), and (iv) list 4 genres of 
movies in which Clint Eastwood was involved.

For the Mondial dataset the tasks were: (i) Find the coun-
tries that have a common border with Cameroon, (ii) find the 
country with longest common border with Cameroon, (iii) 
list the main ethnic groups in Cameroon, (iv) List the rivers 
that flow from Russia into the Arctic Ocean.

4.3.2  Sample

Ninety-three 3rd-year student volunteers from two Engi-
neering programs started the experiment. They received 
academic credit for their participation. In addition, a money 
reward was given to the 2 best performing participants. Four 
participants (from 3 different groups) failed to provide valid 
answers to some of the tasks and were excluded from fur-
ther analysis. The remaining 89 participants consisted of 26 
females and 63 males, with average age of 26.

All participants reported extensive daily experience with 
standard web search, but only 23 of them reported simi-
lar experience with search over structured datasets, such as 
libraries or e-commerce websites. On average the partici-
pants rated their usage of web search as 4.93 and their use 
of structured search as 2.83 (1 = once every few weeks; 5 
= many times a day. There were no statistically significant 
differences between the experimental groups on any of the 
background items.

4.3.3  Results: objective measures

We begin with evaluating the objective measures (response 
accuracy, and task completion times) obtained by the differ-
ent experimental groups. We examine the accuracy of the 
answers based on several criteria. Most tasks had correct 
or incorrect answers. For these, we count the number of 
false positives ( #FP ) and the number of missing answers 
( #MA ) with respect to the expected number. In some cases, 
the experimental datasets had missing data. For example, 
the Mondial dataset contains only the larger rivers, while 
in Google one can find a few more smaller rivers. When 
the number of correct answers differs, we use the portion 
of missing answers and false positives, denoted %MA and 
%FP, respectively. For questions with numeric answers (or 
single result that can be transformed into Boolean value), we 
report the magnitude of error—the absolute distance from 
the correct answer. As such, all of the metrics that we report 
are minimization metrics, and lower values are preferred.

Table 2 shows the average results for each system broken 
down by domain, task and measure. The right column lists 
the parameters for which the differences were statistically 
significant, using a between-subjects ANOVA type III test 
(p ≤ 0.05, with Bonferroni correction for multiple tests of 
the response accuracy metrics). The factors are O—the order 

in which systems were used (Google first vs. HiveRel first) 
and S—the system that was used for the task (Google vs. 
HiveRel). Interaction between order and system was also 
tested with no significant results found.

In both domains search was faster using HiveRel, although 
not considerably. The difference was statistically significant 
in the MovieLens domain (p = 0.004). The relatively small 
difference in task completion time may be explained by the 
existence of a Wikipedia entry as a top result in Google’s 
search. The Wikipedia article on Cameroon, for example, 
contains answers to questions about its neighboring coun-
tries as well as its ethnic groups. Detailed Wikipedia articles 
typically contain answer to knowledge acquisition questions 
attesting to the importance of such questions, but it is prob-
able that in less popular domains where Wikipedia articles 
are less detailed, or in domains where relationships are more 
subtle, efficiency (i.e., completion time) differences would 
be more pronounced in favor of HiveRel.

In the movies domain response accuracy was similar on 
six of the seven measures. However, in the other two meas-
ures, Google’s accuracy was better. The one significant dif-
ference due to type of system used was found in Task (iv) 
where using HiveRel resulted in significantly more missing 
answers. We looked into this and found a problem in the 
heuristic retrieval algorithm, which caused the system to fail 
in providing results for the query “clint eastwood genre”. For 
some users, this failure have terminated the search process 
early, resulting in missing answers.

In the geographical domain (the Mondial dataset), 
average time of task completion was similar for both sys-
tems. However, there was a significant order effect due 

Table 2  Experiment results for knowledge acquisition tasks compar-
ing Google and HiveRel 

Metric Google HiveRel p ≤ 0.05

MovieLens Time 11.405 9.511 S
Task (i) %FP 0.090 0.034
Task (i) %MA 0.005 0.022
Task (ii) #FP 0.024 0.340
Task (ii) #MA 0.143 0.043
Task (iii) Error 0.190 0.170
Task (iv) #FP 0.452 0.447
Task (iv) #MA 0.024 0.362 S
Mondial Time 8.319 7.714 O
Task (i) #FP 0.000 0.048
Task (i) #MA 0.234 0.905
Task (ii) Error 0.067 0.095
Task (iii) #FP 0.234 0.429
Task (iii) #MA 1.319 1.381
Task (iv) %FP 0.347 0.014 S
Task (iv) %MA 0.290 0.086 S
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to difference in completion times between participants 
who started with Google (average time = 7.2 minutes) 
and those who started with HiveRel (average time = 8.9 
minutes). This might be because the experiment posed 
two different challenges—understanding the nature of 
exploratory questions, and learning how to use HiveRel. 
Participants who started with Google faced these two 
challenges separately: the first set of tasks posed only 
the first challenge. On the other hand, participants who 
started with HiveRel faced both challenges at the same 
time while responding to the first set of tasks.

In terms of accuracy metrics, there were no statistically 
significant differences due to system and order in the 
first three Mondial tasks. However, performance of the 
fourth task was significantly better in HiveRel compared 
to Google. We assume that the reason is that Task (iv) 
was the only task in which Google search requires manual 
processing in order to provide a complete answer, as there 
is no single list of relevant rivers in the corresponding 
Wikipedia article. In order to validate this assumption, in 
the second experiment we tried to select only new search 
tasks that require manual processing.

4.3.4  Results: subjective measures

Following the study we asked users to evaluate various 
aspects of the HiveRel system on a scale of 1 (negative) 
to 5 (positive). Table 3 provides the experimental groups’ 
average responses to these questions. The responses are 
overall positive, which is encouraging for a proof of con-
cept system. We further asked the participants to provide 
general comments about the system. Ninety-one of the 
93 participants provided such comments. This shows a 
high level of user engagement. Most participants, being 
engineering students, were comfortable enough to sug-
gest improvements, such as stronger emphasis for links 
or the use of different colors. As mentioned above, two of 
the most common suggestions were implemented in the 

system following the first experiment, and were in place 
before the second experiment.

4.3.5  Discussion

Considering the previous experience of experiment par-
ticipants with the two systems—years of daily usage for 
Google against 2.5  min of introductory video for HiveRel, 
the results are encouraging. Accuracy measures of HiveRel 
are on par with those obtained by the participants using the 
most popular commercial search engine, while search times 
were faster. Search times were even faster in both domains 
when HiveRel was the second system used, suggesting that 
performance with the system can improve further once users 
master the concept of knowledge acquisition.

As with any empirical study, this study had several limita-
tions. First, two practical constraints prevented us from gen-
uinely testing whether HiveRel, a system that was designed 
to support knowledge acquisition in exploratory search, is 
indeed superior to a one-dimensional, yet extremely familiar, 
simple search engine— Google. One constraint was a large 
discrepancy in terms of users’ familiarity, which could not 
have been bridged within the framework of a single study. 
Another constraint was that the experimental tasks were 
mostly not tailored for exploratory search (i.e., the results 
could have been found on Wikipedia using simple search). 
These constraints have put HiveRel at an inferior position vis 
a vis Google. Yet, for the single task that required non-trivial 
processing (Task iv in the Mondial data set), HiveRel decid-
edly outperformed Google. We take this overall virtual draw 
as an encouraging sign for HiveRel’s potential.

Another limitation of the study is that HiveRel was not 
compared to other exploratory search systems. However, this 
was a byproduct of the lack of available, functioning such 
systems. We expect that as the field matures and progresses 
other systems will be developed and such comparisons will 
become feasible. Finally, our questionnaire referred only to 
the participants’ evaluations of HiveRel and not of Google. 
We found it pointless to ask participants to evaluate Google 
since they are all highly familiar with that universal search 
engine. Indeed, it would be very difficult to properly com-
pare any new interface to such a well-known system. Still, 
users naturally report scores in comparison with the other 
system with which they are familiar. For example, if the 
usability of our system was much lower in comparison with 
Google, we would have expected substantially lower evalu-
ation scores.

4.4  Experiment 2: Complex Search Tasks

As described in Sect. 4.3, following the results of the first 
experiment and the feedback received in the questionnaires, 
a few improvements where made in HiveRel, by introducing 

Table 3  User evaluation of different aspects of the HiveRel system 
following experiment 1

Group 1 2 3 4 All

Clarity 4.18 3.50 3.65 3.78 3.78
Interaction 3.68 3.25 3.30 3.48 3.43
Usability 3.86 3.50 3.65 3.91 3.73
Aesthetics 4.00 4.04 3.25 3.86 3.80
Usefulness 4.36 3.25 3.75 3.74 3.76
Average 4.02 3.51 3.52 3.75
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new Information Retrieval definitions and corresponding 
algorithm, along with changes to the interface (highlighting 
of related results and issuing entity name query).

Once these improvements were implemented, a second 
experiment was designed and carried out using the new 
system. Given that the basic design of the first experiment 
was successful in comparing HiveRel to Google despite the 
limitations described above, the second experiment used a 
similar design. The goal performing a second experiment 
was to evaluate users’ ability to handle more complex search 
tasks using HiveRel. The tasks of most interest in that regard 
are tasks that cannot be fulfilled by finding a pre-built list, 
and require gathering information from several web pages 
and identification of relationships between entities.

In this experiment for each of the two combinations of 
search system and data set each participant received, the 
time to complete the tasks (including the demonstration 
video) was limited to 25 min. As we expected that 25 min 
may not be enough to finish the search tasks, participants 
were instructed to mark unanswered questions as either 
“could not find an answer” for tasks they attempted but did 
not complete, or “did not attempt” for tasks they had no time 
to try answering. In order to balance the number of partici-
pants that attempt each search task, the tasks were rotated 
within each data set in different sessions.

4.4.1  Tasks

As with the first experiment, for each dataset we created a 
set of 4 tasks with varying levels of difficulty. For the Mov-
ieLens dataset, we requested the users to: (i) list people that 
worked with both Sean Connery and Arnold Schwarzeneg-
ger (in separate movies), (ii) list movies that were shot in 
locations in Manchester (England) during the years 2001 to 
2005, (iii) list 3 actors/actresses and 3 directors that partici-
pated in films produced in West Germany, (iv) list 3 actors/
actresses and 3 directors who cooperated in more than one 
movie with Paul Newman.

For the Mondial dataset the tasks were: (i) which country 
in Africa has parts of most deserts of area 35000 square 
kilometers or more? (ii) list 4 geographic and demographic 
attributes shared between Germany and Hungary, (iii) 
in countries in which at least 45% of the population is of 
Hindu religion, what other religions are held by at least 1% 
of the population? (iv) which city on the shores of the Pacific 
Ocean has the largest population?

4.4.2  Sample

74 student volunteers from two Engineering programs 
started the experiment. They received academic credit for 
their participation. In addition, a money reward was given 

to the two best performing participants. Two participants 
failed to provide valid answers to some of the tasks and were 
excluded from further analysis. The remaining 72 partici-
pants consisted of 23 females and 49 males, with average 
age of 23.

Participants reported extensive daily experience with 
standard web search, but only 21 of them reported simi-
lar experience with search over structured datasets, such as 
libraries or e-commerce websites. On average the partici-
pants rated their usage of web search as 4.81 and their use 
of structured search as 2.89 (1 = once every few weeks; 5 
= many times a day). There were no significant differences 
between the experimental groups on any of the background 
items.

4.4.3  Results: objective measures

We begin with an evaluation of generic objective meas-
ures— response accuracy, number of attempted tasks and 
task completion times—obtained by the different experi-
mental groups. We examine the accuracy of the answers 
for each task based on percent of true positive results of all 
participants that attempted to answer the task (%TP), and 
on percent of false positive results of all participants that 
provided answer for the task (%FP). For each data set, we 
compute the average over all four tasks of both %TP and 
%FP. Number of attempted tasks and task completion times 
are computed for entire domain tasks.

Table 2 shows the average results for each system broken 
down by domain and generic measures. The significance of 
difference between results for the two systems was tested 
using Welch t-test (unpaired, unequal variances). When the 
difference is significant ( p < 0.05 ), the result of the bet-
ter performing system is given in bold face. In the movies 
domain HiveRel shows better results in all generic measures 
presented on Table  2—on average participants attempted 
more tasks in less time with significantly better %TP and 
better %FP. In the geographical domain (the Mondial data-
set), participants using HiveRel performed significantly bet-
ter on all measures except for completion time (Table 4).

Table 5 further shows the average results for each system 
broken down by domain with %TP and %FP for each task. 
The significance of difference between results for the two 
systems was tested against the difference between results 
for the two domains using a between-subjects ANOVA type 
III test (p< 0.05). All significant results were found for the 
system breakdown.

Deeper examination of the specific tasks in Table   5 
revealed that while in tasks (i) and (iii) results for HiveRel 
were significantly better, in task (ii) which required listing 
movies that were shot in locations in Manchester (England) 
during the years 2001 to 2005 the percent of false positive 
answers when searching in Google was significantly lower 
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than with HiveRel. When investigating this matter, we found 
that there is a pre-defined list we were not aware of contain-
ing films shot in Manchester ordered by production year. We 
assume that a non-negligible number of participants found 
this list, causing the statistics to turn in favor of Google 
searchers.

4.4.4  Results: subjective measures

Following the experiment we asked users to evaluate vari-
ous aspects of the HiveRel system on a scale of 1 (negative) 

to 5 (positive). Average user evaluation of different aspect 
of the HiveRel system by group are given in Table 3. The 
evaluation items (in the order given in the table) were: (1) 
How clear are the components of HiveRel’s result pages? 
(2) How clear are the interaction options of HiveRel’s result 
pages? (3) How easy is it to use HiveRel? (4) What do you 
think of HiveRel’s aesthetics? (5) To what degree would you 
like to search using HiveRel outside of this experiment? The 
responses are overall mildly positive, but lower than the cor-
responding results in the first experiment (Table 6).

We further asked the participants to provide real life 
scenarios in which they could have used HiveRel and sug-
gest improvements to the system. Thirty scenarios outside 
the experiment domains were mentioned, with repeating 
answers about news, travel and sports. Being engineering 
students, 51 of 74 participants were comfortable enough to 
suggest improvements. The main directions for improvement 
(in decreasing order of frequency) were: interaction, query 
tooling, UI design, explaining the system components and 
capabilities and performance.

4.4.5  Discussion

Following the first experiment results, the goal of the sec-
ond experiment was to further evaluate HiveRel’s ability to 
assist in performing complex exploratory search tasks. The 
objective measures results of this experiment strengthen 
the assumption that HiveRel provides better support than 
existing search engines for completing such tasks. In the 
Mondial search tasks HiveRel outperformed Google in all 
quality measurement. In the MovieLens search tasks the true 
positive results were better using HiveRel, and the false posi-
tive results were mixed, mainly due to one search task that 
despite our efforts had a pre-defined list of results available 
through search in Google. In terms of search completion 
times, no system had clear advantage.

It is further likely that for more complex tasks and in 
less popular domains (e.g., scientific, engineering and 
medical information), in which less data is readily available 

Table 4  Results for knowledge acquisition tasks comparing Google 
and HiveRel of the following measures: average time to complete 
the tasks (Time), average number of tasks each participant attempted 
(#Attempted), average number of true positive results (%TP) and aver-
age number of false positive (%FP)

In rows with statistically significant difference the number of the bet-
ter performing system is given in bold face

Measure Google HiveRel

MovieLens Time 16.892 16.333
#Attempted 3.667 3.865
%TP 0.320 0.436
%FP 0.156 0.145

Mondial Time 15.879 18.081
#Attempted 3.545 3.919
%TP 0.432 0.588
%FP 0.479 0.360

Table 5  Results for individual knowledge acquisition tasks compar-
ing Google and HiveRel 

Metric Google HiveRel

MovieLens
Task (i) %TP 0.009 0.152

%FP 0.257 0.156
Task (ii) %TP 0.746 0.766

%FP 0.043 0.109
Task (iii) %TP 0.140 0.458

%FP 0.148 0.098
Task (iv) %TP 0.387 0.394

%FP 0.189 0.227
Mondial
Task (i) %TP 0.242 0.278

%FP 0.485 0.417
Task (ii) %TP 0.515 0.811

%FP 0.159 0.088
Task (iii) %TP 0.758 0.676

%FP 0.667 0.568
Task (iv) %TP 0.212 0.595

%FP 0.606 0.379

Table 6  User evaluation of different aspects of the HiveRel system 
following experiment 2

Aspect Group All

1 2 3 4

Clarity 3.21 3.44 3.61 3.13 3.36
Interaction 3.26 3.44 3.39 3.33 3.36
Usability 2.95 3.44 3.00 3.13g 3.13
Aesthetics 3.68 3.50 3.50 3.20 3.49
Usefulness 3.00 3.44 3.28 3.07 3.20
Average 3.22 3.46 3.36 3.17
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and organized for search on Wikipedia, the advantages of 
HiveRel for relationship based knowledge acquisition will 
become even more salient. We leave the examination of this 
conjuncture to future experiments.

While in the objective measures results comparing Hiv-
eRel to Google in the second experiment yielded better 
results than the first experiment, in the subjective measures 
there was a noticeable decrease in users’ evaluation of dif-
ferent aspects of the system in the second experiment. The 
average evaluation for the five different items changed from 
value between 3.43 and 3.80 to values between 3.13 and 
3.49. This phenomenon is even more surprising in light 
of the improvements made to the system between the two 
experiments. However, the experiments were different in one 
major aspect—the difficulty level of the search tasks. This 
factor could be the cause for the decrease in users’ satisfac-
tion with HiveRel—users in the first experiments were given 
search tasks that could be performed faster and with less 
effort than the search tasks in the second experiment, and 
therefore had more positive view of the system.

5  Discussion

The core question raised in this work considers the construc-
tion of a search system for non-expert users to search in data 
from information domains containing complex data models, 
and be able to gain knowledge as part of the search process. 
In the background section (Sect. 2), we positioned this ques-
tion within the broader field of exploratory search—a learn-
ing activity termed knowledge acquisition (see Fig. 3). In 
particular, the research question aims at activities of knowl-
edge acquisition through search, where the user articulates 
the starting point of the knowledge acquisition process 
through textual query.

In order to better understand the task and possible solu-
tions, we examined existing search systems and the level of 
support these systems provide for knowledge acquisition, 
both commercially available systems and systems built in 
academic context. This examination process resulted in a 
classification space for search systems and their level of sup-
port of knowledge acquisition through search, depicted in 
Fig. 8.

There are two main conclusions we drew from this 
classification space. First, the commonly used layouts for 
search results—ranked list layout and graph layout—are 
more suited for lookup search and clustering search results 

by attribute values, respectively, and do not provide clear 
ways to gain knowledge. Therefore, any viable solution to 
the challenge of knowledge acquisition through search must 
be based on a different layout of search results.

Given this understanding, we sought to find search sys-
tems with non-traditional search results layout, and came up 
with one system that clearly achieves the goal of knowledge 
acquisition through search: PivotPaths (see Sect. 2.2.3 for 
details). However, the layout of search results in PivotPaths 
is limited in terms of the data complexity it can support 
(only 3 result types), making it irrelevant for many informa-
tion spaces of interest to wide publics, such as the movies 
and geographic datasets used in this work.

At this stage of the research, when it was clear that the 
major challenge at hand is finding a suitable search layout, 
we took a step back to portray the mental process that a 
searcher would undergo during a search session geared 
towards knowledge acquisition. The resulting process con-
tains six phases (detailed in Sect. 3.1): textual query sub-
mission, identifying most relevant search results, locating 
results related to specific relevant result, viewing relation-
ships between results of interest, query reformulation and 
results narrowing. With these steps in mind we developed a 
user interface where search results are displayed as isosceles 
hexagons on a map-like canvas, allowing the user to focus on 
certain results and view on demand the relations between the 
selected results and other results (see Sect. 3.1.1).

In addition to the novel search interface, the proposed 
search process poses a new challenge in the retrieval of 
search results. Given a single search query, not only rel-
evant search results are required, but also other results which 
are related to those relevant search results, and the relation-
ships that provide the connections. As no prior formulation 
of such requirements exists, we built a set of definitions that 
augments the entity-relationship data model with weights for 
both entities and relationships, and introduced the informa-
tion retrieval concept of relevance for a given query as part 
of an entity relationship hypergraph. Modeling the search 
process components into one hypergraph allowed defining 
the new search problem formally, which we call the Maximal 
n-Bounded Exploration Subgraph problem (all definitions 
are given in Sect.  3.3.

In order to validate the proposed search process, interface 
and formal definitions, we implemented a full system which 
we call HiveRel. The system is written in Python and JavaS-
cript, and uses MongoDB data storage and querying, and the 
Google App Engine cloud service for all other aspects of the 
system, in particular a greedy search algorithm providing 
suboptimal solutions to the Maximal n-Bounded Explora-
tion Subgraph problem (described in Sect. 3.4). As part of 
the implementation, we modeled, parsed and created rank-
ing schema to two datasets that were previously used in 
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academic research, one in a geographic and demographic 
domain, and the other with movie related data.

In a user study, search with HiveRel was compared to 
standard web search using Google (details in Sect. 4.3). Per-
formance measures showed a virtual tie between the two 
systems, for simple search tasks despite users’ lack of famili-
arity with HiveRel. In an additional user study in which par-
ticipants were required to perform more complex knowledge 
acquisition search tasks, quality measures for task comple-
tion using HiveRel were better than using Google (details 
in Sect.  4.4). We take these results as an indication that 
the approach taken in this research poses a viable alterna-
tive for performing knowledge acquisition search tasks in 
domains with complex data, in comparison to existing meth-
ods. The potential is highest in situations that require the 
completion of more elaborate knowledge acquisition tasks in 
knowledge-rich, yet less popular domains, such as scientific 
publications and medical information.

5.1  Future work

There are a number of future research directions stemming 
from the work described in this paper:

5.1.1  Retrieval algorithm

The ranking scheme and the greedy retrieval algorithm were 
developed based on a relatively small number of sample que-
ries. A major research effort to conduct following this work 
is creation of an evaluation framework for the new retrieval 
problem, by curating a list of queries and expected results 
along with a set of quality measurements to be applied on 
suggested result sets Coffman and Weaver (2010). Given 
such benchmark, it would be possible to try improve the 
retrieval algorithm to provide better optimization than the 
current greedy algorithm,

5.1.2  Interface

Two important phases that are currently not fully imple-
mented are narrowing of search results and query reformu-
lation. Narrowing of search results is a well studied field 
with proven methods Ben-Yitzhak et al. (2008a), therefore 
the challenge we see in that regard is to implement and 
test relevant methods in order to identify the most effec-
tive. Regarding query reformulation, we envision enabling 
selection of an object on the screen and performing an action 
that will turn this object into the next query. Among objects 
that can be transformed into query are textual attribute val-
ues, attribute names, entity types and even an entire entity. 
As with other novel design-related aspects of the system, 

such interaction should be subjected to thorough empirical 
evaluation.

The layout computation algorithm can be further 
improved to ensure that results of the same type are always 
connected. An aspect of layout computation that is not 
taken into account in the current algorithm is the distance 
between members of each relationship. It can be argued 
that minimizing this distance over all relationships while 
maintaining ordering by type and relevance could result in 
inter-type clustering of results and reveal new traits of the 
query-related space, allowing additional knowledge acquisi-
tion options.

5.1.3  New domains

As described in the introduction of this work (Sect. 1), there 
are several domains in which the need arises for a search 
system that would assist non-expert users gain knowledge 
through search. Some examples for such domains are scien-
tific publications networks, social media, biomedical data 
and e-commerce. Based on the effectiveness of using Hiv-
eRel for the movies and geographic domains, further efforts 
should be made to enable searching in other domains.

5.1.4  Evaluation

An important aspect of the system evaluation that was 
not addressed in this work is long term usage of HiveRel. 
Performing a well-designed experiment to examine the 
improvement in knowledge acquisition by long term users 
can provide deeper understanding of the benefits and disad-
vantages of the system.

6  Conclusion

The goal of the research done in this work was to provide 
means for non-expert users to perform exploratory search 
tasks aiming at knowledge acquisition in domains that con-
tain complex relationships between entities of different 
types. While striving to achieve this goal, we made several 
significant contributions detailed hereby:

Information Retrieval: we provided new definitions that 
support exploratory search over data in domains that contain 
both significant textual attributes to be searched through tex-
tual query and complex relationship schema between enti-
ties. Given these definitions we proposed scores for rank-
ing exploration paths, and a new optimization problem of 
these scores, the Maximal n-Bounded Exploration Subgraph 
problem. We further implemented a greedy search algorithm 
aiming at finding solutions to the new search problem, and 
used it in the HivRel system using datasets from two differ-
ent domains.
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Search Interface: we proposed a new six-phase para-
digm for supporting knowledge acquisition search tasks in 
domains containing entities with textual attributes and com-
plex relationship schema between entities. We designed and 
implemented a new search interface based on the new para-
digm, in which entities are presented on a map-like canvas 
in center-out relevance ranking. Presentation of relationships 
in which and entity or entities of interest participate is done 
on user demand.

System and Evaluation: by combining the previous con-
tributions, we developed a search system termed HiveRel, 
and tested users’ ability to perform knowledge acquisition 
tasks using HiveRel in two separate user studies. During 
the user studies, participants performed knowledge acquisi-
tion search tasks in either Google or HiveRel, measuring 
the quality of their work and the time to complete different 
tasks. Overall, task results quality and completion time were 
similar in both search systems used, and in more complex 
search tasks results quality of users using HiveRel was bet-
ter than those using Google. Given that all user participants 
were unfamiliar with HiveRel beforehand and used it based 
on a short introductory video (2.5 min), we take these results 
as a viable demonstration that the approach proposed in this 
work can indeed assist in knowledge acquisition through 
search.

Appendix

Following the exploratory search concepts defined by Mar-
chionini, White and Roth1 proposed a set of eight features 
as ones that must be present in systems that support explora-
tory search activities. In order to simplify the assessment of 
exploratory search systems, we group the proposed features 
into three feature sets, and add a fourth criterion. The fea-
tures are as follow: 

1. Search activities supported by the system, including: 

(a) Support querying and rapid query refinement,
(b) Offer facets and metadata-based result filtering,
(c) Leverage search context,

2. Presentation of search results, including: 

(a) Offer visualizations to support insight and deci-
sion making,

(b) Support learning and understanding,

3. Search task management support, including: 

(a) Facilitate collaboration,
(b) Offer histories, workspaces, and progress updates,
(c) Support task management.

4. Although not covered by White and Roth, several attrib-
utes of user interaction collectively covered by the term 
“User Experience” have been shown to play an impor-
tant role in facilitating user engagement with interactive 
systems O’Brien and Toms (2010).

The following table contains comparative assessment of the 
different layout types described above, using the feature sets 
defined at the beginning of the section: search activities, 
presentation, task management and user experience. 

Search activities

Vertical List Textual search supported, with options 
to narrow results, use search context 
and show documents related to a 
certain search result. Very limited 
ability to create new queries out of 
search results.

Graph Not all graph based systems sup-
port keyword queries, and query 
reformulation is not straight forward. 
However, using an entity as query 
is easy.

Other Layouts The three surveyed systems do not 
support keyword search. Two of 
them (the UNESCO search system 
and PivotPaths provide strong query 
reformulation options.

Presentation
Vertical List Limited presentation, mostly since 

the space required for each result is 
relatively large, causing a limit on 
the total number of presented results. 
Thus, even if there is a good way to 
present relationships between results, 
only a very small number of relation-
ships could be shown. As a result, 
learning and investigation cannot be 
properly supported by this layout.

Graph Flexible presentation, allowing use of 
size, color,line width and transpar-
ency in ways that support identifica-
tion of patterns and gaining insights. 
One obstacle which hinders some 
systems is data overload,where too 
much information is presented with-
out proper tools to focus on local 
phenomena.

1 R. W. White, R. A. Roth, Exploratory search: Beyond the query-
response paradigm, Synthesis Lectures on Information Concepts, 
Retrieval, and Services 1 (1) (2009) 1–98.
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Search activities

Other Layouts Flexible presentation, allowing use of 
size, color, line width and transpar-
ency to support identification of 
patterns and gaining insights, with 
visualization strongly linked to the 
data model.

Task Management
Vertical List Good task management support 

provided by querium, including both 
retrieval of previous queries and 
sharing of search tasks.

Graph/Other Layouts Task management was not addressed 
in any of the systems other than que-
rium, probably since the developers 
of these systems currently focus on 
other challenges.

User Experience
Vertical List Very similar to web search engines, 

which makes the first steps in the 
system easier for new users. How-
ever, exploratory system are required 
to support complex actions which 
are not part of common web search, 
which would command significant 
changes to the user experience, and 
thus require more learning by new 
users.

Graph Can be very appealing in terms of 
visual traits, and incorporation of 
new technologies (such as HTML5) 
could improve it even more. On the 
other hand, complex actions such as 
query reformulation are not enabled. 
Finding ways to enable such actions 
while maintaining ease of use is a 
major challenges.

Other Layouts User experience in the three surveyed 
systems is unique in terms of graph-
ics and functionality, which many 
users would find appealing. They 
present a viable alternative in cases 
where the data model deviates from 
the document or graph model.
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