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Abstract
There are many applications where artificial intelligence (AI) can add a benefit, but this benefit may not be fully realized, if the
human cannot understand and interact with the output as required by their context. Allowing AI to explain its decisions can
potentially mitigate this issue. To develop effective explainable AI methods to support this need, we need to understand both
what the human needs for decision-making, as well as what information the AI has and can make available. This paper presents
an example case of capturing those requirements. We explore how an operational planner (senior human analyst) for a cyber
protection team could use a junior analyst virtual agent to scour, analyze, and present the data available on vulnerabilities and
incidents on both the target systems as well as similar systems. We explore the interactions required to understand these outputs
and to integrate additional knowledge held by the human. This is an exemplar case for integrating XAI into the real-world bi-
directional workflow: the senior analyst needs to be able to understand the junior analysts results, particularly the assumptions
and implications, in order to create a plan and brief it up the command chain. He or she may have further questions, or analysis
needs to achieve this understanding. The application is the junior analyst agent and senior human analysts working together to
create this understanding of threats, vulnerabilities, incidents, likely future attacks, and counteractions on the mission relevant
cyber terrain that their unit has been assigned a mission on.

Keywords Human agent interaction . Explainable artificial intelligence . Transparency . Situation awareness . Cyber . Human
factors

1 Introduction

As the DoD pushes towards the unified platform to conduct
joint cyber operations, we need to ensure that cyber operators
from across the services can work together to successfully
execute missions. This will require effective communication
and collaboration predicated upon a shared understanding of
the cyber environment. The future operating environment will
likely include input and output from AI and other intelligent

agents in the workflow that will play a key role in this required
understanding.

The focus of this overall project, sponsored by the ASD
(R&E) Cyber Security and Applied Research Program, is on
effective information sharing and visualization regarding the
cyberspace components of mission command at combatant
commands (CCMDs). The primary foci are on tools for pro-
viding information and visualization support to CCMD cyber
protection teams (CPTs), mission owners, and network
owners for the identification of cyber key terrain (KT-C) and
mission relevant terrain-cyber (MRT-C) and the planning and
tasks related to protecting and utilizing this key terrain (HQ
USINDOPACOM 2019; Raymond et al. 2014).

The CCMD represents the ideal test case to examine the
information sharing and information visualization constructs
as multiple services come together and have to coordinate
with each other, as well as other mission-relevant partners.
For example, the CCMD might be run by the Army, while
utilizing networks and systems owned by Navy and industry
partners, and supported by an Air Force CPT. Each of these
services and stakeholders brings in unique perspectives,
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techniques, and terminology that can impact both the infor-
mation sharing and understanding across the team. Within the
CCMD workflow dynamic, the planning process for CPT
missions was chosen as the focus area as this is the stage
where the stakeholders have to come together to ensure un-
derstanding of the specific, and overall, mission and how that
relates to the terrain and threat landscape to produce the most
effective plan to achieve the mission’s intent.

Through extensive knowledge acquisition (KA) activities,
including documentation review and more than 20 interviews
with various CPT members and other cyber stakeholders, it
was consistently explained to us that there were petabytes of
data out there that could be valuable, but no one had the time
or personnel to analyze it. One of these data sources was the
incident data available in large databases but would need to be
related to system components, threats, and vulnerabilities to
be useful along with the requirement to understand the analy-
sis and its implications and assumptions in order to create a
plan and brief it. Therefore, we identified a value-added use
case for artificial intelligence (AI) within the CCMD CPT
planning process as part of the toolkit to support the planning
process by mining and combining available data on the target
and similar systems. The applied use case required applying
explainable AI (XAI) methods to explain the results and as-
sumptions of the AI analysis and get the planner up to speed
on the target system in terms of what has happened (incidents,
vulnerabilities, threat presence), likely follow on adversary
activities and where to monitor, harden, or counteract those.
This paper will explain the development of this use case and
the information requirements for an AI-driven junior cyber
analyst.

2 Background for XAI

Artificial intelligence (AI) is at the core of the future of Army
technology. The US Department of Defense (DoD) is
investing $2 billion to create human-like AI to be the
Soldiers’ “partners in problem-solving” (Walker 2018).
Cyber security analysis tools will be powered by state-of-
the-art AI. Such AI will work alongside the cyber operators
on and off the battlefield. For many future use cases, including
cyber operations, the understanding of the decisions of the AI
and the rationale behind such decisions can be key to the
success of the man-machine team. However, the complexity
and the “black-box” nature of many AI algorithms create a
barrier for establishing such understanding within their human
counterparts. Without such understanding, a human
interacting with such an AI system is likely to fall into the
pitfall of misuse or disuse of the automation (Parasuraman
and Riley 1997). For an AI to play an effective role in many
human-machine teams, it must make its decisions understood
by its human counterparts.

Early work in explainable AI (XAI) focused on generating
explanations of expert decisions within rule-based and logic-
based AI systems, not addressing the quantitative nature of
much of the AI used today (Swartout and Moore 1993;
Johnson 1994; van Lent et al. 2004; Core et al. 2006). More
recent work on agent-based XAI used Markov decision pro-
cesses (MDPs), the completely observable subclass of partial-
ly observableMDPs (POMDPs) (Elizalde et al. 2008; Dodson
et al. 2011; Khan et al. 2011). The author’s work on agent-
based XAI was the first to develop the algorithms to automat-
ically generate explanations based on POMDPs (Pynadath
et al. 2016). More recently, as machine learning (ML) systems
become more prevalent in our everyday life, there has been a
surge of research into making their decision-making more
transparent (Ribeiro et al. 2016; Hendricks et al. 2016; Guo
et al. 2018). Some of these efforts have taken the approach of
incorporating human-interpretable models, such as AND-OR
trees (Si and Zhu 2013) or Bayesian networks (Shih et al.
2018), into the ML process. To address the needs to make
AI more transparent, DARPA created an explainable AI pro-
gram in 2016. In a review of the program mid-way through its
4-year course, the program director, Dave Gunning, has point-
ed out that state-of-the-art XAI research has enjoyed success
in explaining the decisions behind, for example, recommen-
dation systems for image recognition (Hendricks et al. 2016;
Chang et al. 2018) and AI playing video games (Koul et al.
2018). However, generating explanations for automation with
ML will remain a significant challenge for years to come,
because of the fundamentally higher level of complexity of
the AI decisions for automation relative to those for simpler
recommendation systems (Gunning 2019). An AI-driven cy-
ber analyst agent, as a decision-support automation, still pre-
sents a challenge to making its decision process transparent,
given the state-of-the-art XAI research.

3 Background for CCMD cyber operations
planner

Cyber operations planners receive various forms of guidance
for planning their missions. This can include high level joint
doctrine, such as that provided by US Cyber Command (Allen
2015; USCYBECOMMAND 2020), guidance provided by
service commands (e.g., Army Cyber Command), unit stan-
dard operating procedures, and lessons learned from on the
job experience. Through our KA activities (literature review,
interviews, observations) across various CCMDs and CPTs, it
was clear that there is much variation between CCMDs and
CPTs on the missions and planning process, largely in terms
of the mission scope and specificity provided (e.g., vague
tasking like go do cyber to specific tasking such as look at
this one component); the organization of the planning respon-
sibilities and experience levels (e.g., variations in rank and use
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of civilian deputies); the materials provided (e.g., old vs up-to-
date network maps vs nothing); and the timeframe for both
planning and response (e.g., 1- to 2-year plans vs quick reac-
tion requirements). For example, CPTs supporting CCMDs in
active combat regions often receive more quick reaction force
taskings with less formality and detail, whereas others may
receive missions a year or more out in advance.

It is also important to note that the current set-up is very
unique in that a strategic level entity, CCMD, is tasking a tac-
tical level unit (CPT) often bypassing the official operational
level planning entity or steps. There is nowhere else that we
have observed in theDoD planning processwhere this happens.
Various approaches, both formal and informal, have been im-
plemented to help fill this gap, but the overall result is that 2
types of planning activities have been required at the CPT op-
erations planner level with various levels of support. The first
type is the more internal and traditional military decision-
making processes, and the second type is a more external plan-
ning piece to scope the mission and to organize the stake-
holders, accesses, points of contact, schedule, and related tasks.

Across all CPTs, there is an initial step where the CPT
operations planner, in conjunction with mission owner (typi-
cally representatives of the CCMD’s Joint Staff and Joint
Cyber Center, namely, the J-3 (operations cell) or J-6 (com-
munication systems)) that provide tasking and clarification to
the CPTs supporting the CCMD, and network owners need to
get on the same page (see Fig. 1). The goal is for the planner to
(1) understand and identify the KT-C/MRT-C which could be
identified as task critical assets, systems, or other more or less
detailed entities that describe what systems and components

are essential to the mission; (2) understand the KT-C/MRT-C
in terms of how data flows and supports the mission, as well as
security and sensors already in place; (3) arrange access to
both specific data and system components as required, espe-
cially if building a virtual training environment; (4) be able to
pass this understanding along (hand-off) to the actual CPT
mission team who will be doing the mission, and (5) in some
cases help identify courses of action that best support the
mission goals. Most planners reported that at this early stage,
this is primarily an artifact and discussion-based review of the
terrain, without yet getting hands on the actual network or
pulling data. The initial information available can often be
out of date or incorrect, and as the mission proceeds, a better
understanding of the KT-C/MRT-C can be gained. As seen in
the use case, this will be important for the user being able to
update or edit the materials input into the process, as well as
the analysis done by AI. The core point is that the better the
CPT operational planner can understand the network, its status
and vulnerabilities, the threats on it, and what these threats are
likely to do at this early stage of planning, the better the plan-
ner can prepare the CPT mission team for their mission to go
on that network and perform defensive actions that matter.

4 Developing the use case: methods
and results

The methods and results here are discussed sequentially al-
though there was significant iteration, interaction, and
updating in parallel as the research proceeded.

Fig. 1 Stakeholders involved in CCMD CPT tasking
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4.1 Identifying the use case

During the course of our KA activities, including literature
review, interviews, and observations, in addition to learning
about the planning workflow, information requirements, and
constraints, we were also looking for areas where the advan-
tages of AI could be combined with the needs of the operators
for AI support and transparency to create a value-added appli-
cation of XAI. A consistent theme across the KA activities
was that there were massive amounts of data stockpiled that
may contain valuable insights, but CPTs lacked the manpower
and pressing priority to force analysis. The ability to analyze
large amounts of data is a strength of AI compared to humans
(O'Leary 2013). Further, AI is good at identifying patterns in
data (Bishop 2006). It was clear from the interviews that cyber
analysts and operators would have to explain their findings in
terms of assumptions, sources, logic, and limitations and also
conduct further analysis integrating additional data available
to the humans. These are also characteristics that define a need
for any AI applied to be explainable and bi-directional.

The input from subject matter experts really helped guide
the use case. One discussion that was particularly informative
described an idea for using the MITRE ATT&CK® model
(MITRE 2018). The ATT&CK model lays out the steps of
cyber attacks into a kill chain (initial access, execution, per-
sistence, privilege escalation, defense evasion, credential ac-
cess, discovery, lateral movement, collection, command and
control, exfiltration, impact) with known techniques that are
used at each step of the chain to accomplish that goal. For
threats that are known, primarily advanced persistent threats
(APTs), the model provides patterns of the techniques used by
each specific threat at each step based on their history of at-
tacks (see Fig. 2 for a simple example). The idea presented
was to analyze the patterns of (APTs) in terms of the model’s

kill chain and how to combine that with system vulnerabilities
to identify likely adversary courses of action (COAs) on a
network or system of interest. This means that if using the
ATT&CK model to see what threats typically do, you can
see what they are currently doing on your system and predict
what technique(s) they are likely to use next and, based on
your system’s vulnerabilities, the likely location on your net-
work where they will try to do that. This also would help
support incident response actions (what to harden to prevent
further threat actions) and attribution of attacks and incidents.
The SME provided a white paper to support this via personal
communication.

The second was an interview with an instructor at the
Intelligence Center of Excellence, Ft. Huachuca. She
discussed the workflow process between junior and senior
analysts and how those outputs are used. This highlighted
the need for explainable outcomes and the concept of keeping
the human as the senior analyst and using AI as the junior
analyst agent to do the legwork and produce usable outputs
to the senior analyst. The human senior analyst then uses the
results to brief further up and down the chain of command.
The senior analyst is going to have to explain and field ques-
tions on the results and suggestions he or she is making to the
commander and will need to be able to provide those justifi-
cations and supporting details. This also included a need for
the ability to let the human senior analyst drill down into the
results provided by the junior analyst and “retask” the junior
analyst to answer additional questions.

These inputs were combined with the rest of the KA in-
sights to produce the following use case:

At the combatant command (CCMD) level, there will be a
large number of networks within their area of operations that
support the CCMD missions to various degrees. For each
network and component, there are a stockpile of incident

Fig. 2 MITRE ATT&CK simplified threat pattern example
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reports (e.g., via the Joint Incident Management System
(JIMS) and other systems), some of which are investigated
fully and others not. There are also databases of known ex-
ploits and vulnerabilities (such as the common vulnerabilities
and exposures (CVE) database, Nessus, or the Air Force’s
Genesis tool). Threat models that include attack patterns and
tactics, techniques and procedures (TTPs), and the signatures
left behind, such as those based on the MITRE ATT&CK
model, are also available. When assigned a mission, the cyber
protection team (CPT) planner first identifies the networks
and systems involved in that mission, the KT-C or MRT-C.
These networks, systems, and components represent the base
of the workflow for a junior cyber analyst agent.

An XAI-driven junior cyber analyst agent could be used to
allow the human operator to identify the systems and compo-
nents of interest (e.g., pulling directly from available data or
manually entering). Then, the XAI-driven junior analyst agent
would pull relevant data concerning exploits and vulnerabil-
ities and the incident reports from the target system and similar
systems/components to look for patterns that identify past
attacks, likely attack patterns and next steps in attacks (adver-
sary courses of action) and the threat actors present, alongwith
the logic of these recommendations and additional recommen-
dations on required actions (hardening, sensors or monitor-
ing). AI should be able to “see” much more in terms of pat-
terns of connections between large databases (e.g., incidents-
JIMS, threat-ATT&CK, and vulnerabilities-CVE) than a hu-
man operator and do this much faster. The tool should provide
an interface to allow modifications and drill downs into the
analysis providing an interactive, bi-directional, component to

include additional knowledge and further analyze and “what
if” the results. This would also support coordination between
the CPT operational planner and the CPT’s intelligence group
and with CYBERCOM as needed to integrate updated infor-
mation (new threats or patterns, vulnerabilities, etc.) into the
analysis. This will allow the senior analyst to plan what the
CPT mission team should do next to either protect the mis-
sion, gather more information (sensors, from network owner,
etc.), and also facilitate discussions with the mission owner
and network owners.

4.2 Identifying the bi-directional information
requirements

After identifying a use case and the need for XAI, the next step
was to identify the information requirements (input, process-
ing, and output) for both the AI and the human, along with the
types of interactions that might be required to support this.
The situation-awareness agent transparency (SAT) model
(Chen et al. 2014) provided a base approach to accomplish
these goals. The SAT model breaks out the situation aware-
ness (SA) requirements for the human based on the outputs of
the intelligent agent. See Fig. 3 for an overview of the SAT
model. Chen and colleagues (Chen et al. 2014, 2018; Chen
and Barnes 2015) define transparency in terms of understand-
ing the internal underpinnings of the intelligent agent’s (IA)
courses of action (COAs). The SAT model defines the agent’s
suggested COAs as comprising three transparency levels (L):
the agent’s perception of its plan (L1), its logic (L2), and its
predicted outcomes and their perceived likelihood (L3). SAT

Fig. 3 SAT model reproduced
with permission from Chen et al.
(2018)
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is similar to Endsley’s (2015) original SA model but derived
from the IA’s output perspective. The SAT model has been
tested in three diverse military paradigms, showing improved
calibration of trust and performance (reduced misuse and dis-
use of autonomously generated COAs) for an agent that con-
ducted perimeter defense (Mercado et al. 2016), infantry sup-
port (Selkowitz et al. 2016), and convoy route planning
(Wright et al. 2016).

We modified the SAT analysis to break down the
workflow process of the IA into 3 levels of SA (1 = perception
and base data, 2 = reasoning and assessment of system’s cur-
rent state, 3 = projecting to the future state) and then map in
parallel how the human would be presented with, and interact
with, that output to achieve their levels 1–3 SA (see Fig. 4). In

our application the XAI was not just producing COAs so we
had to capture additional elements of the analysis and output
steps. See Tables 1, 2, 3, and 4 for an overview of the process
and the output breaking down the IA’s information require-
ments by the 3 levels of SA, along with documenting likely
uncertainties in the analysis. It was important to map out the
IA’s inputs, reasoning, and outputs to support the future task
of identifying the best AI methods to apply that could both
effectively do that processing and yet provide the output and
additional information (explanations) that the human required
to be able to use this output for their levels 1–3 SA and to
support their tasks and workflow. This task of identifying the
best AI methods has not yet been finished in this project but
will be in the coming months.

Table 1 Intelligent agent’s (IA) level 1 SA, logic, and human interactions

Level 1: data used in analysis
(perceptual pieces)

Reasoning logic (filtering) Human interaction1

- Incident reports: # of incident re-
ports included (perhaps excluded)

Commonalities: What components of target system
were matched (hardware, software, network
components, etc.), why included or excluded

Drill down to examine what was included and why.
Include additional, or exclude, categories/classes of
reports or weight them

- System types and components:
analyzed/included

Similarity: Why systems were included (similarity
factors)

Drill down on factors to understand what was included
and why, and include additional, or exclude, systems
and related data or weight them

- Vulnerabilities and exploits: other
databases and data samples in-
cluded (vulnerabilities, exploits)

Relevance: Why databases and data
included/excluded (relevance to target system)

Drill down on factors to understand and include
additional, or exclude, databases or data in analysis or
weight them

- Known threats (patterns, signa-
tures) considered

Relevance to protected mission: Why threats
included/excluded

Drill down on factors to understand and include
additional, or exclude, threats (patterns) in analysis or
weight them. Modify/update threat patterns based on
new intelligence not in model

1 Note that many of these choices could bemade before running the analysis (what to include/exclude) and what parts of the target system are the focus of
the planning. These could then be filtered in and out when reviewing the analysis

Table 2 IA’s level 2 SA, logic, and human interactions

Level 2: assessment of system (key terrain) and
current state

Reasoning logic Interaction

- Target system vulnerabilities: identified vul-
nerabilities and weak points in target system
based on system status and past incidents on
target and similar systems, and vulnerabilities
and known exploits database

Vulnerabilities prioritization reasoning: based on
what data and factors-e.g., used by most
threats, known vulnerability, exploits
available, patched, etc., why similar systems
were relevant

Filter for likelihood of exploitation by Threat
N-Z, impact of patches, redundancies, etc. The
results can also alert CPT of questions to be
answered by network owner (e.g., was this
patch, STIG, etc. implemented) as it might be
unknown to the AI

- Relevant incidents: overlays or lists of past
incidents on target system and similar systems
and key components attacked/compromised
and patterns

Explain any relevance logic, especially if system
components have changed or differences
between target and non-target system

Filter by date, severity, systems included, etc.

- Threats: overlays/list of likely threats working
on system based on past attack patterns on
target and similar systems and area of opera-
tions

Relate patterns to threats and target system
components and highlight the factors that
differentiate between threats

Filter or sort incident by parameters (IP,
components, systems included) combine
across attacks to match to larger patterns (e.g.,
heat map), conduct if/then analysis on adding
or removing components to see if it changes
the threat picture
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By identifying the inputs, processing, outputs, reasoning,
and possible interactions, we were prepared to examine how
those interactions might be portrayed to the human user and
what AI techniques might support this. At this stage, we were
not able to identify in detail the level 3 SA requirements
(projecting into the future) for human users as the AI had
alreadymade its predictions to the human as the human’s level
1 input. Level 3 information is not always required, but it was
left as something to track and add, if needed, as the work
proceeded.

Table 1 captures the level 1 (perceptual) requirements
of the junior cyber analyst agent. For an AI, this was
translated into what data from the databases (incidents,
vulnerabilities, threat) it would use in the analysis (at level
2) and the explainable aspects of this focused on why
those data items were selected or not. This is particularly
important for data where there is matching required, such
as how target systems and components were matched with
similar systems for analysis or what vulnerabilities apply
to the target system. This is a step where the human ana-
lyst would be expected to drill back down into that data
and filter, add, or weight different aspects of the data to get
the analysis and information he or she requires. It is ex-
pected that the human might also have information or in-
telligence that is not already captured in the system and be
able to use that to impact the analysis. This could include
updating things like the network map to better identify the
components or interest, or knowing about new vulnerabil-
ities or vulnerabilities that have been patched, or emerging
threats and threat models to load into the XAI-driven ju-
nior cyber analyst agent.

Table 2 captures the level 2 (reasoning) done by the junior
cyber analyst agent. This is the base analysis, taking the data
included from level 1 and determining what does that mean to
the target system in terms of incidents, vulnerabilities, and
threats. This is answering where is the system vulnerable based
on the system make-up and components and known vulnera-
bilities found in the database. This includes analyzing the inci-
dents on your target system components, as well as incidents on
similar systems, to see where your system is getting attacked
and how, and if, this matches other similar systems or if there
might be incidents you are missing. The threats are analyzed by
looking at the incidents on your system in comparison to known
patterns by threat actors to help determine who is active on your
system. This information is then combined to look for patterns
and help identify the priority system components to look at
(e.g., vulnerability is present on your system, has been exploited
and is known to be used by the threat actors seen on your
system). The explainability of the junior cyber analyst should
provide insight into why vulnerabilities were prioritized, what
made incidents relevant or not (e.g., changes over time), and
highlight the factors that differentiated between different
threats. The human is expected to interact by filtering and
sorting this information, exploring the impact of vulnerabilities
and patches, and conducting if/then analyses to look at the
impact on the threat picture.

Table 3 captures the level 3 (projection into the future)
done by the junior cyber analyst agent. The core of this anal-
ysis is to go beyond the current state of the target system to
identify predictions for what is likely to happen next. This
includes looking at the known threat patterns and their current
known activities to identify likely next steps (courses of

Table 3 IA’s level 3 SA, logic, and human interactions

Level 3: future state: recommendations and predictions Reasoning logic Interaction

- Likely threat courses of action on target system: scaled
by likelihood based on each threat, based on MITRE
ATT&CK patterns or other

COAs matched to threat(s) and how determined/matched
from past attacks to target system (e.g., how an attack step
such as file and directory discover applies to target system)

Compare COAs and rank on
likelihood/severity/etc.

- Named areas of interest: to monitor (place sensors) and
behaviors to look for to differentiate between COAS

Overlay the threat attack patterns and highlight how this NAI
differentiates between threats (e.g., Threat X enters via the
router, where Threat Y uses URL viruses)

Overlay and compare threat
patterns, edit patterns as
required, save results

Table 4 Modeling uncertainties, logic, and human interactions

Uncertainties Logic Interaction

- Uncertainties based on deception to imply
other threat or decoy from main attack, data
limits (timeframes included), how close of a
match to prior patterns, new attack patterns
(similarity), if target system has implemented
various cybersecurity measures

Portray information to allow user to know where
the analysis is most/least certain and identify
the key factors that, if changed, would impact
the results (e.g., adding security measures,
updates, new threat, etc.)

Drill down to understand uncertainties. Rerun
model to “what if” changes to key factors (e.g.,
with new threat model or including systems
that have been patched for comparison)
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action) and based on those threats’ preferred techniques and
your system make-up determine where those next steps are
likely to happen. The explainable components of the AI in-
clude transparency into how it came to these conclusions in
terms of references to the threat models and how that was
matched to the target system. The human will want to com-
pare different possible attack patterns to help determine where
the CPT mission team will need to focus and also identify
ways to confirm or deny certain threats are present when there
is ambiguity. The human might also want to edit the parame-
ters of this analysis based on additional information he or she
has concerning threats and their adaptations. The human plan-
ner needs to evaluate and produce enemy courses of action
and rank them by likelihood and risk and this output will help
support that, for example, identifying named areas of interest,
which would be where to look for techniques, or the targeting
of specific system components, that would differentiate be-
tween suspected threat actors.

Table 4 separately addresses uncertainty information in the
analysis. This has been included in prior work on using the
SAT model (Mercado et al. 2016), and making uncertainty
information available has shown an impact on performance.
Therefore, we want to make sure it was addressed in the in-
formation and explanations available. The primary uncer-
tainties center on helping identify confidence in any of the
results provided, any assumptions made, and taking into ac-
count factors such as data limitations, the degree of match
between systems or threat profiles, and adversary deception
that might attempt to hide their presence or activities. In terms
of explanations, this keys on making the human aware of
where the analysis results are most, or least, certain and
why. The human could filter the analysis on parameters such
as confidence or drill down to understand the uncertainties.

The cyber threat world is constantly adapting so their will
consistently be a degree of mismatch between past behaviors
and techniques and future techniques, and the AI and human
have to work together to understand and interpret those. There
can also be uncertainties in the analyses on factors, such as
which vulnerabilities have been patched and to what degree,
and this is something that the human operator may be able to
obtain information on and add to alter the analysis. It can also
provide the human operator the ability to what if the analysis
even if ground truth is not known to answer questions such as
what if this vulnerability exists or is removed or if the threat
tries this instead.

4.3 Information portrayals

The next step, after reviewing the SAT model content with
operational SMEs, was to turn that mapping into information
portrayal examples to examine how the human user would
receive information from the junior cyber analyst and then
interact with it to build his or her SA. These were mocked
up using Microsoft Visio to represent user interface content
and options and to allow walk-through sessions with SMEs.
As you can see, these were mapped fairly consistently onto the
SAT model outputs produced in the prior step (Tables 1, 2, 3,
and 4). Some examples of user interfaces, interactions, and the
reasoning are provided in the following to show the basic
process.

As depicted conceptually in the model, the human SA
building starts with the output from the junior cyber analyst.
In reality, a human may have already interacted with the sys-
tem to define the key terrain (systems and components of
interest on the target and similar systems) and input some of

Fig. 4 Modified SAT model as applied to our use case
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the settings, but this step of starting with the XAI output works
as a good conceptual starting point for describing the flow.

The first output screen, see Fig. 5, consists of a summary of
the analysis conducted. This is envisioned to provide an over-
view of what was included and what was found and give the
human analyst a starting point to branch off into more detailed
analyses as warranted by their task and information needs. A
summary of scope defines at a high level what was included in
the analysis in terms of the target and similar systems. The
results for each component of the analysis, threats, attacks/
incidents, and vulnerabilities, are summarized for the target
system and similar systems and then augmented with the ju-
nior cyber analyst’s recommended actions. This gives an over-
view of the junior cyber analyst agent’s levels 1, 2, and 3 SA
and outputs.

Figure 6 presents a mock-up portrayal of incidents on the
target system with larger circles indicating more incidents.
The analyst could click on the circles to drill down into the
incidents for information concerning the threat, TTPs, and
vulnerability exploited. This portrayal also shows the various
filter options available: date, vulnerabilities, target, or similar
systems and by known threats and stages in the attack cycle.

Figure 7 provides a view if the analyst wants to see both the
target and similar systems simultaneously with red and yellow
combining to make orange for common incidents. A non-
color coding method such as patterns is also being explored

as are other alternate presentations. The goal was to allow the
analyst to see similarities but also differences as a way to learn
from other systems to identify incidents that were perhaps
missed by prior analyses or represent foreshadowing of future
incidents and attacks.

Figure 8 shows how vulnerability information could be
shown as well, in this case overlaid on the incident informa-
tion. The vulnerability portrayal (3-level triangle) was created
as a simple way to show 3 levels of vulnerability (high, me-
dium, and low). It was not a standard portrayal, but we needed
a representation that could be shown simultaneously with the
incidents. The levels were envisioned to map onto a combina-
tion of ease of use by adversaries and amount of damage (risk)
if exploited. The plan was to confirm the presentation and
levels with SMEs in a follow-on review step. In the example
shown, you can see a drill down onto a vulnerability to gather
more information. The date slider in combination with the
vulnerability portrayal was seen as one way to explore how
incidents and vulnerabilities were related to system updates
and patches. This can allow the senior human analyst to un-
derstand the history but also filter out attack vectors
(vulnerabilities) that are no longer relevant.

Figure 9 portrays an example user interface for modifying
the analysis and parameters. This screen allows for loading or
editing a network map, modifying the threat list, and manag-
ing what is considered a similar system of interest. It was not

Fig. 5 XAI junior analyst analysis summary screen
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felt that modification needed to be restricted to just this screen.
For instance, circling areas of interest or excluding aspects
could be provided on any screen. This portrayal provided
the ability to discuss those with SMEs in one place though if
not covered elsewhere. As noted before, these portrayals were
not meant to be functioning user interfaces but rather a means
to get SMEs to talk through how such a system would be used
and the information requirements. In this case, one of the
primary goals was to drill into how “similar”would be defined
in the interviews that followed.

5 Matching information needs to AI methods

As networks of hosts continue to grow in both size and criti-
cality to operations, evaluating their vulnerability to attacks
becomes increasingly more important to automate. The
human-automation interaction in the cyber application de-
scribed here centers around the vulnerability and threat anal-
ysis based on the MITRE ATT&CK model. Specifically, the
research utilizes AI methods to analyze the past cyber incident
reports for the target network and similar networks based on
the publicly known adversary tactics and techniques described
in the MITRE ATT&CK repository and known vulnerabil-
ities. As of June 2020, the MITRE ATT&CK repository

provides a total of 174 techniques belonging to 15 preattack
tactics and 266 techniques belonging to 12 post-exploit tactics
(MITRE, 2020). A tactic is a behavior that supports a strategic
goal; a technique is a possible method of executing a tactic.
Each technique is performed through various procedures. A
sequence of techniques from different tactics used for an at-
tack is called a TTP (tactics, techniques, procedures) chain.
The combination of MITRE ATT&CK techniques in a TTP
chain represents various attack scenarios that can be com-
posed in an attack graph (Jha et al. 2002). The ATT&CK
dataset can be used to construct attack graphs that are associ-
ated with different known threat groups to represent their stan-
dard TTPs.

Attack graphs can serve as a basis for detection, defense,
and forensic analysis. All systems will exhibit at least some
vulnerabilities, and many of these are known and/or discov-
ered and reported. When evaluating the security of a network,
it is not enough to consider the presence or absence of isolated
vulnerabilities. A large network builds upon multiple plat-
forms and diverse software packages and supports several
modes of connectivity. The assessment of the vulnerability
of a network of hosts should consider the effects of interac-
tions of local vulnerabilities and include global vulnerabilities
introduced by interconnections. Scanning tools can determine
the vulnerabilities of individual hosts. An attack graph can

Fig. 6 Target system incidents
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express the local vulnerability information along with other
information about the network, such as connectivity between
hosts. Each path in an attack graph is a series of exploits that
lead to an undesirable state (e.g., a state where an intruder has
obtained administrative access to a critical host). An attack
graph is a succinct representation of all paths through a system
that end in a state where an intruder has successfully achieved
his goal.

The combination of MITRE ATT&CK techniques in a
TTP chain represented in an attack graph captures the life
cycle of an attack. Lockheed Martin first described the cyber
attack life cycle as the cyber kill chain that composes of seven
stages: reconnaissance, weaponize, deliver, exploit, control,
execute, and maintain (Hutchins et al. 2011). The tactics in
ATT&CK follow this life cycle as well. The 15 tactic catego-
ries for preattack were derived from the first two stages (recon
and weaponize), and the 11 post-exploit tactic categories with-
in ATT&CK were derived from the later stages (exploit, con-
trol, maintain, and execute) of a seven-stage cyber attack life
cycle (MITRE, 2020). An attack sequence would involve at
least one technique per tactic, and a completed (post-exploit)
attack sequence would be built by moving from left (initial
access) of the ATT&CK matrix to right (command and con-
trol). It is possible for multiple techniques to be used for one
tactic. For example, a well-known attack group APT28 might

try both spearphishing attachment and spearphishing link
technique as initial access tactics. It is not necessary for an
attacker to use all 11 post-exploit tactics. Rather, the attacker
will likely use the minimum number of tactics to achieve the
objective, as it is more efficient and provides less chance of
discovery. For example, APT28 may perform initial access to
the credentials of an administrative assistant using a
spearphishing link technique delivered through an email.
Once they have the admin’s credentials, APT28 can look for
documents through file and directory discovery in the discov-
ery stage. If the data APT28 is after is in a folder to which the
admin also has access, then there is no need to go through the
privilege escalation phase. In the end, APT28 could use var-
ious techniques in the collection phase, such as data from local
system, to download files to their own machine.

The cyber incident report data can represent different sce-
narios in the attack graphs built using the ATT&CK model.
While the US Military has a stockpile of reports and data on
cyber incidents, we choose to not use the real incident reports
dataset for the research of this project, due to the security re-
strictions and sensitive nature of such data. Alternatively, we
created a simulated dataset based on the structure of the cyber
incident report used in the military. Each incident report de-
scribes the technical specification of the target system, tech-
niques used by the adversary, detection methods, impact on

Fig. 7 Incidents on target and similar systems
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the target system and the mission, and other technical and non-
technical information related to the incident. For example,
some non-technical information includes military categoriza-
tion of the attack, date and time of incident and reporting, and
impact on the operational unit and the mission. The technical
details of the incident can be simulated using the data categories
from the ATT&CK repository. For example, the “technique,
tool, or exploit used” by the adversary can map onto the tech-
niques, such as power shell and network sniffing, described in
the MITRE ATT&CK repository. The “root causes”, “method
of detection”, and “mitigation strategies” can be simulated
using the “software”, “detection”, and “mitigations” subfield
in the description of a technique in the ATT&CK matrix.

The goal of cyber incident data analysis is to understand
(1) who might be behind the attack and (2) what might
happen next if the vulnerability is left unaddressed. AI
can be used to automate such processes. For example, a
simple method to infer the identity of the adversary is
through probabilistic inference. In the ATT&CK model,
each group is known for using a subset of techniques with-
in each tactic. Each technique is achieved via software,
which is developed or frequently used by certain groups.
Thus, given a technique used during an incident in the
dataset, there is a Technique ➔ Group probability

distribution, based on the description of the ATT&CK ma-
trix. This distribution describes the likelihood that a spe-
cific group(s) is behind the attack. Such probabilities up-
date as more techniques are revealed through the sequence
of attack incidents in this time series incident data.
Alternatively, simple heuristics can be used to nominate
the most likely group behind the attack, e.g., the timing
and overlap of techniques identified in the incident reports
and the techniques used by an adversary group.

Alternatively, the identity of the adversary in the past attack
can be inferred through policies derived from supervised
learning on the ATT&CK dataset. Using the tactics as fea-
tures, techniques as feature values, and the adversary as label,
identifying the adversary becomes a classification task for
machine learning.

Upon identifying the adversary, we can thus infer pos-
sible next steps in the attack, if the vulnerability is left
unaddressed. Another method to understand what might
happen next to the target network is to analyze what com-
monly happens together in an attack based on the behavior
of the adversary described in the MITRE ATT&CK repos-
itory. The analysis of commonly associated steps can be
achieved using unsupervised machine learning on incident
reports, such as clustering (Al-Shaer et al. 2020).

Fig. 8 Incident and vulnerabilities combined
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One of the next steps is to develop explanations in both
verbal and visual form on how AI arrives at the decision of
who was behind the attack and what might happen next. Some
methods are easily understandable to humans and can be used
to generate explanations, such as Bayesian network, decision
trees, and clustering. The attack graphs are already good ex-
planations of patterns that can be matched to known threat
groups. We are currently developing a simulation testbed,
where a human subject plays the role of a senior analyst, to
perform network vulnerability analysis and implement miti-
gation strategies. Data from human subject studies with the
simulation testbed on how such explanations can facilitate
cyber operator’s decision-making will inform the efficacy of
the explanations and the best techniques to use.

6 Operator feedback on portrayals
and concept

To date, we have conducted 3 SME review sessions on the
portrayal concepts that were produced and workflows, includ-
ing 10 SMEs. For each session, the SMEs were walked
through an overview of the project and use case and then a
series of screen shots of the portrayals. SMEs were encour-
aged to discuss how they would interact with the “features” of

each portrayal, how it would support or conflict with their
workflow for different missions, additional information re-
quired, data sources, and suggested improvements. The feed-
back is currently being used to update the portrayals and build
out the concept of use for such a system as the project moves
forward.

Overall the feedback was very positive on the concept as a
way to improve SA. Several other tools and programs to inte-
grate with were identified as well. Some of the feedback pro-
vided was specific to threats or applications and cannot be
included in an unclassified publication or were outside of the
use case provided but examples of high-level feedback rele-
vant to the use case are provided.

Across the SMEs, the need to edit or adapt the information
was a consistent request and speaks to the need for a bi-
directional analysis tool. For example, known, historical vul-
nerabilities were seen to be exploitable by any knowledgeable
threat (e.g., can be bought and used). Therefore, adding up-
dated vulnerability information, as well as adversary TTPs for
exploiting systems, the senior human analyst could obtain
from their intelligence sources; colleagues or learned/war-
gamed by their offensive cyber counterparts would add value.
Similarly the network maps were frequently seen to be out of
date and in need of updating or editing based on new infor-
mation. Being able to compare the discrepancies between

Fig. 9 Set-up or modify analysis
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various network maps or representations would support anal-
ysis as well. Another aspect to be able to add/edit or filter
would be patterns that are known to be benign (e.g., this inci-
dent happens every time the system is started up). This was
seen as a way to weed out a lot of false alarms and noise in the
data. The need for the tool to facilitate communications with
other stakeholders, such as the network owners, was also con-
sistently brought up. This included examples such as getting
feedback from the network owners on the unknowns identi-
fied. Therefore, the ability to share or export the analysis
should also be a core component.

The discussion of similar systems highlighted that this will
be very context and mission dependent and provided other
examples of sorting/matching categories. The function/
architecture of the system was one of those categories, for in-
stance, between enterprise level down to access layer character-
izations could have a large impact on what the senior analyst is
looking at and concerned with. It was felt that the threat actors
and TTPS can be specific to these categories. Providing an
automatic filtering of sub-options by the choice of higher level
options (e.g., operating system) was also suggested.

The use of the threat functionality (e.g., filter by threats) was
also discussed and suggested as more of a filter to use while
viewing the incident and vulnerability portrayals. There were
times when filtering on the stages of the threat attack models
would be relevant to the CPT tasking or stage of their mission as
well, for example, if they wanted to see all the options available
for the next step in an attack while securing that CCMD’sMRT-
C. Another suggestion was to augment the portrayal screen with
a list of attacks by the threats selected and the ability to search
through and drill down on those. The ability to also select a
section or component of the target system to focus the analysis
of threats on was also seen as a way to support this analysis.

The feedback from these sessions and additional sessions
will be used to update the portrayals, the overall use case, and
to integrate these into a concept of operations document that
captures this information in a way that supports integrating
user requirements into system development and acquisition
processes.

7 Summary discussion and future activities

This paper discusses an example and method for developing
the concept for an XAI-driven junior cyber analyst based on
an understanding of the information requirements of both
humans and AI components in terms of the work context
and workflow. This approach was not only very helpful and
useful but might be required in order to develop future sys-
tems that humans can use, in particular for systems where the
human stakeholders are not able to work with blackbox out-
puts from intelligent agents. This is common in the military
for analysts that have to brief up the chain of command and

explain why they are making the predictions or recommenda-
tions that they are. These analysts cannot use AI inputs that
they cannot explain or justify. This has benefits to software
developers as well to be able to understand exactly what needs
to be explained and why, rather than trying to explain every-
thing. This should allow informed decisions on which AI ap-
proaches to use and how to implement them.

The results to date will be integrated into a concept of
operations’ document that captures this information in a way
that supports integrating user requirements into system devel-
opment and acquisition processes. The results from human
studies analyses on the explainability of the XAI will inform
recommendations on the AI techniques to use and how to
provide the explanations. This tool will be demonstrated as a
prototype mock-up along with a larger work aid being devel-
oped by the project to support the cyber operations planner.
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