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Abstract
In this paper, we study the linear stability properties of perturbations around the homo-
geneous Couette flow for a 2D isentropic compressible fluid in the domain T × R. In
the inviscid case there is a generic Lyapunov type instability for the density and the
irrotational component of the velocity field. More precisely, we prove that their L2

norm grows as t1/2 and this confirms previous observations in the physics literature.
On the contrary, the solenoidal component of the velocity field experiences inviscid
damping, namely it decays to zero even in the absence of viscosity. For a viscous com-
pressible fluid, we show that the perturbations may have a transient growth of order
ν−1/6 (with ν−1 being proportional to the Reynolds number) on a time-scale ν−1/3,
after which it decays exponentially fast. This phenomenon is also called enhanced
dissipation and our result appears to be the first to detect this mechanism for a com-
pressible flow, where an exponential decay for the density is not a priori trivial given
the absence of dissipation in the continuity equation.
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1 Introduction

We consider the isentropic compressible Navier-Stokes system

∂t ρ̃ + div(ρ̃u) = 0, for (x, y) ∈ T × R, t ≥ 0, (1.1)

∂t (ρ̃u) + div(ρ̃u ⊗ u) + 1

M2∇ p(ρ̃) = ν�u + λ∇div(u), (1.2)

in a periodic strip where T = R/Z. Here, ρ̃ is the density of the fluid, u the velocity,
p(ρ̃) the pressure, M is the Mach number and ν, λ ≥ 0 are the shear and bulk
viscosity coefficients respectively. The shear viscosity is proportional to the inverse
of the Reynolds number. When ν = λ = 0 we are reduced to the Euler system.

A stationary solution to (1.1)–(1.2) is given by the homogeneous Couette flow,
namely a shear flow with a linear velocity profile uE = (y, 0) with constant density
ρE = 1. We are interested in studying the linear stability properties of this flow.
Therefore, we consider a perturbation around it which is given by

ρ̃ = ρE + ρ, u = uE + v,

for ρ̃, u satisfying (1.1)–(1.2).
The linearized system around the homogeneous Couette flow reads as follows

∂tρ + y∂xρ + div(v) = 0, for (x, y) ∈ T × R, t ≥ 0, (1.3)

∂tv + y∂xv +
(

vy

0

)

+ 1

M2∇ρ = ν�v + λ∇div(v), (1.4)

where we set p′(1) = 1.
The study of linear stability properties of particular solutions to the equations gov-

erning themotion of a fluid is a classical topic in hydrodynamic stability theory [25,61].
For an incompressible fluid, the linear analysis for the Couette flow was already

studied by Kelvin [44] in 1887. Other classical results have been obtained via an
eigenvalue (or normal mode) analysis in many different cases, however, the classical
stability analysis in general does not agree with the numerical and physical observa-
tions [25,58,61]. For instance, Trefethen et al. [58] observed that a common feature
in these problems is the non-normality of the operators involved. In particular, this
implies the possibility of large transient growths (which are not captured via a pure
eigenvalue analysis) that can take out the dynamics from the linear regime before the
stability mechanisms takes over. The Couette flow is the simpler flow where these
phenomena are present, therefore the stability analysis of this particular case is the
prototypical example to understand some of themechanisms involved in the dynamics.

The analysis of the full nonlinear problem is extremely challenging even in the
simpler cases. For an incompressible and homogeneous fluid in the Euler regime,
Arnold [2] obtained an elegant stability result for a particular class of shear flows.
However, some relevant flows, such as the Couette, do not belong to this class. In the
last ten years, the problem received a renewed attention. For the Couette flow, Lin and
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Zeng [48] showed the existence of stationary solutions which are not shear flows and
are arbitrarily close to the Couette flow in a sufficiently low regularity space (H3/2−

for
the vorticity), meaning that a perturbation around Couette may not converge towards a
shear flow.Abreakthrough in the understanding of the nonlinear stability properties for
the planar Couette flow was achieved by Bedrossian and Masmoudi [7]. In particular,
in the domain T × R they proved the asymptotic stability for the vorticity in a high-
regularity space (Gevrey-2+) which implies the inviscid damping for the velocity field.
Namely, the vorticity is mixed by the background flow and the velocity field strongly
converges in L2 to a shear flow close to Couette with polynomial rate of convergence.
This phenomenon shares analogies with the Landau damping [8,14,33,55]. For more
general shear flows the analysis is highly non-trivial even at a linear level [40,59,60,63]
and nonlinear inviscid damping results have been obtained only very recently [39,53].
Linear inviscid damping results are available also for the Couette flow [62] and shear
near Couette in a 2D inhomogeneous incompressible fluid [10].

When viscosity is present more stability results are available, for instance the non-
linear Couette case was studied by Romanov in the ’70s [56]. The stability mechanism
present at the inviscid level can also combine with the dissipation and one observes
an enhanced dissipation of some components of the perturbations around the equilib-
rium. This is possible as the advection causes an energy cascade towards small spatial
scales where dissipation takes over. In addition, due to the observed transient growths,
a question of great interest in the viscous problem is a quantification of transition
thresholds, namely how small the initial perturbation has to be with respect to the
viscosity parameter. On this side, several numerical studies predicted a power law
dependence and estimated the exponents below which stability is possible. In the last
ten years, enhanced dissipation and transition thresholds results have been proved in
several cases and we refer to [5] for a detailed literature review on the known results
until 2017. More recent results, including vortices, inhomogeneous incompressible
fluids and passive scalar problems related to fluid dynamics can be found in [6,17–
23,29,47,52,64,65].

In the compressible case the literature is significantly less developed with respect
to the incompressible one. The extension of the standard stability analysis to the com-
pressible case has been already considered starting from the ’40s [11,12,24,27,45,57].
In the review paper [37] there is the extension of Arnold’s method for a 2D isentropic
compressible fluid. However, at least to our knowledge, a complete non-modal math-
ematical analysis of the Couette flow was not considered previously in the literature.
The linearization around the Couette flow in the 2D isentropic compressible Euler
dynamics was instead considered in the physics literature, both from the numerical
point of view and from the theoretical one, a highly incomplete list of papers includes
[3,15,16,35,36] and references therein. In particular, the 2D inviscid problem (with an
additional Coriolis forcing term) has been considered as a first model to understand
the formation of spiral arms in a rotating disk galaxy by Goldreich and Lynden-Bell
[31,32]. In [32, Sec. 5-6] they directly consider the linearized initial value problem
and they derive a second order ODE satisfied by the density in the Fourier space.
From this equation, appealing to some formal approximation, they deduce an insta-
bility phenomenon that appears specifically due to the compressibility of the flow.
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More precisely, they obtain that |ρ(t)| ∼ O(t1/2). The problem (without the Coriolis
force) was then studied also by Chagelishvili et al. in [15,16] where, with analogous
computations, it is observed that

|ρ(t)| + |v(t)| ∼ O(t1/2).

In [13] the analysis of Goldreich and Lynden-Bell was revisited, supplemented with
numerical simulations and are also highlighted similarities to the case studied in [16].
Recently, more refined numerical simulations and analysis can be found in [3,36],
where the results are justified with some formal asymptotic expansion. We notice that
in the results mentioned above the asymptotic expansions are formally justified if
M � 1, whereas in astrophysical applications the interesting regimes are for M > 1
[13,50].

For the viscous compressible plane Couette flow, Glatzel in 1988 [30] investigated
linear stability properties via a normal mode analysis, see also [26,38]. Hanifi et al. in
[35] havenumerically investigated a transient growthmechanism in thenon-isothermal
case, showing that the maximum transient growth scales as O(ν−2) and increases
with increasing Mach number, see also the more recent result [51]. Then, Farrell and
Ioannou in [28] considered the linear problem (1.3)–(1.4) and showed a rapid transient
energy growth, that at large Mach numbers greatly exceeds the expected one in the
incompressible case, which is then damped due to the effect of viscosity. By some
heuristic argument, the authors have also observed that the transient growth is due to
purely inviscid and compressible effects in agreement with [15,16]. In addition, in the
numerical simulations shown in [28, Fig. 1] the authors consider as parameters M =
{0, 50} and ν−1 = 5000 (where M = 0 correspond to the incompressible dynamics)
and in both cases the perturbation decays on a time-scalemuch fasterwith respect to the
standard diffusive one (which is O(ν−1)). In the viscous incompressible case it is well

known [5] that the dissipation becomes effective on a time-scale O(ν− 1
3 ), whereas for

the compressible case a precise quantification of the time-scale is not known. Lastly,
in the mathematics literature we mention the more recent results obtained by Kagei
[41,42], where the Couette flow is generated by the top plate of an infinite channel,
in dimension n, moving along the x-direction with constant velocity and with the
bottom plate fixed. The author proves an asymptotic stability result for small Mach
and Reynolds numbers. The conditions on the parameters have been relaxed by Li and
Zhang [46] imposing Navier-slip boundary conditions at the bottom plate.

1.1 Statement of the results

In this paper, we confirm andmakemore precise the linear inviscid instability phenom-
ena found in the above mentioned literature. In particular, we are able to prove that the
solenoidal component of the velocity field experiences inviscid damping, whereas the
irrotational component and the density have a linear Lyapunov instability for a resid-
ual set of initial data. Then, in the viscous case, we confirm the observations made in
[28] by showing that the dynamics is qualitatively the same to the inviscid case up to

a time-scale O(ν− 1
3 ), after which viscosity becomes effective and the perturbations
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decay exponentially fast. This is not a priori trivial in view of the absence of viscosity
in the continuity equation.

Before stating our main result, for any velocity field v, we denote

α = div(v), ω = ∇⊥ · v.

The Helmholtz projection operators are defined in the usual way, namely

v = (vx , vy)T = ∇�−1α + ∇⊥�−1ω := Q[v] + P[v], (1.5)

where ∇⊥ = (−∂y, ∂x )
T . System (1.3)–(1.4), written in terms of (ρ, α, ω) reads as

∂tρ + y∂xρ + α = 0, for (x, y) ∈ T × R, t ≥ 0, (1.6)

∂tα + y∂xα + 2∂xv
y + 1

M2�ρ = (ν + λ)�α, (1.7)

∂tω + y∂xω − α = ν�ω. (1.8)

The second component of the velocity vy in (1.7) can be recovered by means of the
Helmholtz decomposition (1.5),

vy = ∂y(�
−1)α + ∂x (�

−1)ω, (1.9)

hence (1.6)–(1.8) is a closed system in terms of the variables (ρ, α, ω). Notice that
when ν = 0 one has

(∂t + y∂x )(ρ + ω) = 0, (1.10)

namely, there is an extra conservation law along the flow. We comment about this
important feature in the sequel.

In the following, we are going to denote

f0(y) = 1

2π

∫

T

f (x, y)dx . (1.11)

For the sake of brevity, we do not explicit the dependence of the bounds with respect
to the Sobolev norms of the initial data. We simply write Cin = Cin(ρ

in, αin, ωin) to
indicate a suitable combination of Sobolev norms of the initial data. Those constants
may also depend on quantities increasing with respect to the Mach number, namely
(1+M)β or exp(Mβ) for some β ≥ 1. Amore precise statement of the theorem below
will be given in Sections 3 and 4.

Theorem 1.1 Let ν, λ ≥ 0 and M > 0 be such that ν + λ ≤ 1/2 and M ≤ min{(ν +
λ)−1, λ− 1

2 , ν− 1
3 }. Let ρin ∈ H7(T × R) and αin, ωin ∈ H6(T × R). Then, the x-

average of the solution of system (1.6)–(1.8) satisfies

∥

∥v
y
0 (t)

∥

∥

L2 + 1

M
‖ρ0(t)‖L2 + ‖ω0(t)‖L2 ≤ Cin (1.12)
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‖α0(t)‖L2 + 1

M

∥

∥∂yρ0(t)
∥

∥

L2 + ∥

∥∂yω0(t)
∥

∥

L2 ≤ Cin

(1 + νt)
1
2

. (1.13)

For the fluctuations around the x-average the following inequalities hold:

‖(Q[v] − Q[v]0)(t)‖L2 + 1

M
‖(ρ − ρ0) (t)‖L2 ≤ 〈t〉 1

2 e− 1
32 ν

1
3 tCin, (1.14)

∥

∥(P[v]x − P[v]x0)(t)
∥

∥

L2 ≤ M
e− 1

64 ν
1
3 t

〈t〉 1
2

Cin + e− 1
12 ν

1
3 t

〈t〉
(∥

∥

∥ω
in + ρin

∥

∥

∥

H1

)

, (1.15)

∥

∥P[v]y(t)∥∥L2 ≤ M
e− 1

64 ν
1
3 t

〈t〉 3
2

Cin + e− 1
12 ν

1
3 t

〈t〉2
(∥

∥

∥ω
in + ρin

∥

∥

∥

H2

)

. (1.16)

Let ν = λ = 0 and s ≥ 0. For a residual set of initial data ρin, αin, ωin ∈ Hs(T×R)

one has

‖(Q[v] − Q[v]0)(t)‖L2 + 1

M
‖(ρ − ρ0)(t)‖L2 ≥ 〈t〉 1

2Cin . (1.17)

Notice that when M = 0 (and αin = ρin = 0), formally the estimates (1.15)–(1.16)
give the same result that one has in the incompressible case [5].

We remark that the dynamics of the x-averages decouples with respect to fluctu-
ations around it, as we will show in Section 2 where we comment more about the
evolution of the zero x-mode.

In the following, we discuss the results given in the theorem above and we outline
the strategy of proof by considering separately the inviscid and the viscous case, which
we investigate in Section 3 and Section 4 respectively.

1.2 Inviscid case

For ν = λ = 0, the estimates (1.14) and (1.17) give the first rigorous justification to
the growth predicted in [3,15,16,36], where, in order to implement aWKB asymptotic
analysis, the authors had to restrict themselves to a small Mach number regime. The
result in the inviscid case was announced in our unpublished note [1]. We emphasize
that the result stated in Theorem 1.1 is actually more general since it removes the
smallness assumption on the Mach number. We also see that only the density and the
irrotational part of the velocity field are growing, whereas in (1.15)–(1.16) we show
an inviscid damping result for the solenoidal component of the velocity, with slower
decay with respect to the incompressible case. Indeed, this slow down of the inviscid
damping originates from the time growth of the compressible part of the fluid, as we
explain in Remark 1.3 below.

Remark 1.2 For some particular initial data the lower bound in (1.17) may not be
valid. However, as we shall see in Proposition 3.8, we are able to explicitly construct
an arbitrary small perturbation of the initial data, at any fixed frequency k, η, for
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which the lower bound holds true. Therefore the set to exclude is nowhere dense in
any Sobolev space in which the initial data is taken, which implies a Lyapunov type
instability for a residual set of initial data.

Remark 1.3 (On the conservation of ρ + ω) As observed in (1.10), when ν = 0 then
ρ + ω is conserved along the Couette flow, namely

(ρ + ω)(t, x + yt, y) = (ρin + ωin)(x, y). (1.18)

This relation was clearly observed also in [3,15,16,31,32,36]. In particular, in [13,16]
the authors notice that this conservation law causes an “emergence of acoustic waves
from vortices”. Indeed, (1.18) immediately connects compressible and incompressible
phenomena. Namely, an increase of the vorticity corresponds to a decrease for the
density and the other way around. In addition, Theorem 1.1 implies that the density
and the irrotational part of the velocity exhibit a growth in time even when the initial
perturbation satisfies ρin = αin = 0. This can be seen from the linearized equations
(1.6)–(1.8), where the identity (1.9) for vy yields a source term, depending on the
vorticity, in the equation for the divergence (1.7). This interplay between density and
vorticity is also the cause of the slow-down of the inviscid damping for the solenoidal
component of the velocity with respect to the homogeneous incompressible case.

We also point out that (1.18) can be seen as the linear analogue of the potential
vorticity, i.e. ω̃/ρ̃, being transported along the flow, where ω̃ = ∇⊥ · u for ρ̃, u
satisfying (1.1)–(1.2). Indeed, a direct computation show that

∂t

(

ω̃

ρ̃

)

+ u · ∇
(

ω̃

ρ̃

)

= 0. (1.19)

Then, since we are considering perturbations around the Couette flow we have

ω̃ = −1 + ω, ρ̃ = 1 + ρ.

Consequently, writing down (1.19) in Lagrangian coordinates we deduce

ω(t,X(xin, t)) + 1 − ωin(xin)
1 + ρin(xin)

ρ(t,X(xin, t)) = ρin(xin) + ωin(xin)
1 + ρin(xin)

,

where X is the flow associated to u, given by

d

dt
X(t, xin) = u(X(t,Xin))

X(0, xin) = xin .

Assuming that we are in perturbative regime, namely |ωin| � 1 and |ρin| � 1 one has
(1 − ωin)/(1 + ρin) ≈ 1. Hence, by the previous heuristic argument at the nonlinear
level, we see why, at least formally, the conservation of ρ + ω can be considered as
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a linear approximation of the conservation of the potential vorticity for perturbations
around the Couette flow with constant density.

The exact conservation along the Couette flow of ρ + ω plays a central role in our
analysis in the inviscid case.

Strategy of proof

Let us now briefly discuss the strategy of proof for the Theorem 1.1 when ν = λ = 0.
First of all, we remove the transport terms by defining the change of coordinates
dictated by the background shear. Then, on this reference frame we have the exact
conservation of the quantity ρ+ω, so that we are able to reduce the degrees of freedom
for the system (1.6)–(1.8) and write a 2× 2 system only involving the density and the
divergence in themoving frame. Taking its Fourier transform in all the space variables,
it can be studied as a 2× 2 non-autonomous dynamical system at any fixed frequency
k, η. Performing a suitable symmetrization via time dependent Fourier multipliers,
we can infer an energy estimate useful to deduce some property of the associated
solution operator. Once the dynamics at any fixed frequency is understood, Theorem
1.1 follows as a consequence and can be proved by going back to the original variables.

We present a more precise statement of Theorem 1.1 in Theorems 3.5 and 3.7,
where we consider separately the upper and lower bounds respectively.

1.3 Viscous case

Theorem 1.1 for ν > 0 gives a rigorous mathematical justification for the observations
made in [28]. At least to our knowledge, it appears to be the first enhanced dissipation
estimate in the compressible case. In the bound (1.14) we see the possibility of a large

transient growth of order O(ν− 1
6 ) on a time scale O(ν− 1

3 ). This growth is due to the
instability mechanism found in the inviscid case. Instead, the bounds (1.15)–(1.16)
combines inviscid damping and enhanced dissipation for the solenoidal component of
the velocity.

The numerical observations made in [28,35,51] show that the transient growth
increases as the Mach number increases, see for example [35, Fig. 9]. In Theorem
1.1 we do not have an explicit dependence since, as previously mentioned, we are
neglecting constants which can grow exponentially fast with respect to the Mach
number. It would be interesting to estimate the dependence on the Mach number in
an optimal way. For instance, improving the constants up to O(Mβ) for some β ≥ 1,

would imply that the densitymayexperience a transient growthof orderO(Mβ+1ν− 1
6 ).

Remark 1.4 (Restrictions on theMach number) In Theorem 1.1 we have to restrict our
analysis to the case of Mach numbers satisfying M ≤ min{(ν +λ)−1, λ− 1

2 , ν− 1
3 }. For

ν, λ � 1 the last assumption is not really restrictive since inmost physical applications
M ≤ 1 and in the astrophysical context M ∼ 10−50 [13,50]. However, as we explain
in Remark 4.7, the condition can be easily relaxed to

M ≤ min{(ν + λ)−1, λ− 1
2 , δ−1ν− 1

3 }
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for any 0 < δ ≤ 1, at the price of deteriorating the decay rates by a factor δ−1, namely

instead of e−cν
1
3 t one has e−δcν

1
3 t . The hypothesis M ≤ min{(ν + λ)−1, λ− 1

2 }, on the
contrary, is more rigid.

Remark 1.5 (Absence of shear viscosity) If we set ν = 0 and λ > 0 the dissipation
is present only in the equation for the divergence and Theorem 1.1 gives us the same
estimates as in the inviscid case. As we discuss more precisely in Remark 4.2, the
bounds can be actually improved in this particular case, even though an exponential
decay is not true in general.

Remark 1.6 (Regularity of the initial data) In Theorem 1.1, since we want to state our
main result for both the viscous and inviscid dynamics at the same time, we are not
interested in providing sharp regularity assumptions on the initial data. It is indeed
natural to trade regularity for time decay in the inviscid problem, as also observed in
the incompressible case [5].

In view of the previous remark, we stress that in the viscous case it is not necessary
to lose regularity and we are actually able to infer the following.

Theorem 1.7 Let ν > 0, λ ≥ 0 and M > 0 be such that ν + λ ≤ 1/2 and M ≤
min{(ν + λ)−1, λ− 1

2 , ν− 1
3 }. Assume that ρin ∈ H1(T × R), αin, ωin ∈ L2(T × R).

Then

‖(α − α0)(t)‖L2 + 1

M
‖∇(ρ − ρ0)(t)‖L2 + ‖(ω − ω0)(t)‖L2

� ν− 1
2 e− ν

1
3
64 t

(

∥

∥

∥α
in − αin

0

∥

∥

∥

L2
+ 1

M

∥

∥

∥∇(ρin − ρin
0 )

∥

∥

∥

L2
+
∥

∥

∥(ω
in − ωin

0 )

∥

∥

∥

L2

)

.

(1.20)

In addition, the following inequality holds

‖(v − v0)(t)‖L2 + 1

M
‖(ρ − ρ0)(t)‖L2

� ν− 1
6 e− ν

1
3
64 t

(

∥

∥

∥α
in − αin

0

∥

∥

∥

L2
+ 1

M

∥

∥

∥∇(ρin − ρin
0 )

∥

∥

∥

L2
+
∥

∥

∥(ω
in − ωin

0 )

∥

∥

∥

L2

)

.

(1.21)

In the bound (1.20), at the price of having worst estimates with respect to the one in
Theorem 1.1, we see that we do not lose derivatives to get the exponential decay for
the quantities on the left-hand side. Then, the bound (1.21) does not straightforwardly
follow by (1.20). It is indeed a consequence of a careful choice of some Fourier

multipliers used to prove (1.20). In addition, since 〈t〉 1
2 � ν− 1

6 exp((ν
1
3 t)/64), the

bound (1.21) agreeswith (1.14) in terms of order ofmagnitude of themaximal possible
growth. The estimates and the method of proof of Theorem 1.7 can be useful to extend
this linear result to prove a transition threshold in Sobolev spaces for the fully nonlinear
case, which we aim at studying.
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Strategy of proof

We now comment about the strategy of proof of Theorem 1.1 and Theorem 1.7. Being
similar, we outline here the main ideas in both cases.

When viscosity is present, we have to overcome two main difficulties. First of all,
as can be seen by summing up (1.6) and (1.8), the conservation of ρ + ω along the
Couette flow no longer holds, which is a crucial point in the inviscid case. Therefore,
we cannot reduce the analysis to the study of a 2 × 2 system. The second point is
that, since we do not have a dissipative term in (1.6), it is not a priori trivial to have
decay for the density. However, we will be able to recover the exponential decay via a
weighted energy estimate where it is crucial to exploit the coupling between ρ and α,

As done in the inviscid case, we first remove the transport terms via the standard
change of coordinates and we perform the Fourier transform in both space variables,
leading us to the study of a 3×3 system in the Fourier space. It is then crucial to replace
the vorticity with another auxiliary quantity, i.e. ρ+ω−νM2α, which satisfies a more
complicated equation than ω but has a better structure to make use of this variable in
energy estimates. Then, we are able to define a weighted energy functional in terms
of (ρ, α, ρ + ω − νM2α) for which we can infer a Grönwall’s type estimate. The
weights are suitable time-dependent Fourier multipliers. The main difference between
the proof of Theorem 1.1 and Theorem 1.7 is the choice of the weights.

Outline of the paper

We begin our analysis with the study of the dynamics of the x-averages in Section 2.
In Section 3 we consider the inviscid problem in order to prove Theorem 1.1 when
ν = λ = 0. In Section 4 we turn our attention to the viscous case. Here, we first
prove Theorem 1.1 in Subsection 4.1. Then, in Subsection 4.2 we present the proof of
Theorem 1.7.

Notations

In this paper, when using the symbol � we are neglecting constants which do not
depend on ν but may depend on (1+ M)β or exp(Mβ) for some β ≥ 1. However, we
keep track of constants which go to zero as M → 0.

When it will be clear from the context whether we are working in the physical space
or in the frequency space, by an abuse of notation, we will not distinguish between
pseudo-differential operators and their own symbols.

We denote the Fourier transform as

̂f (k, η) = 1

2π

∫∫

T×R

e−i(kx+ηy) f (x, y)dxdy,

f (x, y) = 1

2π

∑

k∈Z

∫

R

ei(kx+ηy)
̂f (k, η)dη,
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We say that f ∈ Hs1
x Hs2

y whenever

‖ f ‖2
H

s1
x H

s2
y

=
∑

k

∫

〈k〉2s1〈η〉2s2 | f̂ |2(k, η)dη < +∞,

where 〈a〉 = (1 + a2)1/2 for any a ∈ R. With a slight abuse of notation, we denote
〈a, b〉 = (1 + a2 + b2)1/2 for any a, b ∈ R. The norm in the usual Hs(T × R) space
is defined as

‖ f ‖2Hs =
∑

k

∫

〈k, η〉2s | f̂ |2(k, η)dη.

Let Z(t) = (Z1(t), Z2(t))T : [t0,+∞)×C
2 → C

2 andL(t) : [t0,+∞)×C
2×2 →

C
2×2. Given the following 2D non-autonomous dynamical system

d

dt
Z = L(t)Z ,

we define the standard Picard iteration

L(t, t0) = 1 +
∞
∑

n=1

In(t, t0),

In+1(t, t0) =
∫ t

t0
L(τ )In(τ, t0)dτ, I1(t, t0) =

∫ t

t0
L(τ )dτ.

(1.22)

L is the solution operator associated toL. In particular it satisfies the group property,
L(t, t0) = L(t, s)L(s, t0) for any t, s ≥ 0.

In order to remove the transport term from the equations, we will always make the
following change of coordinates

X = x − yt, Y = y. (1.23)

In particular, the differential operators change as follows

∂x = ∂X ,

∂y = ∂Y − t∂X ,

� = �L := ∂XX + (∂Y − t∂X )2.

(1.24)

In the new reference frame, which we shall often refer to as themoving frame, we also
define the functions

R(t, X ,Y ) = ρ(t, X + tY ,Y ),

A(t, X ,Y ) = α(t, X + tY ,Y ),

�(t, X ,Y ) = ω(t, X + tY ,Y ).

(1.25)
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We denote the symbol associated to −�L as

p(t, k, η) = k2 + (η − kt)2. (1.26)

Moreover

(∂t p)(t, k, η) = −2k(η − kt) (1.27)

is the symbol associated to the operator 2∂X (∂Y − t∂X ).

2 Dynamics of the k = 0mode

In this section, we investigate in detail the dynamics of the x-averages of the perturba-
tions. Due to the structure of the shear flow and the fact that the equations are linear, it
is clear that the zero mode in x has an independent dynamics with respect the to other
modes. Consequently, in our analysis we can decouple the evolution for the k = 0
mode from the rest of the perturbation.

The system (1.6)–(1.7) when projected onto the k = 0 frequency, recalling (1.11),
reads as follows

∂tρ0 = −α0, (2.1)

∂tα0 = (ν + λ)∂yyα0 − 1

M2 ∂yyρ0, (2.2)

∂tω0 = α0 + ν∂yyω0. (2.3)

When ν = λ = 0 the dynamics of (ρ0, α0) is given by a standard 1-D wave equation,
namely

∂t tρ0 − M−2∂yyρ0 = 0, in R, (2.4)

and adding (2.1) to (2.3) we get

∂t (ρ0 + ω0) = 0,

hence ω0 = ρin
0 + ωin

0 − ρ0. Therefore, when ν = λ = 0 the dynamics of the k = 0
mode is completely determined by solving (2.4). By the explicit representation formula
for (2.4), we know that there is not decay for the zero modes.

When ν > 0, under L1 integrability assumptions, it is well-known [43,54] that the
system (2.1)–(2.2) has the same decay rates as the 1-D heat equation in L p for p ≥ 2.
In Theorem 1.1, we are only assuming that the initial data of (2.1)–(2.3) belongs to
L2 based spaces though. We are then going to derive decay properties of the k = 0
mode using an energy method similar to the one employed by Guo and Wang in [34].
In addition, to perform energy estimates, it will be convenient to replace the equation
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(2.3) with

∂t (ρ0 + ω0 − νM2α0) = ν∂yy(ρ0 + ω0 − νM2α0) − λνM2∂yyα0, (2.5)

from which we will recover the desired bounds on ω0. In particular, we have the
following.

Theorem 2.1 Let ν, λ ≥ 0 andρin, αin, ωin be the initial data of (1.6)–(1.8). Then, the
solution (ρ, α, ω) can be decomposed as ρ = ρ0 +ρ�=, α = α0 +α�=, ω = ω0 +ω�=
where (ρ�=, α�=, ω�=) satisfies (1.6)–(1.8) and (ρ0, α0, ω0) satisfy (2.1)–(2.3). For the
k = 0 mode we have the following: for any � ≥ 0, let

E�(t) =
∥

∥

∥∂
�
yα0(t)

∥

∥

∥

2

L2
+
∥

∥

∥∂
�−1
y α0(t)

∥

∥

∥

2

L2
+
∥

∥

∥∂
�
y(ω0 + ρ0 − νM2α0)

∥

∥

∥

2

L2

+ 1

M2 (

∥

∥

∥∂
�+1
y ρ0(t)

∥

∥

∥

2

L2
+
∥

∥

∥∂
�
yρ0(t)

∥

∥

∥

2

L2
),

where ∂−1
y α0 = v

y
0 . If M(ν + λ) ≤ 1 and E�

in, E0
in < +∞ then

E�(t) ≤ 4E�
in

(νC�
int + 1)�

, (2.6)

where C0
in = 0 and C�

in = C max{1, (E�
in/E0

in)
1
� } for � ≥ 1 and some constant C

which does not depend on �, ν, λ. In addition we have that

ρin
0 = αin

0 = ωin
0 = 0 �⇒ ρ0(t) = α0(t) = ω0(t) = 0. (2.7)

Remark 2.2 In view of the theorem above, it is equivalent to study the dynamics of
(ρ −ρ0, α −α0, ω −ω0) or (ρ, α, ω) assuming that ρin

0 = αin
0 = ωin

0 = 0. In the rest
of the paper, for simplicity of notation, we will always consider the second case.

Remark 2.3 For any N ≥ 0, from the previous theorem we infer that

‖α0(t)‖HN + 1

M

∥

∥∂yρ0(t)
∥

∥

HN + ∥

∥∂yω0(t)
∥

∥

HN �

√

EN
in

(1 + νt)
1
2

,

∥

∥v
y
0 (t)

∥

∥

HN + ‖ρ0(t)‖HN + ‖ω0(t)‖HN �
√

EN
in ,

whence proving (1.12)–(1.13). Notice that α0 and ∂yρ0 have the same decay as if
ρ0, v

y
0 had satisfied the standard 1-D heat equation, see for instance [34, Theorem

1.1]. For what concerns ω0, considering α0 in (2.3) as a source term one may think
that this would lead to a lift-up effect, i.e. a large transient growth, similar to what
happens in the 3D incompressible and homogeneous case [4]. However, we crucially
exploit the structure of the system to replace the equation (2.3) with (2.5), leading to
decay estimates on ω0 without any lift-up effect.
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For the sake of completeness, let us also recall the L∞ decay-rates that can be obtained
assuming more integrability on the initial data of (2.1)–(2.3).

Proposition 2.4 Let � ≥ 0, ν + λ > 0, M(ν + λ) ≤ 1 and ρin
0 , v

y
0 , ωin

0 ∈ L1(R) ∩
Ḣ �+2(R) be the initial data of (2.1)–(2.3) . Then

1

M

∥

∥

∥∂
�
yρ0(t)

∥

∥

∥

L∞ +
∥

∥

∥∂
�−1
y α0(t)

∥

∥

∥

L∞

� 1

〈(ν + λ)t〉 �+1
2

(

1

M

∥

∥

∥ρ
in
0

∥

∥

∥

L1∩Ḣ�+1
+
∥

∥

∥α
in
0

∥

∥

∥

L1∩Ḣ�

)

(2.8)

∥

∥

∥∂
�
yω0(t)

∥

∥

∥

L∞ � 1

〈(ν + λ)t〉 �+1
2

(∥

∥

∥ω
in
0

∥

∥

∥

L1∩Ḣ�+1
+
∥

∥

∥ρ
in
0

∥

∥

∥

L1∩Ḣ�+1∩Ḣ�+2
+
∥

∥

∥α
in
0

∥

∥

∥

L1∩Ḣ�∩Ḣ�+1

)

, (2.9)

where ∂−1
y α0 = v

y
0 .

The proposition above can be proved using (essentially) the same energy method
applied by Kawashima to prove [54, Theorem 3.A.3]. Notice that the bound on ω0
requiresmore regularity on the initial datawith respect to (2.8). This further assumption
is due to the fact that, in order to handle the last term in (2.5), we need to control also
α0 and hence ∂yρ0.

In the sequel, we first present the proof of Theorem 2.1 and then the one of Propo-
sition 2.4.

Proof (Proof of Theorem 2.1) First of all, (ρ�=, α�=, ω�=) satisfy (1.6)–(1.8) since
∂x ( f0) = 0. The proof of (2.7) follows by the linearity of the system (2.1)–(2.3).
To prove (2.6), we define

E�(t) = 1

2

(

E�(t) − (ν + λ)

2

〈

∂�
yρ0(t), ∂

�
yα0(t)

〉

)

.

Since M(ν + λ) ≤ 1 we have

1

4
E�(t) ≤ E�(t) ≤ E�(t), (2.10)

namely the functional E� is coercive. Then, by a direct computation we get

d

dt
E�(t) + (ν + λ)

(

∥

∥

∥∂
�+1
y α0

∥

∥

∥

2

L2
+
∥

∥

∥∂
�
yα0

∥

∥

∥

2

L2
+ 1

4M2

∥

∥

∥∂
�+1
y ρ0

∥

∥

∥

2

L2

)

+ ν

∥

∥

∥∂
�+1
y (ρ0 + ω0 − νM2α0)

∥

∥

∥

2

L2

=ν + λ

4

∥

∥

∥∂
�
yα0

∥

∥

∥

2

L2
+ (ν + λ)2

4

〈

∂�+1
y α0, ∂

�+1
y ρ0

〉

+ λνM2
〈

∂�+1
y α0, ∂

�+1
y (ρ0 + ω0 − νM2α0)

〉

.
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Using again that M(ν + λ) ≤ 1, we have

(ν + λ)2

4
|
〈

∂�+1
y α0, ∂

�+1
y ρ0

〉

| ≤ (ν + λ)

8

∥

∥

∥∂
�+1
y α0

∥

∥

∥

2

L2

+ (M(ν + λ))2
(ν + λ)

8M2

∥

∥

∥∂
�+1
y ρ0

∥

∥

∥

2

L2

≤ (ν + λ)

8

∥

∥

∥∂
�+1
y α0

∥

∥

∥

2

L2
+ (ν + λ)

8M2

∥

∥

∥∂
�+1
y ρ0

∥

∥

∥

2

L2
,

and since M ≤ λ−1/2 we get

λνM2|
〈

∂�+1
y α0, ∂

�+1
y (ρ0 + ω0 − νM2α0)

〉

| ≤ν

2

∥

∥

∥∂
�+1
y α0

∥

∥

∥

2

L2

+ ν

2

∥

∥

∥∂
�+1
y (ρ0 + ω0 − νM2α0)

∥

∥

∥

2

L2
.

Consequently we infer

d

dt
E�(t) + (ν + λ)

8

(

∥

∥

∥∂
�+1
y α0

∥

∥

∥

2

L2
+
∥

∥

∥∂
�
yα0

∥

∥

∥

2

L2
+ 1

M2

∥

∥

∥∂
�+1
y ρ0

∥

∥

∥

2

L2

)

+ ν

2

∥

∥

∥∂
�+1
y (ρ0 + ω0 − νM2α0)

∥

∥

∥

2

L2
≤ 0.

(2.11)

Therefore, combining (2.10) with (2.11) we prove that for any � ≥ 0

E�(t) � E�
in . (2.12)

To prove (2.6), we need to reconstruct some power of the energy functional by
providing lower bounds for the positive terms appearing in (2.11). Hence, we first
recall the following interpolation inequality, see [34, Lemma A.4],

∥

∥

∥∂
�
y f

∥

∥

∥

L2
≤
∥

∥

∥∂
�+1
y f

∥

∥

∥

�
�+1

L2
‖ f ‖

1
�+1

L2 . (2.13)

In addition, by (2.12) we know that

‖α0‖2L2 +
∥

∥

∥∂
−1
y α0

∥

∥

∥

2

L2
+ 1

M2
‖ρ0‖2L2 +

∥

∥

∥ρ0 + ω0 − νM2α0

∥

∥

∥

2

L2
� E0

in . (2.14)

Therefore, for � ≥ 1 from (2.13) and (2.14) we get

∥

∥

∥∂
�+1
y α0

∥

∥

∥

L2
+ 1

M2

∥

∥

∥∂
�+1
y ρ0

∥

∥

∥

L2
�
∥

∥

∥∂
�
yα0

∥

∥

∥

1+ 1
�

L2
‖α0‖− 1

�

L2 + 1

M2

∥

∥

∥∂
�
yρ0

∥

∥

∥

1+ 1
�

L2
‖ρ0‖− 1

�

L2

�
(

∥

∥

∥∂
�
yα0

∥

∥

∥

1+ 1
�

L2
+ (

1

M2

∥

∥

∥∂
�
yρ0

∥

∥

∥

L2
)1+

1
�

)

(E0
in)

− 1
2� .

(2.15)
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Similarly we have

∥

∥

∥∂
�
yα0

∥

∥

∥

L2
=
∥

∥

∥∂
�+1
y (∂−1

y α0)

∥

∥

∥

L2
�
∥

∥

∥∂
�−1
y α0

∥

∥

∥

1+ 1
�

L2
(E0

in)
− 1

2� ,

∥

∥

∥∂
�+1
y (ρ0 + ω0 − νM2α0)

∥

∥

∥

L2
�
∥

∥

∥∂
�
y(ρ0 + ω0 − νM2α0)

∥

∥

∥

1+ 1
�

L2
(E0

in)
− 1

2� .

In account of (2.12), we observe also that

1

M2

∥

∥

∥∂
�+1
y ρ0

∥

∥

∥

L2
= 1

M2

∥

∥

∥∂
�+1
y ρ0

∥

∥

∥

1+ 1
�

L2

∥

∥

∥∂
�+1
y ρ0

∥

∥

∥

− 1
�

L2

�(
1

M2

∥

∥

∥∂
�+1
y ρ0

∥

∥

∥

L2
)1+

1
� (E�

in)
− 1

2� .

(2.16)

In particular, combining the estimates (2.15)–(2.16) we infer

∥

∥

∥∂
�+1
y α0

∥

∥

∥

2

L2
+
∥

∥

∥∂
�
yα0

∥

∥

∥

2

L2
+ 1

M2

∥

∥

∥∂
�+1
y ρ0

∥

∥

∥

2

L2
+
∥

∥

∥∂
�+1
y

(

ρ0 + ω0 − νM2α0

)∥

∥

∥

2

L2

�
(

∥

∥

∥∂
�
yα0

∥

∥

∥

2

L2
+
∥

∥

∥∂
�−1
y α0

∥

∥

∥

2

L2
+ 1

2M2

∥

∥

∥∂
�
yρ0

∥

∥

∥

2

L2

)1+ 1
� (

E0
in

)− 1
�

+
∥

∥

∥∂
�
y

(

ρ0 + ω0 − νM2α0

)∥

∥

∥

1+ 1
�

L2

(

E0
in

)− 1
2� + (

1

2M2

∥

∥

∥∂
�+1
y ρ0

∥

∥

∥

2

L2
)1+

1
�

(

E�
in

)− 1
�

�
(

E�(t)
)1+ 1

�
(

max{E�
in, E0

in}
)− 1

�
.

Consequently, appealing to (2.10), combining the bound above with (2.11) we have

d

dt
E�(t) + νC(max{E�

in, E0
in})−

1
� E�(t)1+

1
� ≤ 0,

where C is a constant independent of �. Hence, from Grönwall’s Lemma we get

E�(t) ≤ E�
in(ν

˜C�
int + 1)−�,

where ˜C�
in = C(E�

in)
1
� (max{E�

in, E0
in})−

1
� , whence proving (2.6) in view of (2.10).

��
We now turn our attention to the proof of Proposition 2.4.

Proof (Proof of Proposition 2.4) First, observe that the system (2.1)–(2.3) decouples in
frequencies when taking the Fourier transform in y. Then, to prove the bound (2.8), we
provide different energy estimates for the low and high frequency part of the solution,
c.f. [54]. Recalling that ∂−1

y α0 = v
y
0 , define the energy functionals
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E≤1(t, η) := 1

2

(

1

M2 |ρ̂0|2 + |̂vy
0 |2 − 1

2
(ν + λ)iηρ̂0

̂v
y
0

)

(t, η), for |η| ≤ 1,

E>1(t, η) := 1

2

(

1

M2 |ρ̂0|2 + |̂vy
0 |2 − (ν + λ)

2η
i ρ̂0

̂v
y
0

)

(t, η), for |η| > 1,

which are coercive since M(ν + λ) ≤ 1. Direct computations show that

d

dt
E≤1 + (ν + λ)

8
η2

(

1

M2 |ρ̂0|2 + |̂vy
0 |2

)

≤ 0 (2.17)

d

dt
E>1 + (ν + λ)

8

(

1

M2 |ρ̂0|2 + |̂vy
0 |2

)

≤ 0. (2.18)

Hence, we deduce

(

1

M
|ρ̂0| + |̂vy

0 |
)

(t, η) �
(

1

M
|ρ̂in

0 | + |̂vin,y
0 |

)

(η)

{

e− ν+λ
8 η2t if |η| ≤ 1,

e− ν+λ
8 t if |η| > 1.

(2.19)

Thanks to the inequalities above, recalling that v
y
0 = ∂−1

y α0 and using ‖̂f ‖L∞ ≤
‖ f ‖L1 , we get

∥

∥(M−1∂�
yρ0, ∂

�−1
y α0)(t)

∥

∥

L∞ �
∥

∥(M−1∂�
yρ

in
0 , ∂�−1

y αin
0 )

∥

∥

L1

∫

|η|≤1
|η|�e− 〈(ν+λ)t〉

8 η2dη

+ e− 〈(ν+λ)t〉
8

∫

|η|>1
|η|�

(

1

M
|ρ̂in

0 | + |̂vin,y
0 |

)

(η)dη

� 1

〈(ν + λ)t〉 �+1
2

∥

∥

∥

(

M−1∂�
yρ

in
0 , ∂�−1

y αin
0

)∥

∥

∥

L1

+ e− 〈(ν+λ)t〉
8

∥

∥

∥

(

M−1∂�
yρ

in
0 , ∂�−1

y αin
0

)∥

∥

∥

Ḣ�+1
, (2.20)

whence proving (2.8).
To prove (2.9), in analogy with the proof of Theorem (2.1), for |η| ≤ 1 we define

˜E≤1(t, η) := 1

2
(

1

M2 |̂∂yρ0|2 + |̂α0|2 + |ρ̂0 + ω̂0 − νM2α̂0|2 − 1

2
(ν + λ)iη̂∂yρ0α̂0

)

(t, η),

while for |η| > 1 let

˜E>1(t, η) := 1
2

(

1
M2 |̂∂yρ0|2 + |̂α0|2 + |ρ̂0 + ω̂0 − νM2α̂0|2 − (ν+λ)

2η î∂yρ0α̂0

)

(t, η).

For the functionals defined above one can readily prove bounds analogous to (2.17),
(2.18) and (2.19),where (ρ0, v

y
0 ) are replaced by (∂yρ0, α0, ρ0+ω0−νM2α0). Finally,
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using that |ω̂0| � |ρ̂0 + ω̂0 − νM2α̂0| + |ρ̂0| + |νM2α̂0| the proof of (2.9) follows as
done to obtain (2.20). ��

3 The inviscid case

In this section we investigate in detail the inviscid case. We are going to prove the
results stated in Theorem 1.1 when ν = λ = 0, for which it is convenient to treat
separately the analysis for the upper and lower bounds, respectively given in Theorem
3.5 and Theorem 3.7. As observed in Remark 2.2, we can remove the x-average from
the dynamics, so we will prove the results only for initial perturbations without the
k = 0 mode, namely ρin

0 = αin
0 = ωin

0 = 0.
To proceed with the analysis of the system (1.6)–(1.8), we eliminate the transport

term with the change of coordinates (1.23) and we use the notation defined in (1.24)–
(1.25).

Adding (1.6) to (1.8), we find out that ρ + ω is transported by the Couette flow.
Hence, defining

�(t, X ,Y ) := R(t, X ,Y ) + �(t, X ,Y ),

we have that ∂t� = 0. Consequently

�(t, X ,Y ) = �in(X ,Y ) − R(t, X ,Y ), (3.1)

where �in = ωin + ρin . In view of (1.9), we also have

V y =(∂Y − t∂X )�−1
L A + ∂X�−1

L �

=(∂Y − t∂X )�−1
L A + ∂X�−1

L �in − ∂X�−1
L R.

We can thus rewrite the system (1.6)–(1.8) in the moving frame only in terms of A
and R as follows

∂t R = −A, (3.2)

∂t A = −2∂X (∂Y − t∂X )(�−1
L )A +

(

− 1

M2�L + 2∂XX (�−1
L )

)

R

− 2∂XX (�−1
L )�in . (3.3)

We stress again the importance of the identity (3.1), which not only allow us to study
the system in terms of density and divergence but also relates compressible and incom-
pressible effects, see Remark 1.3.

In view of the particular choice of the domain, it is now natural to perform the
analysis in the Fourier space.
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3.1 Fourier space analysis

We first take the Fourier transform in both space variables of the system (3.2)–(3.3),
which becomes a non-autonomous 2 × 2 dynamical system at each fixed frequency
(k, η). Then, by properly weighting the density and the divergence we characterize
the solution operator of the associated homogeneous problem, i.e. �in = 0, which is
a key point in order to prove Theorem 1.1.

Taking the Fourier transform of the system (3.2)–(3.3), recalling the notation intro-
duced in (1.26)–(1.27), we get that

∂t ̂R = −̂A (3.4)

∂t ̂A = ∂t p

p
̂A +

(

p

M2 + 2k2

p

)

̂R − 2k2

p
̂�in . (3.5)

Since in what follows we consider k, η as fixed parameters, we will omit their depen-
dence for the quantities under study. In Figure 1 we show some numerical simulations
of the system above.

Remark 3.1 (Transient decay) From (3.5), since for t < η/k one has ∂t p < 0, the first
term in the right-hand side of (3.5) acts as a damping term for ̂A. Instead, ∂t p > 0 for
t > η/k, hence it induces a growth on ̂A. In the incompressible case, the velocity may
experience a transient growth, here, we see that the divergence may have a transient
decay, see Figures 1c and 1f. To balance the growth generated by this term we need
to properly weight ̂R and ̂A.

Remark 3.2 (Wave equation for ̂R) Combining the equations (3.4)–(3.5) we have that

∂t t ̂R − ∂t p

p
∂t ̂R +

(

p

M2 + 2k2

p

)

̂R = 2k2

p
̂�in .

In the physics literature the equation above is solved approximately for M � 1
[3,15,16,32,36], for example in [3] is used aWKB approximation. Indeed, for�in = 0
and assuming M � 1 one can say that the previous equation is approximated by

M2∂t t ̂Rapp = −p̂Rapp,

then, making a WKB ansatz, i.e. ̂Rapp(t) = exp(δ−1∑+∞
n=0 δn Sn(t)), a first order

approximation satisfy

̂Rapp(t) ≈ S1(t) = p
1
4 (t)

(

c1e
i
M

∫ t
0

√
p(τ )dτ + c2e

− i
M

∫ t
0

√
p(τ )dτ

)

. (3.6)

In particular, recalling that p = k2 + (η − kt)2, the previous formal analysis suggest
that |̂R|2 should grow linearly in time. In the following, we essentially prove the
validity of this asymptotic behaviour without the aid of any formal approximation.
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Fig. 1 Numerical simulations of the system (3.4)–(3.5) at fixed frequencies k = 3, η = 21 for different
values of the Mach number. The red lines are the expected asymptotic behaviours. In the figures 1a, 1b, 1d
and 1e we consider ̂Rin = ̂Ain = 0 and ̂�in = 5. In the figures 1c and 1f we set ̂Rin = 20, ̂Ain = 50 and
̂�in = 5. Notice the transient decay for the divergence, see Remark 3.1, up to times close to the critical
one, namely t = 7. Numerical simulation performed with MATLAB R2019

3.1.1 Symmetrization

In order to study the system (3.4)–(3.5), we want to look for a proper symmetrization
of the system above. So we define

Z(t) = (Z1(t), Z2(t))
T =

(

̂R

Mp
1
4

(t),
̂A

p
3
4

(t)

)T

. (3.7)

Observe that if we are able to get a uniform bound on |Z |, in view of the weight on R,
we will match the asymptotic behaviour predicted by (3.6). With a direct computation
we find that Z(t) satisfy

d

dt
Z(t) = L(t)Z(t) + F(t)̂�in,

Z(0) = Zin,

(3.8)

where

L(t) =

⎡

⎢

⎢

⎣

−∂t p

4p
−

√
p

M√
p

M
+ 2Mk2

p3/2
∂t p

4p

⎤

⎥

⎥

⎦

, F(t) =
⎛

⎝

0

− 2k2

p7/4

⎞

⎠ (3.9)
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and

Zin =
(

1

M(k2 + η2)
1
4

̂Rin,
1

(k2 + η2)
3
4

̂Ain

)T

. (3.10)

A key property coming from the choice of the weights on R, A given in the definition
(3.7) is that the matrix L(t) is trace-free.

We now have to deal with a non-autonomous 2D dynamical system. The solution
of (3.8), given by Duhamel’s formula, is

Z(t) = L(t, 0)

(

Zin +
∫ t

0
L(0, s)F(s)̂�inds

)

,

where L is the solution operator defined in (1.22). Notice that L �= exp(L) since
L(t)L(s) �= L(s)L(t). Therefore, everything is reduced in studying properties of the
operatorL , which is equivalent to the study of the homogeneous problem associated
to (3.8).

Properties of8L

In order to investigate properties of (3.8) when �in = 0, let us first consider the
following toy example

d

dt
Z(t) =

[−a −b
d a

]

Z(t),

Z(0) =Zin,

where a, b, d ∈ R, b, d �= 0, bd > 0 and Zin ∈ R
2. Then, one can check that

E(t) :=
√

d

b
|Z1|2(t) +

√

b

d
|Z2|2(t) + 2

a√
db

Z1(t)Z2(t) = E(0).

In particular, if
√
bd > a then a trajectory in the phase space is an ellipse determined

by the equation above. In the non-autonomous case, we cannot expect to immediately
have a conserved quantity. However, we have the following lemma which plays a
crucial role in our subsequent analysis.

Lemma 3.3 Let Z(t) be a solution to (3.8) with ̂�in = 0. Define

a(t) = 1

4

∂t p

p
, b(t) =

√
p

M
, d(t) =

√
p

M
+ 2Mk2

p3/2
. (3.11)

and

E(t) =
(
√

d

b
|Z1|2

)

(t) +
(
√

b

d
|Z2|2

)

(t) + 2

(

a√
db

Re (Z1 Z̄2)

)

(t). (3.12)
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Then, there exists constants c1,C1, c2,C2 > 0 independent of k, η such that

c1E(0) ≤ E(t) ≤ C1E(0), (3.13)

and

c2|Zin| ≤ ∣

∣Z(t)| ≤ C2|Zin|. (3.14)

In addition, let Re(Z1(t)) = r(t) cos(θ(t)) and Re(Z2(t)) = r(t) sin(θ(t)) (or the
imaginary part), then we have

d

dt
θ(t) =

√
p

M
+ 2Mk2

p3/2
cos(θ(t))2 + 1

4

∂t p

p
sin(2θ(t)). (3.15)

This lemma shows that the trajectories of the homogeneous problem associated to (3.8)
are contained inside an annular region of the Z -plane and they rotate with an angular
velocity given by θ . In particular, since d/b → 1 and a/

√
db → 0 as t → ∞, the

limit cycle is a circle. Approximating (3.15) and retaining the leading order terms one
may infer a dispersion relation like M−1

√

k2 + (η − kt)2, which was also observed
in [3,36] and is the one suggested by the WKB approximation, see (3.6). However,
dispersive properties require a more delicate analysis which we do not pursue here.

We now present the proof of the Lemma 3.3.

Proof The main idea of the proof is to provide a Grönwall’s type inequality for E(t),
where it is crucial to exploit the good properties of the time-dependent coefficients
appearing in (3.12). More precisely, define

ζ =
√

d

b
=
(

1 + 2M2k2

p2

)
1
2

, β = √
bd =

(

p

M2 + 2k2

p

)
1
2

. (3.16)

First notice that

1 ≤ ζ 2 ≤ 1 + 2M2. (3.17)

Then, since |∂t p| ≤ 2|k|√p, one has

|a|
β

= 1

4

|∂t p|
p

(

p

M2 + 2k2

p

)− 1
2

≤ 1

2

|k|√
p

√
p√

2|k| = 1

2
√
2
. (3.18)

Defining

˜E(t) = (ζ |Z1|2)(t) + (ζ−1|Z2|2)(t),

from (3.12) and (3.18) we obtain

1

2
˜E(t) ≤ E(t) ≤ 3

2
˜E(t). (3.19)
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Combining (3.17) with (3.19) we get that E(t) is coercive. In order to compute ∂t E ,
we rewrite the system (3.8) with the notation introduced in (3.11) and (3.16) as

ζ
d

dt
Z1 = −aζ Z1 − βZ2, (3.20)

1

ζ

d

dt
Z2 = βZ1 + a

ζ
Z2, (3.21)

where we have also used ̂�in = 0. Now we multiply (3.20) by Z̄1, (3.21) by Z̄2 and
we add the two equations to get

ζ

2

d

dt
|Z1|2 + 1

2ζ

d

dt
|Z2|2 = −a

(

ζ |Z1|2 − 1

ζ
|Z2|2

)

. (3.22)

Then, since the matrix L is trace-free, just observe the following

d

dt
Re(Z1 Z̄2) = β

(

ζ |Z1|2 − 1

ζ
|Z2|2

)

. (3.23)

Plugging (3.23) into (3.22) we have

ζ

2

d

dt
|Z1|2 + 1

2ζ

d

dt
|Z2|2 + a

β

d

dt
Re(Z1 Z̄2) = 0.

From (3.12), (3.16) and the identity above we get

d

dt
E = d

dt

(

log(ζ )

)

ζ |Z1|2 + d

dt

(

log(
1

ζ
)

)

1

ζ
|Z2|2 + 2

d

dt

(

a

β

)

Re(Z1 Z̄2).

(3.24)

Combining (3.24) with (3.19), we infer

d

dt
E ≤3

2

(∣

∣

∣

∣

d

dt
log(ζ )

∣

∣

∣

∣

+
∣

∣

∣

∣

d

dt

(

a

β

)∣

∣

∣

∣

)

˜E,

≤9

4

(∣

∣

∣

∣

d

dt
log(ζ )

∣

∣

∣

∣

+
∣

∣

∣

∣

d

dt

(

a

β

)∣

∣

∣

∣

)

E .

(3.25)

Analogously, we have

d

dt
E ≥ −1

4

(∣

∣

∣

∣

d

dt
log(ζ )

∣

∣

∣

∣

+
∣

∣

∣

∣

d

dt

(

a

β

)∣

∣

∣

∣

)

E . (3.26)

In order to apply the Grönwall’s Lemma, it remains to provide a uniform bound for
the integral in time of the terms in bracket of (3.26). For the first one, we observe that,
since ∂tζ

2 = −4M2k2(∂t p)p−3 changes sign only in t = η/k (if η/k ≥ 0), one has
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∫ ∞

0

∣

∣

∣

∣

d

dt
log(ζ )

∣

∣

∣

∣

dτ =1

2

∫ ∞

0

∣

∣

∣

∣

d

dt
log(ζ 2)

∣

∣

∣

∣

dτ

≤1

2
log

(

ζ 2(η/k)

ζ 2(0)

)

+ 1

2
log

(

ζ 2(η/k)

ζ 2(+∞)

)

≤ log(1 + 2M2), (3.27)

where we have also used (3.17). For the one involving a/β, a direct calculation show
that

d

dt

(

a

β

)

= 1

2

k2

pβ
− 1

4

(∂t p)2

p2β
− 1

8

(∂t p)2

M2 − 2k2(∂t p)2

p2

p2β3 . (3.28)

Since (∂t p)2 ≤ 4k2 p, an immediate bound gives |∂t (a/β)| ≤ 2k2/(pβ), which is
integrable in time with

∫∞
0 2k2/(pβ)dτ � M . The factor M , coming from β, would

lead to an exponential dependence of the constants with respect to theMach number in
the Lemma 3.3, whereas (3.27) implies only a polynomial dependence. To overcome
this technical issue, from (3.28) we observe that ∂t (a/β) can be rewritten as q/(p4β3)

where q is a polynomial in time of order (at most) 8. We are only concerned with
t ≥ 0, so let 0 ≤ t1 ≤ t2 ≤ · · · ≤ t8 be the positive roots of q (if there are any).
Let j0 = 0 if q(0) ≤ 0 and j0 = 1 otherwise. Then, defining t0 = 0, t9 = +∞, in
account of (3.18) we have

0 ≤
∫ +∞

0

∣

∣

∣

∣

d

dt

(

a

β

)∣

∣

∣

∣

dτ =
9
∑

j=1

(−1) j+ j0

(

a

β
(t j ) − a

β
(t j−1)

)

≤ 2
9
∑

j=0

|a|
β

(t j ) ≤ 10√
2
. (3.29)

Therefore, combining (3.25), (3.26) with (3.27) and (3.29) and applying Grönwall’s
Lemma we infer

c1E(0) ≤ E(t) ≤ C1E(0), (3.30)

whence proving (3.13). In addition, in view of (3.19), from (3.30) we get

c̃2˜E(0) ≤ ˜E(t) ≤ ˜C2˜E(0). (3.31)

Then, thanks to (3.17) we know that

(1 + 2M2)−1
˜E(t) ≤ |Z(t)|2 ≤ (1 + 2M2)˜E(t), (3.32)

and combining the inequalities above with (3.31) we prove (3.14).
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To prove (3.15) observe that the coefficients of the system (3.8) are all real valued.
Therefore, being the system linear, the real and imaginary part decouples. Then (3.15)
directly follows by the fact that r2θ̇ = x ẏ − ẋ y. ��
Remark 3.4 From the proof of Lemma 3.3, in view of the bounds (3.27) and (3.32),
we also observe that the constants appearing in (3.14) satisfy c2,C2 ≈ 〈M〉β for some
β > 1 explicitly computable.

3.1.2 Upper and lower bounds

We can now present a more precise statement of the Theorem 1.1 in the inviscid case
by considering separately the upper and lower bounds. Regarding the upper bounds
we have the following.

Theorem 3.5 Let ρin, ωin ∈ H1
x H

2
y and αin ∈ H

− 1
2

x L2
y be the initial data of (1.6)–

(1.8) with ρin
0 = ωin

0 = αin
0 = 0. Then the following inequality hold

‖Q[v](t)‖L2 + 1

M
‖ρ(t)‖L2 �

〈t〉 1
2

(∥

∥

∥

∥

ρin

M

∥

∥

∥

∥

L2
+
∥

∥

∥α
in
∥

∥

∥

H−1
+
∥

∥

∥ρ
in + ωin

∥

∥

∥

H1

)

. (3.33)

For the solenoidal component of the velocity we have

∥

∥P[v]x (t)∥∥L2 � M

〈t〉 1
2

(∥

∥

∥

∥

ρin

M

∥

∥

∥

∥

H
− 1
2

x L2
y

+
∥

∥

∥α
in
∥

∥

∥

H
− 1
2

x H−1
y

+
∥

∥

∥ρ
in + ωin

∥

∥

∥

H
− 1
2

x H
1
2
y

)

+ 1

〈t〉
∥

∥

∥ρ
in + ωin

∥

∥

∥

H−1
x H1

y

, (3.34)

∥

∥P[v]y(t)∥∥L2 � M

〈t〉 3
2

(∥

∥

∥

∥

ρin

M

∥

∥

∥

∥

H
− 1
2

x H1
y

+
∥

∥

∥α
in
∥

∥

∥

H
− 1
2

x L2
y

+
∥

∥

∥ρ
in + ωin

∥

∥

∥

H
− 1
2

x H
3
2
y

)

+ 1

〈t〉2
∥

∥

∥ρ
in + ωin

∥

∥

∥

H−1
x H2

y

. (3.35)

In view of the analysis in the frequency space that can be given through the Lemma
3.3, it is also possible to give an estimate on general Sobolev norms. Consequently,
we could choose a suitable Sobolev space where also the acoustic part decays, which
in particular implies a mixing phenomenon.

Corollary 3.6 Let s ≥ 1/2, ρin, ωin ∈ Hs− 1
2 and αin ∈ Hs− 3

2 be the initial data of
(1.6)–(1.8) with ρin

0 = ωin
0 = αin

0 = 0. Then

‖Q[v](t)‖H−s + 1

M
‖ρ(t)‖H−s ≤ 1

〈t〉s− 1
2

C
(

ρin, αin, ωin),
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where the constant depends upon Sobolev norms of the initial data.

We will not prove the corollary above since its proof can be directly deduced by the
proof of Theorem 3.5, which we present in detail.

We now turn our attention to the lower bound (1.17). To state the results it is
convenient to introduce

�(t, Zin, �in) = ̂Zin +
∫ t

0
L(0, s)F(s)̂�inds. (3.36)

We then have the following.

Theorem 3.7 Let ρin, ωin ∈ L2
x H

− 1
2

y and αin ∈ H
− 3

2
x H−2

y with ρin
0 = ωin

0 = αin
0 =

0. Then the solution of (1.6)–(1.8) with initial data ρin, αin, ωin satisfy

‖Q[v](t)‖L2 + 1

M
‖ρ(t)‖L2 � 〈t〉 1

2

∥

∥

∥�(t, Zin, �in)

∥

∥

∥

L2
x H

−1/2
y

,

where Zin is defined as in (3.7) and �in = ρin + ωin .

Clearly, looking at (3.36), if �in = 0, namely ρin = −ωin , we immediately have a
growth in time for non trivial initial conditions. When �in �= 0, it may happen that �
is zero for some t and the lower bound in Theorem 3.7 is then trivial. For this reason, in
the following proposition we show that the set of initial data for which the right-hand
side of the bound in Theorem 3.7 vanishes at some time has empty interior in any
Sobolev space in which the initial data are taken.

Proposition 3.8 Let s1 ∈ R and s2 ≥ −1/2. Given ρin, ωin ∈ Hs1
x Hs2

y and αin ∈
H

s1− 3
2

x H
s2− 3

2
y , let �(t, Zin, �in) be defined as in (3.36), where Zin is defined as in

(3.7) and �in = ρin + ωin .
Then, for any ε > 0 sufficiently small, there exists ρin

ε , αin
ε , ωin

ε such that

∥

∥

∥ρ
in − ρin

ε

∥

∥

∥

H
s1
x H

s2
y

+
∥

∥

∥ω
in − ωin

ε

∥

∥

∥

H
s1
x H

s2
y

+
∥

∥

∥α
in − αin

ε

∥

∥

∥

H
s1− 3

2
x H

s2− 3
2

y

≤ 2ε, (3.37)

and, defining Zin
ε , �in

ε accordingly, the following inequality holds

inf
t≥0

∥

∥

∥�(t, Zin
ε , �in

ε )

∥

∥

∥

L2
x H

−1/2
y

≥ ε

2
. (3.38)

Remark 3.9 In the proof of Proposition 3.8, given at the end of this section, we
construct the perturbation (ρin

ε , αin
ε , ωin

ε ) at any fixed frequency k, η, satisfying a
non-degeneracy condition related to (3.38).

In the following, we prove Theorem 3.5 and Theorem 3.7.
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Proof (Proof of Theorem 3.5) We first prove the bounds for the solenoidal component
of the velocity field, namely (3.34) and (3.35). By (3.1), we have

|̂�|(t, k, η) ≤ |̂R|(t, k, η) + |̂�in|(k, η).

Then, thanks to the Biot-Savart law, we prove (3.34) as follows,

∥

∥P[v]x (t)∥∥2L2 =
∥

∥

∥(∂y�
−1ω)(t)

∥

∥

∥

2

L2

=
∑

k

∫

(η − kt)2

p2
|̂�(t)|2dη

�
∑

k

∫

M2 (η − kt)2

p3/2

∣

∣

∣

∣

̂R(t)

Mp1/4

∣

∣

∣

∣

2

+ (η − kt)2

p2
|̂�in|2dη

�
∑

k

∫

M2

√
p
(|Zin|2 + |̂�in|2) + 1

p
|̂�in|2dη.

Now since 〈η/k − t〉 〈η/k〉 � 〈t〉 observe that

1√
p

= 1

|k| 〈η/k − t〉
〈η/k〉
〈η/k〉 � 1

〈t〉
〈η〉
〈k〉 .

Hence, recalling the definition of Zin , see (3.10), we infer

∥

∥P[v]x (t)∥∥2L2 �M2

〈t〉
(∥

∥

∥

∥

ρin

M

∥

∥

∥

∥

2

H
− 1
2

x L2
y

+
∥

∥

∥α
in
∥

∥

∥

2

H
− 1
2

x H−1
y

+
∥

∥

∥ρ
in + ωin

∥

∥

∥

2

H
− 1
2

x H
1
2
y

)

+ 1

〈t〉2
∥

∥

∥ρ
in + ωin

∥

∥

∥

2

H−1
x H1

y

,

Similarly for P[v]y , we prove (3.35) as follows

∥

∥P[v]y(t)∥∥2L2 =
∥

∥

∥∂x�
−1ω

∥

∥

∥

2

L2

�
∑

k

∫

M2 k2

p3/2

∣

∣

∣

∣

̂R(t)

Mp1/4

∣

∣

∣

∣

2

+ k2

p2
|̂�in|2dη

� M2

〈t〉3
(∥

∥

∥

∥

ρin

M

∥

∥

∥

∥

2

H
− 1
2

x H1
y

+
∥

∥

∥α
in
∥

∥

∥

2

H
− 1
2

x L2
y

+
∥

∥

∥ρ
in + ωin

∥

∥

∥

2

H
− 1
2

x H
3
2
y

)

+ 1

〈t〉4
∥

∥

∥ρ
in + ωin

∥

∥

∥

2

H−1
x H2

y

.
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To prove (3.33) first of all we observe that, thanks to Lemma 3.3, we have

∫ ∞

0
|L(t, s)F(s)|ds �

∫ ∞

0
|F(s)|ds

� 1

|k| 32
∫ ∞

0

ds

(1 + (η/k − s)2)
7
4

� 1

|k| 32
.

(3.39)

Hence, recalling the definition of Z , see (3.42), combining Lemma 3.3 with (3.39) we
infer

|̂Z(t, k, η)| � |Zin(k, η)| + |̂�in(k, η)| for any t ≥ 0. (3.40)

Then, by the Helmholtz decomposition we have

‖Q[v](t)‖2L2 + 1

M2
‖ρ(t)‖2L2

=
∥

∥

∥(∂x�
−1α)(t)

∥

∥

∥

2

L2
+
∥

∥

∥(∂y�
−1α)(t)

∥

∥

∥

2

L2
+ 1

M2
‖ρ(t)‖2L2

=
∑

k

∫ |̂α(t)|2(t, k, η)

k2 + η2
+ 1

M2 |ρ̂(t)|2(t, k, η)dη

=
∑

k

∫ |̂A(t)|2
p

(t, k, η) + 1

M2 |̂R(t)|2(t, k, η)dη.

Therefore, by (3.40) and the fact that p ≤ 〈t〉2 〈k, η〉2, we get

‖Q[v](t)‖2L2 + 1

M2
‖ρ(t)‖2L2 =

∑

k

∫ √
p

(∣

∣

∣

∣

̂A(t)

p3/4

∣

∣

∣

∣

2

+
∣

∣

∣

∣

̂R(t)

Mp1/4

∣

∣

∣

∣

2)

dη

=
∑

k

∫ √
p|Z(t)|2dη

� 〈t〉 (

∥

∥

∥Zin
∥

∥

∥

2

H1
+
∥

∥

∥ρ
in + ωin

∥

∥

∥

2

H1
)

= 〈t〉
(

∥

∥

∥

∥

ρin

M

∥

∥

∥

∥

2

L2
+
∥

∥

∥α
in
∥

∥

∥

2

H−1
+
∥

∥

∥ρ
in + ωin

∥

∥

∥

2

H1

)

,

(3.41)

hence concluding the proof of Theorem 3.5. ��

We now prove Theorem 3.7.

Proof (Proof of Theorem 3.7) Recall that the solution of (3.8) is given by the
Duhamel’s formula as
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Z(t) = L(t, 0)

(

Zin +
∫ t

0
L(0, s)F(s)̂�inds

)

= L(t, 0)�(t, Zin, �in),

(3.42)

where we have also used the definition of � given in (3.36). By Lemma 3.3 we have

|Z(t)| ≥ c|�(t, Zin, �in)|,

hence, combining the bound above with the identity in (3.41) we get

‖Q[v](t)‖2L2 + 1

M2
‖ρ(t)‖2L2 �

∑

k

∫ √
p|�(t, Zin, �in)|2dη

�
∑

k

∫

〈η − kt〉|�(t, Zin, �in)|2dη

�〈t〉
∑

k

∫

1

〈η〉 |�(t, Zin, �in)|2dη,

where in the last two lines we have used that
√
p ≥ 〈η − kt〉 and 〈η − kt〉 〈η〉 � 〈kt〉.

Therefore we have

‖Q[v](t)‖2L2 + 1

M2
‖ρ(t)‖2L2 �〈t〉

∥

∥

∥�(t, Zin, �in)

∥

∥

∥

2

L2
x H

−1/2
y

and the proof is over. ��
Finally, we present the proof of the Proposition 3.8.

Proof (Proof of Proposition 3.8) With a slight abuse of notation, from the definition
(3.36) we have

�(t, k, η) = ̂Zin(k, η) +
∫ t

0
L(0, s)F(s, k, η)̂�in(k, η)ds. (3.43)

Now, let us fix the frequencies k, η. In this way, t �→ �(t) is a curve in C
2. We now

want to construct a perturbation of the initial data. If ̂�in(k, η) = 0 there is nothing
to prove. So we assume that ̂�in(k, η) �= 0.

First of all, by a computation similar to (3.39), we know that limt→∞ �(t, k, η) =
�∞(k, η). Let us first consider the case �∞ �= 0.

We claim that in this case �(t, k, η) vanishes at most in a finite number of times ti
for i = 0, . . . , n.

Indeed, since |�∞| > 0 and the integral in (3.43) is converging, see (3.39), there is
a T = T (�∞, k, η) > 0 such that

|�(t, k, η)| >
1

2
|�∞(k, η)| for t ≥ T . (3.44)
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Hence, we know that � may vanish only for t ∈ [0, T ]. Then, by (3.43) and the bound
(3.14) in Lemma 3.3, we have

|∂t�(t, k, η)| =|L(0, t)F(t, k, η)̂�in(k, η)| ≥ C |F(t, k, η)̂�in(k, η)|
≥C(T , k, η)|̂�in(k, η)|,

where, from the definition of F given in (3.9), we define

C(T , k, η) = C min
t∈[0,T ] |F(t, k, η)| = 2C

(

|k| 32 max
t∈[0,T ] 〈η/k − t〉 7

2

)−1

> 0,

and the last inequality follows since (k, η) are fixed, |k| ≥ 1 and T < +∞.
Consequently, since in the compact set [0, T ] there are no points t∗ such that
�(t∗) = ∂t�(t∗) = 0, exploiting also the continuity of ∂t�, we have that � van-
ishes at most in a finite number of times in the interval [0, T ].

Now we can construct the perturbation of the initial data. The main idea is to define
a new curve�ε by shifting the curve� on a suitable direction so that�ε never vanishes.
To find this direction, consider the set {∂t�(ti , k, η)} := {∂t�(ti )} for i = 0, . . . , n
and where �(ti ) = 0. Since � a regular curve, in a small neighbourhood of the origin
it can be approximated as straight lines passing through the origin in the directions
{∂t�(ti )}. Then, since {∂t�(ti )} is a finite set, we can choose a direction not parallel
to any of the ∂t�(ti ) to move our curve away from the origin. More precisely, there
is an ε < min{|�∞|/2, 1} and at least one unit vector νε(k, η) = (ν1ε (k, η), ν2ε (k, η))

which is not parallel to any ∂t�(ti ), for i = 0, . . . , n, such that

|�(t, k, η) + εe−(k2+η2)νε(k, η)| >
1

2
εe−(k2+η2). (3.45)

Choosing

α̂in
ε (k, η) = α̂in(k, η). + ε(k2 + η2)

3
4 e−(k2+η2)ν2ε (k, η),

ρ̂in
ε (k, η) = ρ̂in(k, η) + εM(k2 + η2)

1
4 e−(k2+η2)ν1ε (k, η),

ω̂in
ε (k, η) = ω̂in(k, η) − εM(k2 + η2)

1
4 e−(k2+η2)ν1ε (k, η),

we clearly satisfy (3.37). In addition, we have

̂Zin
ε (k, η) = ̂Zin(k, η) + εe−(k2+η2)νε(k, η), ̂�in

ε (k, η) = ̂�in(k, η).

Consequently

�ε(t, k, η) = ̂Zin
ε (k, η) +

∫ t

0
L(0, s)F(s, k, η)̂�in

ε (k, η)ds

= �(t, k, η) + εe−(k2+η2)νε(k, η).
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Combining (3.44) with (3.45) we get that

|�ε(t, k, η)| ≥ 1

2
min

(

|�∞(k, η)|, εe−(k2+η2)
)

for any t > 0. (3.46)

Let us now turn to the case �∞(k, η) = 0. First we choose

αin
1 = αin + ε(k2 + η2)

3
4 e−(k2+η2), (3.47)

so that for the corresponding �1 we get |�1,∞(k, η)| = εe−(k2+η2). At this point, we
can repeat the previous argument.

Resuming, using Plancherel’s Theorem, from the bound (3.46) we obtain (3.38).
��

4 The viscous case

In this section, we study the system (1.6)–(1.8) in presence of viscosity, namely we
assume that ν > 0 and λ ≥ 0. As done in the previous section, we will prove the
results only in the case ρin

0 = αin
0 = ωin

0 = 0, since the dynamics of the zero mode
decouples with respect to fluctuations around it, see Section 2.

To remove the transport terms, we again consider the change of coordinates (1.23)
and we use the notation introduced in (1.24)–(1.27). Defining μ = ν + λ and taking
the Fourier transform of the system (1.6)–(1.8) in the moving frame, we have

∂t ̂R = −̂A, (4.1)

∂t ̂A = ∂t p

p
̂A − μp̂A + 1

M2 p
̂R − 2k2

p
̂�,

∂t̂� = ̂A − ν p̂�. (4.2)

In the inviscid case, the conservation of � = R + � was crucial in order to have a
closed system in terms of R, A, which allows us to deal with a 2× 2 non-autonomous
system of ODE’s in the Fourier space. Also in the viscous case it turns out that it is
convenient to replace � with another auxiliary variable, however, the conservation of
� no longer holds since

∂t̂� = −ν p̂� + ν p̂R. (4.3)

In addition, the last term in the right-hand side of (4.3) may be a problem to perform
energy estimates. Indeed, it is not possible to directly control ν p̂R in a straightforward
energy estimate since we do not have a similar dissipative term for R.
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The good unknown

To overcome this difficulty, we observe that

∂t (̂� − νM2
̂A) = − ν p(̂� − νM2

̂A) + ν(μ − ν)M2 p̂A

− νM2 ∂t p

p
̂A + 2νM2 k

2

p

(

̂� − νM2
̂A
)

− 2νM2 k
2

p
̂R + 2ν2M4 k

2

p
̂A,

(4.4)

where we have also used � = � − R. Although the equation (4.4) looks more
complicated with respect to (4.3), it has a better structure to make use of � − νM2A
as an auxiliary variable in an energy estimate. To explain why, let us look at the terms
on the right-hand side of (4.4): the first term gives us dissipation. The second term,
thanks to the extra factor ν, can be controlled with the available dissipation for A
(notice that if λ = 0 this term does not appear). The remaining terms are lower order,
in the sense that we will be able to exploit some integrability in time. Hence, the key
point of usinĝ�−νM2A instead of̂� is that we trade the problematic term ν p̂R with
ν(μ − ν)M2 p̂A.

Remark 4.1 One of the main difficulties to obtain an enhanced dissipation estimate
is the absence of a diffusive term in the continuity equation, because otherwise it
would have been sufficient to combine the equation (4.3) with an adaptation of the
energy estimates given in the inviscid case. Instead, we need to take advantage of the
underlying wave structure in the system. More precisely, we will be able to exploit
the coupling between the density and the divergence to gain a dissipative term for the
density. A similar strategy, inspired by the classical paper of Matsumura and Nishida
[43], has been already exploited by Guo and Wang [34] to prove decay time rates for
the compressible Navier-Stokes equations with smooth and small initial data.

Remark 4.2 (The ν = 0 case) When ν = 0 we have ∂t� = 0 as in the inviscid case.
This implies that we can replace�with�in − R in (4.2) so that the system is closed in
terms of R and A. The system to study is then much simpler but the exponential decay
is not valid in general. Indeed, if�in �= 0 the forcing term appearing in the equation for
the divergence gives us the convergence towards an asymptotic state which is different,
in general, from zero. If �in = 0 we have the exponential decay as in Theorem 1.1
with λ replacing ν in the bounds. We do not detail this case since it can be deduced
with the same method that we are going to present in the general scenario.

This section is organized as follows. In Subsection 4.1 we prove Theorem 1.1 whereas
in Subsection 4.2 we prove Theorem 1.7.

Throughout this section we make use of the following notation

Cin,s = 1

M

∥

∥

∥ρ
in
∥

∥

∥

Hs+1
+
∥

∥

∥α
in
∥

∥

∥

Hs
+
∥

∥

∥�
in − νM2αin

∥

∥

∥

Hs
. (4.5)
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4.1 Combining the dissipation enhancement with the inviscid mechanism

In this subsection, we prove Theorem 1.1, which combines the dissipation enhance-
ment generated by the presence of the background shear flow with the inviscid
dynamics. More precisely, our goal is to obtain estimates such that in the limit ν → 0
we recover the bounds of the inviscid case. However, as previously discussed, when
viscosity is present there is the loss of a conservation law, meaning that we will need
to consider a 3 × 3 system in the Fourier space.

The key estimate which allows us to prove Theorem 1.1 is given in the following
proposition.

Proposition 4.3 Let s ≥ 0, 0 < μ ≤ 1/2, M > 0 be such that M ≤
min{μ−1, λ− 1

2 , ν− 1
3 }. If ρin ∈ Hs+1(T × R) and αin, ωin ∈ Hs(T × R) then

1

M

∥

∥

∥

(

p− 1
4 ̂R

)

(t)
∥

∥

∥

Hs
+
∥

∥

∥

(

p− 3
4 ̂A

)

(t)
∥

∥

∥

Hs

+
∥

∥

∥

(

p− 3
4 (̂� − νM2

̂A)
)

(t)
∥

∥

∥

Hs
� e− 1

32 ν
1
3 tCin,s,

(4.6)

where Cin,s is defined in (4.5).

In accordance with the inviscid case, one should not expect any weight on the auxiliary

variable ̂� − νM2
̂A. However, the weight p− 3

4 is introduced for technical reasons,
since it helps to control the second term in the right-hand side of (4.4), which is not
present if λ �= 0. We discuss more about this point in Remark 4.8.

To recover a bound on the vorticity one could exploit the fact that � = (� −
νM2A) + νM2A − R and use the previous proposition to infer estimates on P[v].
This procedure, since A and � − νM2A have slower decay rates with respect to R
(formally, think of p−1 as t−2), would lead to worst decay rates with respect to the one
given in Theorem 1.1 for the solenoidal component of the velocity. In particular, one
cannot recover the estimates in the nonviscous and incompressible case performing
the formal limits ν → 0 and M → 0 respectively.

Instead, solving the equation for �, see (4.3), via Duhamel’s formula, from Propo-
sition 4.3 we infer the following.

Corollary 4.4 Let s ≥ 0, μ ≤ 1/2, M > 0 be such that M ≤ min{μ−1, λ− 1
2 , ν− 1

3 }.
If ρin ∈ Hs+ 7

2 (T × R) and αin, ωin ∈ Hs+ 5
2 (T × R) then

‖�(t)‖Hs � M〈t〉 1
2 e− 1

32 ν
1
3 tCin,s+ 1

2
+ M 〈t〉 1

2 e− 1
64 ν

1
3 tCin,s+ 5

2

+ e− 1
12 ν

1
3 t
∥

∥

∥ω
in + ρin

∥

∥

∥

Hs

(4.7)

Remark 4.5 Observe that in Proposition 4.3 and in Corollary 4.4 we are losing deriva-
tives. The loss in (4.6) comes from the technical obstruction that forces us to introduce
the weight p− 3

4 for the variable � − νM2A. For λ = 0 one does not have this loss
of derivatives, see Remark 4.8. Instead, the loss of derivatives in (4.7) seems to be
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necessary in view of the last term in the right-hand side of (4.3), where we can control
time-growth by paying regularity.

In the following, appealing to Proposition 4.3 andCorollary 4.4wefirst proveTheorem
1.1, while the proofs of the proposition and the corollary are postponed to the end of
this subsection.

Proof (Proof of Theorem 1.1) We start with the proof of (1.14). From the Helmholtz
decomposition (1.5) we have

‖Q[v](t)‖2L2 + 1

M2
‖ρ(t)‖2L2 =

∥

∥

∥(−�)−
1
2 α(t)

∥

∥

∥

2

L2
+ 1

M2
‖ρ(t)‖2L2

=
∥

∥

∥(−�L)−
1
2 A(t)

∥

∥

∥

2

L2
+ 1

M2
‖R(t)‖2L2 ,

where in the last line we have done the change of variables X = x − yt, Y = y. By
the Plancherel’s Theorem and the fact that p ≤ 〈t〉2 〈k, η〉2, we get

‖Q[v](t)‖2L2 + 1

M2
‖ρ(t)‖2L2 =

∥

∥

∥p
1
2 (p− 3

4 ̂A)(t)
∥

∥

∥

2

L2
+ 1

M2

∥

∥

∥p
1
2 (p− 1

2 ̂R)(t)
∥

∥

∥

2

L2

�〈t〉
(

∥

∥

∥(p− 3
4 ̂A)(t)

∥

∥

∥

2

H1
+ 1

M2

∥

∥

∥(p− 1
2 ̂R)(t)

∥

∥

∥

2

H1

)

�〈t〉e− 1
16 ν

1
3 t (Cin,1)

2,

where in the last line we have used (4.6), hence proving (1.14).
We now turn our attention to the solenoidal component of the velocity in order to

prove (1.15) and (1.16). By using again the Helmholtz decomposition, we have

∥

∥P[v]x (t)∥∥L2 =
∥

∥

∥∂y�
−1ω(t)

∥

∥

∥

L2
=
∥

∥

∥(∂Y − t∂X )(�−1
L �)(t)

∥

∥

∥

L2

≤
∥

∥

∥((−�L)−
1
2 �)(t)

∥

∥

∥

L2
.

Therefore, since p
1
2 〈kt〉 ≥ 〈η − kt〉 〈kt〉 � 〈η〉, we get

∥

∥P[v]x (t)∥∥L2 � 1

〈t〉 ‖�(t)‖H1

and combining the previous bound with (4.7) we prove (1.15). The bound (1.16)
follows analogously. ��

In order to prove Proposition 4.3, we have to control a weighted energy functional.
From the bounds on this energy functional the proof of Proposition 4.3 readily follows.
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4.1.1 The weighted energy functional

We need to introduce the following Fourier multiplier, already used in [4,5,9,64],

∂tm(t, k, η) = 2ν
1
3

ν
2
3
( η
k − t

)2 + 1
m(t, k, η),

m(0, k, η) = exp(2 arctan(ν
1
3
η

k
))

which is explicitly given by

m(t, k, η) = exp(2 arctan(ν
1
3 (t − η

k
)). (4.8)

Clearlym andm−1 are bounded Fourier multipliers, therefore they generate an equiv-
alent norm to the standard L2.

The multiplier m is introduced since it enjoys the following crucial property

ν p(t, k, η) + ∂tm

m
(t, k, η) ≥ ν

1
3 for any t ≥ 0, k ∈ Z \ {0}, η ∈ R, (4.9)

which compensates the slow down of the enhanced dissipation mechanism close to
the critical times t = η/k. We then consider the system given by (R, A, � − νM2A),
namely the equations (4.1), (4.2) when replacing ̂� with (̂� − νM2

̂A) + νM2
̂A− ̂R,

and (4.4). Clearly, for the system under consideration the dynamics decouples in k, η,
therefore we can perform estimates at each fixed frequency. Let s ≥ 0, we define the
following weighted variables

Z1(t) = 1

M
〈k, η〉s (m−1 p− 1

4 ̂R)(t), Z2(t) = 〈k, η〉s (m−1 p− 3
4 ̂A)(t),

Z3(t) = 〈k, η〉s (m−1 p− 3
4 (̂� − νM2

̂A))(t).
(4.10)

Besides the multiplier 〈k, η〉s m−1, we remark that Z1, Z2 are the quantities also used
in the non viscous case in order to symmetrize the system, see Section 3. Instead, Z3,
as explained, is introduced as an auxiliary variable to close the energy estimate.

Then, let 0 < γ = γ (M, ν) ≤ 1/4 be a parameter to be chosen later and consider
the following energy functional

E(t) = 1

2

((

1 + M2 (∂t p)2

p3

)

|Z1|2(t) + |Z2|2(t) + |Z3|2(t) (4.11)

+ (
M

2

∂t p

p
3
2

Re(Z̄1Z2))(t) − (2γ p− 1
2 Re(Z̄1Z2))(t)

)

. (4.12)
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Since |∂t p| < p, it is immediate to check that the previous energy functional is
coercive, namely

E(t) ≥ 1

4

(

(1 + M2 (∂t p)2

p3
)|Z1|2 + |Z2|2 + 2|Z3|2

)

(t) (4.13)

E(t) ≤
(

(1 + M2 (∂t p)2

p3
)|Z1|2 + |Z2|2 + |Z3|2

)

(t). (4.14)

Since m is a bounded Fourier multiplier, we also have

∑

k �=0

∫

E(t)dη ≈ 1

M2

∥

∥

∥p− 1
4 ̂R(t)

∥

∥

∥

2

Hs
+
∥

∥

∥p− 3
4 ̂A(t)

∥

∥

∥

2

Hs
+
∥

∥

∥p− 3
4 (̂� − νM2

̂A)(t)
∥

∥

∥

2

Hs
.

The latter equivalence tells us that a suitable estimate on E(t) will imply the bound
(4.6) in Proposition 4.3. In particular, we aim at proving the following

Lemma 4.6 Under the assumptions of Proposition 4.3, let E(t) be defined as in (4.11)

and γ = ν
1
3 M

4
, then

∑

k

∫

E(t)dη � e− ν
1
3
16 t (Cin,s)

2, (4.15)

where Cin,s is defined in (4.5).

Thanks to the previous Lemma, we conclude the proof of Proposition 4.3 as follows

1

M2

∥

∥

∥p− 1
4 ̂R(t)

∥

∥

∥

2

Hs
+
∥

∥

∥p− 3
4 ̂A(t)

∥

∥

∥

2

Hs
+
∥

∥

∥p− 3
4 (̂� − νM2

̂A)(t)
∥

∥

∥

2

Hs

�
∑

k

∫

E(t)dη � e− ν
1
3
16 t (Cin,s)

2.

We now have to prove Lemma 4.6.

Proof (Proof of Lemma 4.6) We are going to prove the bound (4.15) via a Grönwall’s
inequality. Therefore, we have to first compute the time derivative of E(t).

First of all, observe that

∂t Z1 = − ∂tm

m
Z1 − 1

4

∂t p

p
Z1 − 1

M
p

1
2 Z2, (4.16)

∂t Z2 = −
(

∂tm

m
Z2 + μp

)

Z2 + 1

4

∂t p

p
Z2 +

(

1

M
p

1
2 + 2M

k2

p
3
2

)

Z1 (4.17)

− 2
k2

p
Z3 − 2νM2 k

2

p
Z2,
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∂t Z3 = −
(

∂tm

m
+ ν p

)

Z3 − 3

4

∂t p

p
Z3 + ν(μ − ν)M2 pZ2 − νM2 ∂t p

p
Z2

− 2νM3 k
2

p
3
2

Z1 + 2νM2 k
2

p
Z3 + 2ν2M4 k

2

p
Z2. (4.18)

From (4.16) we directly compute that

1

2

d

dt
|Z1|2 = −∂tm

m
|Z1|2 − 1

4

∂t p

p
|Z1|2 − 1

M
p

1
2 Re(Z̄1Z2), (4.19)

and

M2

2

d

dt

∣

∣

∣

∣

∣

∂t p

p
3
2

Z1

∣

∣

∣

∣

∣

2

=M2
(

2k2∂t p

p3
− 3

2

(∂t p)3

p4

)

|Z1|2 − M2 ∂tm

m

(∂t p)2

p3
|Z1|2

− M2

4

(∂t p)3

p4
|Z1|2 − M

(∂t p)2

p
5
2

Re(Z̄1Z2).

(4.20)

By (4.17) we get

1

2

d

dt
|Z2|2 = −

(

∂tm

m
+ μp

)

|Z2|2 + 1

4

∂t p

p
|Z2|2 + 1

M
p

1
2 Re(Z1 Z̄2)

+ 2M
k2

p
3
2

Re(Z1 Z̄2) − 2
k2

p
Re(Z3 Z̄2) − 2νM2 k

2

p
|Z2|2. (4.21)

From (4.18) we have

1

2

d

dt
|Z3|2 = −

(

∂tm

m
+ ν p

)

|Z3|2 − 3

4

∂t p

p
|Z3|2

+ ν(μ − ν)M2 pRe(Z2 Z̄3) − νM2 ∂t p

p
Re(Z2 Z̄3)

− 2νM3 k
2

p
3
2

Re(Z1 Z̄3) + 2νM2 k
2

p
|Z3|2 + 2ν2M4 k

2

p
Re(Z2 Z̄3).

(4.22)

Now we compute the time derivative of the mixed terms appearing in (4.12). The
first term in (4.12) is introduced to cancel the terms with 1

4∂t p/p coming from the
summation of (4.19) with (4.21), indeed observe that

M

4

d

dt
(
∂t p

p
3
2

Re(Z̄1Z2)) =M

4

(

2k2

p
3
2

− 3

2

(∂t p)2

p
5
2

)

Re(Z̄1Z2) − M

2

∂tm

m

∂t p

p3/2
Re(Z̄1Z2)

− 1

4

∂t p

p
(|Z2|2 − |Z1|2) − μ

M

4

∂t p

p
1
2

Re(Z̄1Z2)
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+ M2 k
2∂t p

2p3
|Z1|2 − M

k2∂t p

2p
5
2

Re(Z̄1Z3)

− νM3 k
2∂t p

2p
5
2

Re(Z̄1Z2). (4.23)

The second term in (4.12) give us a dissipative term for Z1 as follows

−γ
d

dt

(

p− 1
2 Re(Z̄1Z2)

)

=γ

2

∂t p

p
3
2

Re(Z̄1Z2) + 2γ
∂tm

m
p− 1

2 Re(Z̄1Z2)

+ γ

M
|Z2|2 − γ

M

(

1 + 2M2 k
2

p2

)

|Z1|2

+ γμp
1
2 Re(Z̄1Z2)

+ 2γ
k2

p
3
2

Re(Z̄1Z3) + 2γ νM2 k
2

p
3
2

Re(Z̄1Z2). (4.24)

Hence, rearranging the terms appearing in (4.19), (4.20), (4.21), (4.22), (4.23) and
(4.24) we have the following identity

d

dt
E(t) = −

(

∂tm

m
+ μp

)

|Z2|2 −
(

∂tm

m
+ γ

M

(

1 + 2M2 k
2

p2
)

)

|Z1|2

−
(

∂tm

m
+ ν p

)

|Z3|2 +
5
∑

i=1

Di +
6
∑

i=1

Ii , (4.25)

where we define the dissipative error terms as

D1 = γ

M
|Z2|2, D2 = γμp

1
2 Re(Z̄1Z2), D3 = ν(μ − ν)M2 pRe(Z̄2Z3) (4.26)

D4 = − νM2 ∂t p

p
Re(Z̄2Z3), D5 = −μM

4

∂t p

p
1
2

Re(Z̄1Z2), (4.27)

which we need to control with the negative terms appearing in (4.25). Instead, the
integrable error terms are given by

I1 =M2
(

5k2∂t p

2p3
− 7

4

(∂t p)3

p4

)

|Z1|2, (4.28)

I2 = M

(

1

2
(
γ

M
− ∂tm

m
)
∂t p

p
3
2

+ (
5

2
+ 2γ νM)

k2

p
3
2

− 11

8

(∂t p)2

p
5
2

)

Re(Z̄1Z2)

− ν
k2M3∂t p

2p
5
2

Re(Z̄1Z2) + 2γ
∂tm

m
p− 1

2 Re(Z̄1Z2),

I3 = − 3

4

∂t p

p
|Z3|2 + 2νM2 k

2

p
|Z3|2, (4.29)
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I4 = M

(

2(
γ

M
− νM2)

k2

p
3
2

− k2∂t p

2p
5
2

)

Re(Z̄1Z3),

I5 =
(

−2
k2

p
+ 2ν2M4 k

2

p

)

Re(Z̄2Z3),

I6 = − M2 ∂tm

m

(∂t p)2

p3
|Z1|2 − 2ν

k2M2

p
|Z2|2, (4.30)

which all involve Fourier multipliers integrable in time, as we explain below.
Now we proceed by providing suitable bounds on the terms Di . To control D1, in

view of the property (4.9), we need to choose γ such that γ /M < ν
1
3 . Therefore, we

define

γ = Mν
1
3

4
(4.31)

and notice that γ ≤ 1/4 by assumptions on M . To control the remaining terms, we
also need to exploit the hypothesis

μM ≤ 1, (μ − ν)M2 = λM2 ≤ 1. (4.32)

Since γ ≤ 1/4 and Mμ ≤ 1, we bound D2 as

|D2| ≤ γ

2
μp|Z2|2 + γ

2M
(Mμ)|Z1|2 ≤ μ

8
p|Z2|2 + γ

2M
|Z1|2. (4.33)

To control D3, in view of the restriction (μ − ν)M2 ≤ 1, we have

|D3| ≤ ν

2
p|Z2|2 + ν

2
p|Z3|2. (4.34)

Since |∂t p| ≤ 2|k|p 1
2 , the bounds on D4,D5 are given by

|D4| ≤ ν

4
|Z3|2 + νM4 (∂t p)2

p2
|Z2|2 ≤ ν

4
|Z3|2 + 4M2 k

2

p
|Z2|2, (4.35)

|D5| ≤ μ

16
p|Z2|2 + μM2k2

p
|Z1|2 (4.36)

Notice that the last terms in the right-hand side of the last two inequalities need not to
be absorbed with the negative terms in (4.25), being k2 p−1 integrable in time.

We now turn our attention to provide bounds for the terms Ii , where we can exploit
integrability in time of the Fourier multipliers. More precisely, we have two main
contributions, one given by ∂tm/m, which is clearly integrable in time and can also be
absorbed with the negative terms appearing in (4.25). The second one is the multiplier
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k2 p−1, appearing for example in I3, I5, whose integral in time is uniformly bounded
with respect to k, η, namely

∫ t

0

k2

p(τ )
dτ =

∫ t

0

dτ

(
η
k − τ)2 + 1

=
(

arctan(
η

k
− t) − arctan(

η

k
)
)

.

In addition, for the term I3, since ∂t p > 0 for t > η/k, we have

|I3| ≤ −3

4

∂t p

p
χt< η

k
|Z3|2 + 2k2M2

p
|Z3|2, (4.37)

therefore we can also integrate in time the first term in the right-hand side of the last
inequality. However, this will be the source of a loss of regularity as it will be clear
later on.

Then, since |∂t p| ≤ 2|k|p 1
2 and recalling (4.32), we roughly estimate the remaining

terms as follows

|I1| ≤ C1M
2 k

2

p
|Z1|2, (4.38)

|I2| ≤
(

C2(M + M2)
k2

p
+ 1

2

∂tm

m

)

(|Z1|2 + |Z2|2),

|I4| ≤ C4(1 + M2)
k2

p
(|Z1|2 + |Z3|2),

|I5| ≤ C5(1 + M2)
k2

p
(|Z2|2 + |Z3|2),

I6 ≤ 0, (4.39)

where we perform the last trivial bound since we cannot gain much from I6.
Therefore, thanks to the choice of γ in (4.31), the properties (4.9) and (4.13),

combining (4.33), (4.34), (4.35), (4.38)–(4.39) with (4.25) we infer

d

dt
E(t) ≤ − ν

1
3

16

(

(1 + 4M2 k
2

p2
)|Z1|2 + |Z2|2 + |Z3|2

)

+ 4

(

CM
k2

p
+ 1

2

∂tm

m

)

E(t) − 3

4

∂t p

p
χt< η

k
|Z3|2, (4.40)

where CM is explicitly computable from the previous bounds. Then, since

M2 (∂t p)2

p3
≤ 4M2 k

2

p2
, (4.41)
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and from (4.14) we know that |Z3|2 ≤ 2E(t), by (4.40) we get

d

dt
E(t) ≤ −ν

1
3

16
E(t) +

(

−3

2

∂t p

p
χt< η

k
+ 4CM

k2

p
+ 2

∂tm

m

)

E(t),

hence, applying Grönwall’s Lemma we have

E(t) ≤ ˜CMe− ν
1
3
16 t p(0)

3
2

p(t)
3
2 χt< η

k
+ p(η/k)

3
2 χt> η

k

E(0) ≤ ˜CMe− ν
1
3
16 t 〈k, η〉3 E(0),

(4.42)

where ˜CM = exp(5πCM ). Clearly the term 〈k, η〉3 is the one which causes the loss
of regularity, coming from the bound (4.37) as we have stressed previously.

To conclude the proof of Lemma 4.6, summing in k and integrating in η in (4.42),
thanks to (4.14) and (4.10) we have

∑

k �=0

∫

E(t)dη � e− ν
1
3
16 t

(

1

M2

∥

∥

∥Rin
∥

∥

∥

2

Hs+1
+
∥

∥

∥Ain
∥

∥

∥

2

Hs
+
∥

∥

∥�
in − νM2Ain

∥

∥

∥

2

Hs

)

,

therefore, in view of (4.5), we conclude the proof of Lemma 4.6. ��

Remark 4.7 Combining the choice of γ with the restrictions (4.32) we immediately
recover the hypothesis on the Mach number made in Theorem 1.1, namely M ≤
min{μ−1, λ− 1

2 , ν− 1
3 }. However, choosing γ = δMν

1
3 /4 for 0 < δ ≤ 1, it would be

sufficient that M ≤ min{μ−1, λ− 1
2 , δ−1ν− 1

3 }, while in the exponential bound (4.15)

a factor δ will appear, namely we have e−δ ν
1
3
16 t . Therefore, we could slightly improve

the range of available Mach numbers by deteriorating the decay rates.
In addition, from (4.42)we also see that the constants hiddenwhen using the symbol

� grow exponentially fast with respect to M , which is clearly irrelevant for M ≈ 1
but deteriorates extremely the bounds for larger values of M . It should be possible to
improve this dependency up to constants O(〈M〉β) for some β > 1 by considering
exactly the energy functional used in the inviscid case, see Lemma 3.3 and Remark
3.4, plus the terms due to the viscosity.

Remark 4.8 (Regularity in absence of bulk viscosity) When λ = 0, namely μ = ν, it
is sufficient to consider the auxiliary variable

˜Z3 = 〈k, η〉s m−1(̂� − νM2
̂A),
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which satisfies the following equation

∂t˜Z3 = −
(

∂tm

m
+ ν p

)

˜Z3 − νM2 ∂t p

p
1
4

Z2

− 2νM3 k
2

p
3
4

Z1 + 2νM2 k
2

p
˜Z3 + 2ν2M4 k

2

p
1
4

Z2,

where Z1 and Z2 are defined in (4.10). We can then proceed as in the proof of Lemma
4.6, clearly defining the new error terms accordingly. For example, themost dangerous
one can be controlled as follows

νM2 |∂t p|
p

1
4

Re(Z̄2˜Z3) ≤4νM4 |∂t p|
p

5
4

|Z2|2 + ν

16
p|˜Z3|2

≤4νM4 |k|
p

3
4

|Z2|2 + ν

16
p|˜Z3|2,

since |k|p− 3
4 is integrable in time. However, using ˜Z3 we will not have the error term

containing themultiplier− 3
4∂t p/p, see (4.29), meaning that in the bound analogous to

(4.42) there is not 〈k, η〉, hence in Lemma 4.6 we do not lose derivatives (consequently
also in Proposition 4.3)

We now turn our attention to the proof of Corollary 4.4.

Proof (Proof of Corollary 4.4) In order to prove (4.7), let

Lν(t, k, η) = ν

∫ t

0
p(τ, k, η)dτ.

Since

1

3
k2t2 + k2 + η2 − ηkt = 1

3
k2t2 + k2 +

(

1

2
kt − η

)2

− 1

4
k2t2 ≥ 1

12
k2t2,

we get

∥

∥

∥eLν (t) f
∥

∥

∥

Hs
≤ e− 1

12 νt3 ‖ f ‖Hs ≤ e− 1
12 ν

1
3 t ‖ f ‖Hs , (4.43)

Therefore, solving (4.3) via Duhamel’s formula we have

̂�(t) = eLν (t)�in + ν

∫ t

0
eLν (t−τ) p(τ )̂R(τ )dτ.

Appealing to (4.43), we get

∥

∥̂�(t)
∥

∥

Hs ≤ e− 1
12 ν

1
3 t
∥

∥

∥

̂�in
∥

∥

∥

Hs
+ ν

∫ t

0
e− 1

12 ν
1
3 (t−τ)

∥

∥p(τ )̂R(τ )
∥

∥

Hs dτ. (4.44)
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To bound the integrand of the last equation, we exploit the bound obtained on
M−1 p−1/4

̂R, see (4.6). In particular, using that p ≤ 〈t〉2 〈k, η〉2, we have
∥

∥p(τ )̂R(τ )
∥

∥

Hs =M
∥

∥

∥p
5
4 (τ )(M−1 p− 1

4 ̂R)(τ )

∥

∥

∥

Hs

�M〈τ 〉 5
2

∥

∥

∥(M−1 p− 1
4 ̂R)(τ )

∥

∥

∥

Hs+ 5
2

�M〈τ 〉 5
2 e− 1

32 ν
1
3 τCin,s+ 5

2

where we recall the definition of Cin,s given in (4.5). Consequently we get

ν

∫ t

0
e− 1

12 ν
1
3 (t−τ)

∥

∥p(τ )̂R(τ )
∥

∥

Hs dτ � MCin,s+ 5
2
ν

∫ t

0
e− 1

12 ν
1
3 (t−τ)〈τ 〉 5

2 e− 1
32 ν

1
3 τdτ

� MCin,s+ 5
2
ν 〈t〉 1

2

∫ t

0
e− 1

12 ν
1
3 (t−τ)ν− 2

3 (ν
1
3 〈τ 〉)2e− 1

32 ν
1
3 τdτ

� MCin,s+ 5
2
ν

1
3 〈t〉 1

2

∫ t

0
e− 1

12 ν
1
3 (t−τ)e− 1

64 ν
1
3 τdτ

� MCin,s+ 5
2
ν

1
3 〈t〉 1

2 e− 1
64 ν

1
3 t
∫ t

0
e−( 1

12− 1
64 )ν

1
3 (t−τ)dτ

� MCin,s+ 5
2
〈t〉 1

2 e− 1
64 ν

1
3 t .

Combining the previous estimate with (4.44) we obtain

‖�(t)‖Hs � e− 1
12 ν

1
3 t
∥

∥

∥�
in
∥

∥

∥

Hs
+ M 〈t〉 1

2 e− 1
64 ν

1
3 tCin,s+ 5

2
. (4.45)

Finally, we directly recover the bound on � as follows

‖�(t)‖Hs ≤ ‖�(t)‖Hs + ‖R(t)‖Hs

=‖�(t)‖Hs + M
∥

∥

∥p
1
4 (M−1 p− 1

4 R)(t)
∥

∥

∥

Hs

� ‖�(t)‖Hs + M〈t〉 1
2

∥

∥

∥M−1 p− 1
4 R(t)

∥

∥

∥

Hs+ 1
2

.

The proof of the Corollary 4.4 then follows combining the last bound with (4.6) and
(4.45). ��

4.2 Dissipation enhancement without loss of derivatives

The purpose of this subsection is to prove Theorem 1.7, where again we assume that
ρin,0 = αin,0 = ωin,0 = 0. In the following, we first present a toy model to introduce
the key Fouriermultiplier which is crucial to avoid the loss of derivative encountered in
Proposition 4.3, see also Remark 4.5. Then, in analogy with the previous subsection,
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we present a weighted estimate that follows from the control of a suitable energy
functional. Theorem 1.7 is a consequence of the weighted estimate.

The key Fourier multiplier

In the inviscid case and in the previous subsection it was crucial to properly symmetrize
the system by weighting the density and the divergence with some negative powers
of the Laplacian, see (3.7) and (4.10) and recall that p is the symbol associated to
−�L . This was essential to balance the growth given by the term ∂t p/p present in
the equation for the divergence, see also Remark 3.1. However, in the viscous case
it is possible to balance the growth given by ∂t p/p using the dissipation. To explain
this mechanism, we consider a toy model introduced by Bedrossian, Germain and
Masmoudi in [4]. In particular, we consider the following

∂t f = ∂t p

p
f − ν p f , (4.46)

which is clearly a relevant toy model also in our case, since the first two terms in the
right-hand side of (4.2) have exactly this structure. First of all, for t ≤ η/k we know
that ∂t p = −2k(η − kt) ≤ 0, hence we may ignore this term in an energy estimate.
Instead, for t ≥ η/k we have ∂t p ≥ 0 leading to a growth on f that is not balanced
by the dissipative term, indeed near the critical times t = η/k one has ν p ≈ νk2.
More precisely, we cannot hope to have a uniform estimate like ∂t p/p � ν p for
t ∈ [η/k, η/k + Cν] for some Cν . If we are sufficiently far away from the critical
times dissipation overcomes the growth, namely for any β > 0 one has

ν p(t, k, η) ≥ β2ν
1
3 , if |t − η

k
| ≥ βν− 1

3 , (4.47)

∂t p

p
(t, k, η) ≤ 2

√

1 + (
η
k − t)2

≤ 2β−1ν
1
3 if |t − η

k
| ≥ βν− 1

3 , (4.48)

so that for β > 2 we see that ∂t p/p ≤ ν p/4 if |t − η/k| ≥ βν− 1
3 .

In order to control the growth near the critical times, for a fixedβ > 2 to be specified
later we introduce the following Fourier multiplier

(∂tw)(t, k, η) =
⎧

⎨

⎩

0 if t /∈ [ η
k ,

η
k + βν− 1

3 ]
(

∂t p

p
w

)

(t, k, η) if t ∈ [ η
k ,

η
k + βν− 1

3 ]
w(0, k, η) =1,

(4.49)
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which is explicitly given by

w(t, k, η) =

⎧

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎩

1 if ηk ≥ 0 and 0 ≤ t ≤ η
k ,

1 if ηk < 0, | η
k | ≥ βν− 1

3 and t ≥ 0,
p(t, k, η)

k2
if η

k ≤ t ≤ η
k + βν− 1

3 ,

1 + β2ν− 2
3 in all the other cases.

(4.50)

This multiplier has been used also in [4,49]. Let us state some properties of this
multiplier.

Lemma 4.9 Letw and m be the Fourier multipliers defined in (4.50) and (4.8) respec-
tively. Then, for any t ≥ 0, η ∈ R and k ∈ Z \ {0} the following inequalities holds:

1 ≤ w(t, k, η) ≤β2ν− 2
3 , (4.51)

(wp−1)(t, k, η) ≤ 1

k2
. (4.52)

In addition, for any max{2(β(β2 − 1))−1, 4β−1} < δβ ≤ 1 one has

(

δβ(
∂tm

m
+ ν p) + ∂tw

w
− ∂t p

p

)

(t, k, η) ≥ δβν
1
3 , (4.53)

(

δβ(
∂tm

m
+ ν

1
3 ) + ∂tw

w
− ∂t p

p

)

(t, k, η) ≥ δβ

2
ν

1
3 , (4.54)

Observe that the bound (4.51) is exactly the maximal growth expected by solving
explicitly (4.46). Indeed, solving (4.46) one has

(p−1 f )(t, k, η) = 1

〈k, η〉2 e
−ν

∫ t
0 p(τ,k,η)dτ f in(k, η),

so that, since p ≤ 〈t〉2 〈k, η〉2, using (4.43) we get

‖ f ‖Hs =
∥

∥

∥p(p−1 f )
∥

∥

∥

Hs
≤ 〈t〉2 e− 1

12 ν
1
3 t
∥

∥

∥ f in
∥

∥

∥

Hs
� ν− 2

3 e− 1
24 ν

1
3 t
∥

∥

∥ f in
∥

∥

∥

Hs
.

Whereas if we multiply (4.46) by m−2w−2 f we obtain

1

2

d

dt
|w−1m−1 f |2 = −

(

∂tm

m
+ ∂tw

w
+ ν p − ∂t p

p

)

|w−1m−1 f |2

≤ − ν
1
3 |w−1m−1 f |2,
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where in the last line we have used (4.53). Hence, one has
∥

∥w−1m−1 f
∥

∥

Hs ≤
e−ν

1
3 t
∥

∥ f in
∥

∥

Hs . Then, since m ≈ 1, see (4.8), from (4.51) we infer

‖ f ‖Hs =
∥

∥

∥wm(w−1m−1 f )
∥

∥

∥

Hs
� ν− 2

3

∥

∥

∥w
−1m−1 f

∥

∥

∥

Hs
� ν− 2

3 e−ν
1
3 t
∥

∥

∥ f in
∥

∥

∥

Hs
.

Remark 4.10 As shown in the computations above, we see that using the weight p−1

or (mw)−1 we obtain the same asymptotic behaviour. The advantage of the weight
w with respect to p it is clearly the uniform bound (4.51), so that we do not have
to pay regularity to translate the estimates from weighted to unweighted quantities.
Notice also that, in view of (4.54), to control the growth given by ∂t p/p it is enough
to have a dissipative term with constant coefficients. This property will be crucial for
the density, where we can hope to recover a similar dissipative term by exploiting its
coupling with the divergence, see for example (4.25).

Let us prove Lemma 4.9

Proof The proof of (4.51) and (4.52) readily follows by the definition of w given in
(4.50).

To obtain (4.53) and (4.54), when ∂t p ≤ 0, namely 0 ≤ t ≤ η/k, in account of the

property (4.9) there is nothing to prove. When t ∈ [η/k, η/k + βν− 1
3 ] we make use

of the definition of ∂tw/w, see (4.49), and the property (4.9). In all the other cases we

have |t − η/k| ≥ βν− 1
3 . Therefore, appealing to (4.47) and (4.48), we infer

δβν p − ∂t p

p
≥ ν

1
3 (δββ2 − 2β−1) ≥ δβν

1
3 ,

δβν
1
3 − ∂t p

p
≥ ν

1
3 (δβ − 2β−1) ≥ δβ

2
ν

1
3 ,

where we have also used that β > 2 and max{2(β(β2 − 1))−1, 4β−1} < δβ ≤ 1,
hence the proof is over. ��
We are now ready to introduce the weighted energy functional.

4.2.1 The weighted estimate and the proof of Theorem 1.7

Having defined the weight w in (4.50), in the following proposition we present the
weighted estimate which allows us to prove Theorem 1.7.

Proposition 4.11 Let s ≥ 0, μ ≤ 1/2, M > 0 be such that M ≤ min{μ− 1
2 , ν− 1

3 }. If
ρin ∈ Hs+1(T × R) and αin, ωin ∈ Hs(T × R) then

1

M

∥

∥

∥(w
− 3

4 p
1
2 ̂R)(t)

∥

∥

∥

Hs
+
∥

∥

∥(w
− 3

4 ̂A)(t)
∥

∥

∥

Hs
+
∥

∥

∥(w
− 3

4 (̂� − νM2
̂A))(t)

∥

∥

∥

Hs

� e− 1
64 ν

1
3 t (

∥

∥

∥∇ρin
∥

∥

∥

Hs
+
∥

∥

∥α
in
∥

∥

∥

Hs
+
∥

∥

∥ρ
in + ωin − νM2αin

∥

∥

∥

Hs
).

(4.55)
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Notice that with respect to Proposition (4.3) we have replaced the weight p− 3
4 with

w− 3
4 for A and � − νM2A. Instead, for the density, in view of (4.52) the same

asymptotic behaviour is expected since w− 3
4 p

1
2 � p− 1

4 .
Appealing to Proposition 4.11, we first prove Theorem 1.7. Then, we present the

proof of Proposition (4.11).

Proof (Proof of Theorem 1.7) To prove (1.20), by the change of coordinates X =
x − yt, Y = y we have

‖α(t)‖L2 + 1

M
‖∇ρ(t)‖L2

+ ‖ω(t)‖L2 = ‖A(t)‖L2 + 1

M
‖(∇L R)(t)‖L2 + ‖�(t)‖L2

= ∥

∥̂A(t)
∥

∥

L2 + 1

M

∥

∥

∥(p
1
2 ̂R)(t)

∥

∥

∥

L2
+ ∥

∥̂�(t)
∥

∥

L2 .

Then, observe that

|̂�| ≤ |̂� − νM2
̂A| + |̂R| + νM2|̂A| ≤ |̂� − νM2

̂A|
+M

1

M
p

1
2 |̂R| + νM2|̂A|. (4.56)

Hence we get

‖α(t)‖L2 + 1

M
‖∇ρ(t)‖L2 + ‖ω(t)‖L2

�
∥

∥̂A(t)
∥

∥

L2 + 1

M

∥

∥

∥(p
1
2 ̂R)

∥

∥

∥

L2
+
∥

∥

∥(̂� − νM2
̂A)(t)

∥

∥

∥

L2

�ν− 1
2

(

∥

∥

∥(w
− 3

4 ̂A)(t)
∥

∥

∥

L2
+ 1

M

∥

∥

∥(w
− 3

4 p
1
2 ̂R)(t)

∥

∥

∥

L2

+
∥

∥

∥(w
− 3

4 (̂� − νM2
̂A))(t)

∥

∥

∥

L2

)

,

where in the last line we have used (4.51), namely w
3
4 � ν− 1

2 . Therefore, (1.20)
follows combining the bound above with (4.56) and (4.55).

On the other hand, the inequality (1.21) is obtained as follows. By the Helmholtz
decomposition and the change of variable (1.23), we first observe that

‖v(t)‖L2 + 1

M
‖ρ(t)‖L2 ≤

∥

∥

∥(∇L�−1
L A)(t)

∥

∥

∥

L2
+
∥

∥

∥(∇⊥
L �−1

L �)(t)
∥

∥

∥

L2
+ 1

M
‖R(t)‖L2

≤
∥

∥

∥(p− 1
2 ̂A)(t)

∥

∥

∥

L2
+
∥

∥

∥(p− 1
2̂�)(t)

∥

∥

∥

L2
+ 1

M

∥

∥

∥(p− 1
2 p

1
2 ̂R)(t)

∥

∥

∥

L2
.

Then, using (4.51)–(4.52) we have

123



24 Page 48 of 53 P. Antonelli et al.

‖v(t)‖L2 + 1

M
‖ρ(t)‖L2

≤
∥

∥

∥(w
1
4 w

1
2 p− 1

2 (w− 3
4 ̂A))(t)

∥

∥

∥

L2
+
∥

∥

∥(w
1
4 w

1
2 p− 1

2 (w− 3
4̂�))(t)

∥

∥

∥

L2

+ 1

M

∥

∥

∥(w
1
4 w

1
2 p− 1

2 (w− 3
4 p

1
2 ̂R))(t)

∥

∥

∥

L2

�ν− 1
6

(

∥

∥

∥(w
− 3

4 ̂A)(t)
∥

∥

∥

L2
+
∥

∥

∥(w
− 3

4̂�)(t)
∥

∥

∥

L2

+
∥

∥

∥(w
− 3

4 p
1
2 ̂R)(t)

∥

∥

∥

L2

)

,

whence concluding the proof combining the bound above with (4.56) and (4.55). ��

It thus remain to prove Proposition (4.11). We do not present the proof in detail since
it will be similar to the one of Proposition (4.3).

Proof (Proof of Proposition (4.11)) Consider the weight defined in (4.8), we introduce
the following weighted variables

Zw
1 (t) = 1

M
〈k, η〉s(m−1w− 3

4 p
1
2 ̂R)(t), Zw

2 (t) = 〈k, η〉s(m−1w− 3
4 ̂A)(t),

Zw
3 (t) = 〈k, η〉s(m−1w− 3

4 (� − νM2A))(t).
(4.57)

Notice that with respect to (4.10), for Zw
2 and Zw

3 we have replaced p− 3
4 with w− 3

4 .
Then, in account of (4.1), (4.2) and (4.4), we observe that

∂t Z
w
1 = −

(

∂tm

m
+ 3

4
(
∂tw

w
− ∂t p

p
)

)

Zw
1 − 1

4

∂t p

p
Zw
1 − 1

M
p

1
2 Zw

2 , (4.58)

∂t Z
w
2 = −

(

∂tm

m
+ μp + 3

4
(
∂tw

w
− ∂t p

p
)

)

Zw
2 + 1

4

∂t p

p
Zw
2 (4.59)

+
(

1

M
p

1
2 + 2Mk2

p
3
2

)

Zw
1 − 2

k2

p
Zw
3 − 2νM2 k

2

p
Zw
2 ,

∂t Z
w
3 = −

(

∂tm

m
+ ν p

)

Zw
3 − 3

4

∂tw

w
Zw
3 + ν(μ − ν)M2 pZw

2

− νM2 ∂t p

p
Zw
2 − 2νM3 k

2

p
3
2

Zw
1 + 2νM2 k

2

p
Zw
3 + 2ν2M4 k

2

p
Zw
2 . (4.60)

Besides the first term on the left-hand side, the equations (4.58)–(4.59) and (4.16)–
(4.17) have the same structure. The only difference between the equation (4.60) and

(4.18) is that in (4.60) we have −3

4

∂tw

w
whereas in (4.18) there is −3

4

∂t p

p
. Hence, we

define the energy functional as done in (4.11)–(4.12), namely
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Ew(t) = 1

2

((

1 + M2 (∂t p)2

p3

)

|Zw
1 |2(t) + |Zw

2 |2(t) + |Zw
3 |2(t)

+ (
M

2

∂t p

p
3
2

Re(Z̄w
1 Zw

2 ))(t) − Mν
1
3

2
(p− 1

2 Re(Z̄w
1 Zw

2 ))(t)

)

,

which is clearly coercive and satisfies the same bounds given in (4.13)–(4.14). As
done to obtain (4.25), we get

d

dt
Ew(t) = −

(

∂tm

m
+ μp + 3

4
(
∂tw

w
− ∂t p

p
)

)

|Zw
2 |2

−
(

∂tm

m
+ ν

1
3

4

(

1 + 2M2 k
2

p2
) + 3

4
(
∂tw

w
− ∂t p

p
)

)

|w1|2

−
(

∂tm

m
+ ν p

)

|Z3|2 +
5
∑

i=1

Dw
i +

6
∑

i=1

Iw
i ,

where Dw
i , for i = 1, . . . , 5, are defined as in (4.26)–(4.27) by replacing Z j with

Zw
j for j = 1, 2, 3. Analogously, Iw

i , for i = 1, . . . , 6 and i �= 3, are defined as in
(4.28)–(4.30). Instead, the term Iw

3 is given by

Iw
3 = −3

4

∂tw

w
|Zw

3 |2 + 2νM2 k
2

p
|Zw

3 |2. (4.61)

In particular, with respect to (4.29), there is the great advantage that ∂tw/w ≥ 0,
meaning that we can bound Iw

3 just with the last term in the right-hand side of (4.61).
Therefore, thanks to (4.61), making the same estimates given in (4.33)–(4.36) and
(4.38)–(4.39) we infer

d

dt
Ew(t) ≤ −

(

1

16
(
∂tm

m
+ μp) + 3

4
(
∂tw

w
− ∂t p

p
)

)

|Zw
2 |2

−
(

1

16

(

∂tm

m
+ ν

1
3

)

+ 3

4
(
∂tw

w
− ∂t p

p
)

)

|Zw
1 |2

− ν
1
3

8

M2(∂t p)2

p3
|Zw

1 |2 (4.62)

− 1

16

(

∂tm

m
+ ν p

)

|Zw
3 |2 + 4

(

CM
k2

p
+ 1

2

∂tm

m

)

Ew(t), (4.63)

where to obtain (4.62) we have used (4.41), whereas to get the last term in (4.63) we
have used the coercivity properties of the functional, see (4.13)–(4.14). We now have
to exploit the properties (4.53)–(4.54). In particular, in our case we have δβ = 1/12,
hence choosing β > 4 in the definition of w, see (4.50), we get
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d

dt
Ew(t) ≤ − 1

16
ν

1
3 |Zw

2 |2 − 1

32
ν

1
3 |Zw

1 |2 − ν
1
3

8

M2(∂t p)2

p3
|Zw

1 |2

− 1

16
ν

1
3 |Zw

3 |2 + 4

(

CM
k2

p
+ 1

2

∂tm

m

)

Ew(t).

≤ − 1

32
ν

1
3 Ew(t) + 4

(

CM
k2

p
+ 1

2

∂tm

m

)

Ew(t),

where in the last line we have used (4.14). Therefore, applying Grönwall’s Lemma
we obtain

Ew(t) � e− 1
32 ν

1
3 t Ew(0). (4.64)

Then, in view of the definition (4.57) and the coercivity of the functional, we also
know that

∑

k

∫

Ew(t)dη ≈ 1

M

∥

∥

∥(w
− 3

4 p
1
2 ̂R)(t)

∥

∥

∥

2

Hs
+
∥

∥

∥(w
− 3

4 ̂A)(t)
∥

∥

∥

2

Hs

+
∥

∥

∥(w
− 3

4 (̂� − νM2
̂A))(t)

∥

∥

∥

2

Hs
,

hence, thanks to (4.64), the proof is over. ��
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