
Vol.:(0123456789)1 3

Modeling Earth Systems and Environment (2023) 9:4493–4505 
https://doi.org/10.1007/s40808-023-01738-x

ORIGINAL ARTICLE

Relative humidity prediction with covariates and error correction 
based on SARIMA‑EG‑ECM model

Jiajun Guo1 · Liang Zhang1   · Ruqiang Guo1

Received: 21 October 2022 / Accepted: 7 February 2023 / Published online: 14 March 2023 
© The Author(s), under exclusive licence to Springer Nature Switzerland AG 2023

Abstract
RH is a physical quantity measuring atmospheric water vapor content. Predicting RH is of great importance in weather, 
climate, industrial production, crops, human health, and disease transmission, since it is helpful in making critical decisions. 
In this paper, the effects of covariates and error correction on relative humidity (RH) prediction have been studied, and a 
hybrid model based on seasonal autoregressive integrated moving average (SARIMA) model, cointegration (EG), and error 
correction model (ECM) named SARIMA-EG-ECM (SEE) has been proposed. The prediction model was performed in the 
meteorological observations of Hailun Agricultural Ecology Experimental Station, China. Based on the SARIMA model, 
the meteorological variables that interact with RH were used as covariates to perform EG tests. A cointegration model has 
been constructed. It revealed that RH had a cointegration relationship with air temperature (TEMP), dew point temperature 
(DEWP), precipitation (PRCP), atmospheric pressure (ATMO), sea-level pressure (SLP), and 40 cm soil temperature (40ST), 
which revealed the long-term equilibrium relationship between series. An ECM was established which indicated that the 
current fluctuations of DEWP, ATMO, and SLP have a significant impact on the current fluctuations of RH. The established 
ECM describes the short-term fluctuation relationship between the series. With the increase of the forecast horizon from 6 to 
12 months, the prediction performance of the SEE model decreased slightly. A comparative study has also been introduced, 
indicating that the SEE performs superior to SARIMA and Long Short-Term Memory (LSTM) network.
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Introduction

As the strongest greenhouse gas in the atmosphere and the 
main component of the water cycle, the greenhouse contri-
bution of water vapor is several times that of carbon dioxide 
(Jones et al. 2007). It in the lower troposphere is the main 
source of precipitation for all weather systems. Water vapor 
absorbs radiation through the formation and evolution of 
clouds, and affects the changes of other variables in the cli-
mate system (Nian et al. 2018). Relative Humidity (RH) 
refers to the ratio of the maximum amount of water vapor 

in the atmosphere to the amount of water vapor that the air 
can contain at a certain temperature (Xie et al. 2011)). It 
is a physical quantity measuring atmospheric water vapor 
content. Predicting RH is of great importance in weather, 
climate, industrial production, crops, human health, and 
disease transmission, since it is helpful in making critical 
decisions. RH plays a vital role in driving electricity demand 
during the warm months (June–September) (Xie et al. 2018). 
Negative temperature and high RH are important conditions 
in the prediction of aircraft icing area (Ivanova 2009). The 
study of Duan et al. (2019) demonstrated that the encoun-
tering high and low RH, the daily allergic rhinitis outpa-
tients increased. Humans are more susceptible to respira-
tory novel coronavirus (COVID-19) when the RH decreases 
(Mangla et al. 2021). In crops, RH is crucial in regulating 
root hydraulic characteristics (Calvo-Polanco et al. 2017). 
Models for dust storm predicting may be improved by utiliz-
ing RH and wind speed as main drivers for dust generation 
and transport (Csavina et al. 2014). Kwon et al. (2019) uses 
public weather forecast information about temperature, RH, 

 *	 Liang Zhang 
	 zhanglsd@126.com

	 Jiajun Guo 
	 0161121866@mail.imu.edu.cn

	 Ruqiang Guo 
	 guoruqiang227@nwafu.edu.cn

1	 College of Science, Northwest A and F University, Yangling, 
Shaanxi 712100, China

http://crossmark.crossref.org/dialog/?doi=10.1007/s40808-023-01738-x&domain=pdf
http://orcid.org/0000-0001-8535-4817


4494	 Modeling Earth Systems and Environment (2023) 9:4493–4505

1 3

dew point, and sky coverage as a training set in the naive 
Bayes classifier classification of hourly resolution for global 
horizontal irradiance prediction.

Quite a few methods have been utilized to predict RH. Yu 
(2009) used correlation analysis with the index station and 
RH reference value for predicting precipitation with RH. In 
addition, Lu and Viljanen (2009) used external input nonlin-
ear autoregressive (NNARX) model and genetic algorithm to 
establish a neural network to achieve the purpose of predic-
tion. Practice of Kuzugudenli (2018) has proved that the arti-
ficial neural network method had greater predictive power 
than the model developed with multiple linear regression. 
However, Tkacz (2001) has found that artificial neural net-
works are not able to improve on an autoregressive model. 
Although the regression model, the correlation analysis, and 
back propagation (BP) neural network method have their 
own advantages, such non-parametric methods have a great 
dependence on the choice of variables (Li et al. 2019b). In 
recent years, Long Short-Term Memory (LSTM) network 
has performed well in predicting meteorological variables 
with dynamic characteristics, such as temperature (TEMP), 
RH, and precipitation (PRCP) due to its special network 
(Gao et al. 2021; Hutapea et al. 2020; Casallas et al. 2021).

Since RH is a time series recorded at intervals of time, 
there may be a certain trend and periodicity between the 
series. Autoregressive moving average method (ARIMA) is 
one of the commonly used prediction methods in paramet-
ric methods (Eymen and Köylü 2019; Rathod et al. 2017; 
Fernández-González et al. 2016). For dealing with seasonal 
time series, such as RH, seasonal autoregressive integrated 
moving average (SARIMA) had a great effect for forecasting 
as shown by (Valipour 2015; Bas Cerdá et al. 2017; Fang and 
Lahdelma 2016; Qiu et al. 2021; Murthy et al. 2018; Cong 
et al. 2019; Shad et al. 2022).

To overcome the problems of non-stationary of the time 
series, Engle and Granger (1987) provides the cointegration 
theory. If there is a cointegration relationship between non-
stationary time series, there will be no pseudo-regression 
problem. Cointegration theory does not require all sequences 
to be stable, only their regression residual sequence is stable. 
The cointegration model performs well in measuring the 
long-term equilibrium relationship of the series (Granger 
and Swanson 2010; Zhang et al. 2015; Abdi et al. 2022). 
While the error correction model (ECM) as a complemen-
tary model performs well in explaining the short-term fluc-
tuation relationship of the series as indicated in (Li et al. 
2013; Ma et al. 2015; Abdi et al. 2022). Meanwhile, some 
researchers started to introduce the cointegration theory 
into the meteorological field and also found many valuable 
results. Statistical analysis was performed on water level, 
temperature, and humidity using cointegrated vector autore-
gression models by Appiah (2017). Htet (2017) proposed the 
Airline Error Correction Model (AECM), and forecast CO 

using traffic, precipitation, and air temperature as extrinsic 
variables. A novel multi-step forecasting method of hourly 
PM2.5 concentration is proposed with ECM using for cor-
recting the prediction error according to studies of Yin et al. 
(2021). However, it is relative rare in the relationship for 
RH. The purpose of this study was to combine SARIMA 
with cointegration theory to form the SARIMA-EG-ECM 
(SEE) model, and to use the SEE model to predict RH at 
the Agricultural Ecological Experimental Station of the Chi-
nese Academy of Science. This paper utilizes the cointegra-
tion model on the basis of SARIMA to establish a dynamic 
model with air temperature, dew point temperature, pre-
cipitation, and other meteorological variables as covariates, 
and use the ECM model to discuss the effect of the current 
fluctuation of covariates on the fluctuation of RH. This paper 
will verify the performance of the SEE model by comparing 
SARIMA model (including the multiplicative seasonality 
model and the additive seasonality model), LSTM model, 
and SEE model.

Materials and methods

SARIMA model

The SARIMA method can be used to model series with 
seasonal effects and periodic fluctuations. According to the 
difficulty of extracting seasonal effects, it is divided into 
additive seasonality model and multiplicative seasonality 
model (Danhui 2019).

Additive seasonality model

In the additive seasonality model, the seasonal change St , 
the trend Tt , and the immediate It in the time series are in 
the additive relationship shown in the formula (1), namely

The series can be smoothed by the trend difference and the 
seasonal difference, and the smoothed series can be fitted by 
ARIMA model. The structure of the additive season model 
is

where D is the step size of the seasonal period, d is the 
order of the difference, and Θ(B) = 1 − �1B −⋯ − �qB

q 
i s  t he  q -order  AR coef f ic ien t  po lynomia l . 
Φ(B) = 1 − �1B −⋯ − �pB

p is the MA coefficient polyno-
mial of order p. 

{
�t
}
 is a white noise series, and E(�t) = 0 , 

Var(�t) = �2
�
.

(1)xt = St + Tt + It.

(2)∇D∇
dxt =

Θ (B)

Φ (B)
�t,
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Multiplicative seasonality model

Usually, the long-term trend effect, seasonal effect, and 
random fluctuation of time series are not easy to be sepa-
rate like the previous subsection because of the complex 
interaction between them. At this time, the additive sea-
sonality model cannot fully extract their interaction. The 
multiplicative seasonality model needs to be adopted. The 
construction principle of the multiplicative seasonal model 
is shown in Fig. 1. In fact, due to the multiplicative relation-
ship between the short-term correlation of the series and 
the seasonal effect, the multiplicative seasonality model is 
the product of ARMA(p, q) and ARMA(P, Q), denoted as 
ARIMA(p, d, q) × (P,D,Q)S . The structure is

w h e r e  Θ(B) = 1 − �1B −⋯ − �qB
q  i s  t h e  n o n -

seasonal  q-order  AR coeff icient  polynomial . 
Φ(B) = 1 − �1B −⋯ − �pB

p is the non-seasonal MA coeffi-
cient polynomial of order p. ΘS(B) = 1 − �1B

S −⋯ − �QB
QS 

is the seasonal Q-order AR coefficient polynomial. 
ΦS(B) = 1 − �1B

S −⋯ − �PB
PS is the seasonal MA coef-

ficient polynomial of order P.

Cointegration model

Some series themselves change unevenly, but there are close 
long-term equilibrium relationships between the series. 
Cointegration model can measure whether there are long-
term equilibrium relationships between the series effec-
tively. Assuming that series of independent variables are {
x1
}
,
{
x2
}
,⋯ ,

{
xn
}
 . And the series of response variable is {

yt
}
 . We can construct a regression model

(3)∇d∇D
S
xt =

Θ (B)ΘS (B)

Φ (B)ΦS (B)
�t,

(4)yt = �0 +

k∑

i=1

�ixit.

If the residual series 
{
�t
}
 in the regression model is sta-

tionary, it is said that there is a cointegration relationship 
between the series of response variable 

{
yt
}
 and the series 

of independent variables 
{
x1
}
,
{
x2
}
,⋯ ,

{
xn
}
.

Error correction model

As a supplementary model of the cointegration model, ECM 
was originally proposed by Hendry and Anderson (1977), 
which can explain the short-term fluctuation relationship of 
the series.

If there is a cointegration relationship among the series 
of response variable 

{
yt
}
 and the series of independent vari-

ables 
{
x1
}
,
{
x2
}
,⋯ ,

{
xn
}
 , that is

According to Eq. (5), there is

Combine Eq. (6) with yt−1 = �xt−1 + �t−1 , there is

Let the least square estimate of �  be 𝛽  . Then, 
𝜀̂t−1 = yt−1 −

̂betat−1 stands for the error from the previous 
period, denoted as ECMt−1 . Equation (7) can be written as

According to Eq. (8), there are three main types of short-
term fluctuations that will influence the current fluctuations 
( ∇yt ) of the response series. They are:

1. ∇xt : Current fluctuation of the input series;
2. ECMt−1 : Error from the previous period;
3. �t : Random fluctuations in the current period.
In summary, the structure of the model is

(5)
yt = �xt + �t,

�t = yt − �xt∼ I(0).

(6)yt − yt−1 = �xt − yt−1 + �t.

(7)yt − yt−1 = �xt − �xt−1 + �t−1 + �t.

(8)∇yt = �∇xt − ECMt−1 + �t.

(9)∇yt = �0∇xt + �1ECMt−1 + �t.

Fig. 1   Construction principle of the multiplicative seasonality model
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Among them, 𝛽1(𝛽1 < 0) is the coefficient of error correc-
tion, indicating the extent to which the error correction term 
can correct the current fluctuation.

Long short‑term memory networks

Hochreiter and Schmidhuber (1997) proposed the LSTM, 
which is an improved Recurrent Neutral Network (RNN) 
model. The LSTM unit consists of input gate it , forgetting 
gate ft , and output gate ot . The Forget Gate ft controls how 
much information is forgotten by the internal state ct − 1 at 
the previous moment, the input gate it controls how much 
information is saved by the candidate state ct at the current 
moment, and the output gate ot controls how much informa-
tion is output by the internal state ct at the current moment 
to the external state ht . LSTM structure is shown in Fig. 2, 
where ‘ × ’ and ‘+’ represent the multiplication and addition 
operations of the matrix, respectively. � and tanh are activa-
tion functions. The mathematical definitions are as follows:

where Wf ,Wi,W0 is the weight parameter, and bi , bf  , b0 is 
the deviation parameter. The mathematical formula men-
tioned above is for a unit. The work of an LSTM network 
has layers, and each layer has several units. In this paper, 
the network configuration is characterized by the following 
parameters: batch size=1, epochs=3000, and neurons=6.

(10)

ft = � (Wf [ht−1, xt] + bf ),

it = � (Wi[ht−1, xt] + bi),

C̃t = tan h(Wc[ht−1, xt] + bc),

Ct = ft×Ct−1 + it × C̃t,

�t = � (W0[ht−1, xt] + b0),

ht = �t × tan �(Ct),

SARIMA‑EG‑ECM hybrid model

Previous studies have used the dynamic ARIMA model with 
covariates (Li et al. 2021). Our research focuses on the sea-
sonality of RH. Therefore, based on the SARIMA model, 
the SEE model is established. The methodology used for the 
determination of the SEE model includes three steps. First, 
a cointegration test is performed on RH and other mete-
orological variables to consider the long-term equilibrium 
relationship among the series. Second, a cointegration model 
based on the SARIMA model is fitted using the meteorologi-
cal variables that have a cointegration relationship with RH. 
Third, an ECM is established as a supplement to the cointe-
gration model to explore the impact of the current fluctua-
tion of meteorological variables on the current fluctuation of 
RH, so as to describe the short-term fluctuation relationship 
among the series. Figure 3 describes the procedure.

Fig. 2   The unit structure of LSTM network Fig. 3   Modeling flowchart of the hybrid model
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Forecast accuracy measures

The choice of the fitted model should be considered from 
two aspects: on the one hand, the likelihood function is 
maximized, and on the other hand, the number of unknown 
parameters in the model is minimized. The larger the likeli-
hood function value, the better the model fitting effect. The 
more unknown parameters in the model, the more independ-
ent variables, the more flexible the model changes, and the 
higher the accuracy of model fitting. However, only measur-
ing the pros and cons of the model by fitting accuracy will 
result in an increasing number of unknown parameters in the 
model and an increase in unknown risks. Correspondingly, 
the model becomes more and more complex, and the estima-
tion of parameter becomes more and more difficult (Danhui 
2019). Therefore, when selecting a fitting model, it is nec-
essary to choose a comprehensive optimal configuration of 
fitting accuracy and the number of unknown parameters.

1. Akaike Information Criterion

Akaike Information Criterion (AIC) was proposed by Japa-
nese statistician Akaike (Akaike 1973). AIC is a weighted 
function of fitting accuracy and the number of parameters: 
the calculation method is as follows:

where N1 is the number of model parameters and L1 is the 
maximum likelihood function of the model.

2. Bayesian Information Criterion

Although, the AIC criterion provides an effective criterion 
for the choice of fitting model. When faced with a complex 
model containing multiple independent variables, the infor-
mation provided by the fitting error in the AIC criterion will 
be amplified by the sample size and the number of param-
eters. The penalty factor of the number is always 2, which 
has nothing to do with the sample size. Therefore, when 
the sample size is large, the fitting model selected using the 
AIC criterion contains more unknown parameters than the 
real model, and does not converge to the real model. Bayes-
ian Information Criterion (SBC) was proposed by Schwarz 
(1978) based on Bayes theory. The penalty weight for the 
number of unknown parameters was changed from a con-
stant 2 to the logarithmic function of the sample size ln(n), 
which made up for the deficiency of the AIC criterion in the 
case of large sample size. The calculation method of SBC is

where N2 is the number of parameters in the model and L2 is 
the value of maximum-likelihood function.

(11)AIC = 2N1 − 2ln (L1),

(12)SBC = ln (n)N2 − 2ln (L2),

When selecting the fitting model in this paper, using the 
AIC criterion and the SBC criterion helps us find the rela-
tive optimum fitting model within a limited range of orders. 
The model that minimizes the AIC or SBC function is the 
relatively optimal model.

In addition to AIC criterion and SBC criterion, the per-
formance of the hybrid model can be evaluated by various 
statistical metrics including Mean Squared Error (MSE), 
Root Mean Squared Error (RMSE), Residual Standard Error 
(RSE), and Coefficient of Determination ( R2).

MSE and RMSE are used in detecting the deviation 
between the predicted value of the model and the true value. 
When their value equals 0, the model used for prediction is 
the optimal model, and accordingly, the larger the error, the 
larger the value.

RSE describes the average offset between the target and 
the real regression line, which is used in estimating the 
standard deviation of the residual. Values of RSE close to 0 
represent the optimal performances.

R2 is the proportion that reflects the total variance of the 
dependent variable that can be explained by the independent 
variable through the regression relationship. R2 provides a 
method to evaluate the performance of the same model on 
different data. Its value ranges from 0 to 1, with 0 that indi-
cates the optimal performances.

The formulas can be defined as follows:

where n is the total number of time series data, fi is the 
predicted value of the i-th data, and yi is the measured value 
of the i-th data.

Results

Data preparation

The meteorological data used in this paper are derived from 
the meteorological data set observed by Hailun Agricultural 
Ecology Experimental Station, China Academic of Science, 
and a total of data set take the month as the scale to collate 

(13)

RMSE =

�∑n

i=1
(fi − yi)

2

n
;

MSE =
1

n

n�

i=1

(fi − yi)
2
;

RSE =

���� 1

n − 2

n�

i=1

(fi − yi)
2;

R2 = 1 −

∑n

i=1
(fi − yi)

2

∑n

i=1
(fi − yi)

2
,
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10-year meteorological data published from 2009 to 2018 
including 17 meteorological variables (Li et al. 2019a). 
Average RH for 108 months from January, 2009 to Decem-
ber, 2017 in Hailun Agricultural Ecology Experimental 
Station were selected to establish predictive models. The 
12-month data from January, 2018 to December, 2018 are 
utilized in evaluating. In this study, we used the SEE model 
to predict RH for 6 and 12 months. It is found that due to 
voltage instability or other unknown reasons, part of the data 
contained missing values. To ensure the effectiveness of data 
analysis and prediction, we require imputing the 17 time 
series of meteorological variables in the data set with the 
multiple imputation method.

Take the RH time series as an example: as shown in 
Table 1, the number of multiple imputation is 5, and the 
relative efficiency is as high as 0.999520. P value of the 
parameter estimation for imputing the vacancies is less than 
0.05, which passed the hypothesis test, as shown in Table 2.

Model fitting and prediction based on multiplicative 
seasonality model

The Phillips–Perron unit root test is performed on the 
RH time series, and it can be seen from Table 3 that the 
autoregressive process of the drift-free term of the series is 
non-stationary.

We drew a timing diagram of the RH as Fig. 4. It can 
be seen that the series has a periodic effect with a year as a 
period. We performed the Phillips–Perron unit root test. As 
shown in Table 4, not all P values are less than 0.05, which 
indicates that the series after the difference is a non-white 
noise series. It contains relevant information worthy of being 
extracted. Therefore, we performed first-order 12-step dif-
ference on the original series to extract the information con-
tained in the original series. The red part in Fig. 5 illustrates 

Table 1   Variance information 
of the multiple imputation 
procedure

Parameter Variance Relative increase Fraction missing Relative efficiency

Between Within Total

RH mean 0.001792 0.894575 0.896725 0.002403 0.002400 0.999520

Table 2   Parameter estimates 
( H0 ∶ parameter = �0)

Parameter Estimate Std error Minimum Maximum �0 t Pr> t

RH mean 69.413333 0.946955 69.341667 69.441667 0 73.30 < 0.0001

Table 3   Phillips–Perron unit root test of the original series

Type Lag � Pr < 𝜌 � Pr < 𝜏

Zero mean 0 − 1.3630 0.4133 − 0.80 0.3669
1 − 1.3035 0.4222 − 0.78 0.3751
2 − 0.9889 0.4730 − 0.68 0.4219

Single mean 0 − 65.5623 0.0010 − 6.80 < 0.0001
1 − 72.1335 0.0010 − 7.00 < 0.0001
2 − 66.6754 0.0010 − 6.84 < 0.0001

Trend 0 − 65.7102 0.0004 − 6.78 < 0.0001
1 − 72.3065 0.0004 − 6.98 < 0.0001
2 − 66.8148 0.0004 − 6.81 < 0.0001 Fig. 4   Timing diagram of RH

Fig. 5   Timing diagram of RH after first-order 12-step difference

Table 4   White noise test of the 
original series

lag �2 Df Pr > 𝜒2

6 21.13 6 0.0017
12 36.47 12 0.0003
18 39.27 18 0.0026
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differential series of RH. To judge whether the differential 
series is stationary, we performed the Phillips–Perron unit 
root test. P values less than 0.05 in Table 5 show that the 
differential series is significantly stationary.

Figure  6 illustrates the trend and correlation analy-
sis for RH after the first-order 12-step difference. Com-
bined with the characteristics of the autocorrelation 
coefficient and partial autocorrelation coefficient men-
tioned in Fig.  6, the multiplicative seasonality model 

(ARIMA(0, 1, 1) × (0, 1, 1)12 ) with AIC = 669.8517 and 
SBC = 674.9594 performs better than additive seasonality 
model (ARIMA(0, 1, 1) × (0, 1, 0)12 ) with AIC = 683.5248 
and SBC = 688.6325 . We use the least square method to 
estimate the parameters. From Table 6, we can see that the 
parameters are significant and pass the test with P values less 
than 0.05. The model is

From Table 7, it can be seen that the residual series has 
passed the test with P values larger than 0.05. This con-
firms that the model has fully extracted the seasonal effect 
and short-term correlation of the series, and fits well.

(14)
∇∇12xt = (1 − 0.80061 ∗ B) ∗ (1 − 0.50315 ∗ B12)�t,
Var (�t) = 66.17914.

Table 5   Phillips–Perron unit root test of the series after first-order 
12-step difference

type lag � Pr < 𝜌 � Pr < 𝜏

Zero mean 0 − 132.038 0.0001 − 14.88 < 0.0001
1 − 125.235 0.0001 − 15.53 < 0.0001
2 113.008 0.0001 − 17.79 < 0.0001

Single mean 0 − 132.043 0.0001 − 14.80 < 0.0001
1 − 125.239 0.0001 − 15.44 < 0.0001
2 − 113.005 0.0001 − 17.68 < 0.0001

Trend 0 − 132.045 0.0001 − 14.72 < 0.0001
1 − 125.241 0.0001 − 15.35 < 0.0001
2 − 113.002 0.0001 − 17.57 < 0.0001

Fig. 6   Autocorrelations and partial autocorrelations of RH after first-order 12-step difference

Table 6   Conditional least-squares estimation of parameters of multi-
plicative seasonality model

Parameter Estimate Std error t value Approximate Pr> t Lag

MA1,1 0.80061 0.06206 12.90 < 0.0001 1
MA2,1 0.50315 0.09231 5.45 < 0.0001 12
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According to the multiplicative seasonality model, we 
made prediction (Fig. 7), where the black asterisk is the 
actual measured value of RH, the red line is the predicted 
value of RH, and the blue line is the 95% confidence upper 
and lower limit of the series.

RH forecast based on SEE model

In fact, changes in RH are not only affected by the changes 
in the series itself, but also by other meteorological con-
ditions, such as temperature, precipitation, etc. Therefore, 
we also took into account changes in other meteorological 
conditions to obtain more accurate results. The cointegra-
tion test was performed on other meteorological condition 
series and RH series in the processed data set, and the results 
are shown in Table 8. It shows that RH has a cointegration 

relationship with TEMP, dew point temperature (DEWP), 
PRCP, atmospheric pressure (ATMO), sea-level pressure 
(SLP), and 40 cm soil temperature (40ST), which reveals 
the long-term equilibrium relationship between sequences. 
These meteorological variables play a significant role in 
the model of predictions. To fit the interaction between RH 
and other meteorological conditions, a dynamic regression 
model can be constructed

Table 7   Residual 
autocorrelation test of 
multiplicative seasonality model

Lag �2 Df Pr > (𝜒)2

6 2.34 4 0.6738
12 3.66 10 0.9615
18 4.39 16 0.9980
24 7.52 22 0.9982

(a) Predict RH for 6 months.

(b) Predict RH for 12 months.

Fig. 7   RH prediction map based on multiplicative seasonality model

Table 8   Parameter estimation results of cointegration model

Parameter Estimate Standard 
error

t value Pr > |t| Variable

MA1,1 0.74194 0.07800 9.51 < 0.0001 RH
MA2,1 0.66551 0.08486 7.84 < 0.0001 RH
NUM1 − 3.60887 0.10131 − 35.62 < 0.0001 TEMP
NUM2 3.40734 0.07133 47.77 < 0.0001 DEWP
NUM3 0.0047355 0.0028287 1.67 0.0978 PRCP
NUM4 3.05656 0.73004 4.19 < 0.0001 ATMO
NUM5 − 3.08589 0.70871 − 4.35 < 0.0001 SLP
NUM6 0.20930 0.04896 4.28 < 0.0001 40ST

(a) Predict RH for 6 months.

(b) Predict RH for 12 months.

Fig. 8   RH forecast map based on SEE model
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The prediction results of the SEE model are illustrated 
in Fig. 8.

We used the differential series of meteorological condi-
tions that have a cointegration relationship with the RH 
and previous error series to construct an ECM model

where ∇∇12xTEMPt is the first-order 12-step difference series 
of air temperature, ∇∇12xDEWPt is the first-order 12-step 
difference series of dew point temperature, ∇∇12xPRCPt is 
the first-order 12-step difference series of precipitation, 
∇∇12xATMOt is the first-order 12-step difference series of 
atmospheric pressure, ∇∇12xSLPt is the first-order 12-step dif-
ference series of sea-level presssure, ∇∇12x40STt is the first-
order 12-step difference series of 40 cm soil temperature, 
ECMt−1 is the previous error series, and �t is the residual 
sequence of regression.

The results of the analysis of variance shown in Table 9 
indicates that the equation was significantly linearly cor-
related, and the value of R2 was 0.8889. Parameter estima-
tions of ECM model shown in Table 10 indicate that the 
current fluctuations of TEMP, DEWP, ATMO, and SLP 
have a significant impact on the current fluctuations of RH, 
and the adjustment range of RH fluctuations is large. Their 
adjustments are, respectively, −3.57290, 3.47467, 2.04517, 
−2.08302 for a unit, which explains the short-term volatil-
ity relationship between the series. While, PRCP, 40ST, 
and previous period errors have no significant impact on 
current fluctuations, and the adjustment range of current 
fluctuations of RH is not large. Their adjustments are, 
respectively, 0.00383, 0.09009, and −0.00011056 for a 
unit.

(15)

∇12yRHt = −3.60887 ∗ xTEMPt + 3.40734 ∗ xDEWPt

+ 0.0047355 ∗ xPRCPt + 3.05656 ∗ xATMOt

− 3.08589 ∗ xSLPt + 0.20930 ∗ x40STt
+ (1 − 0.74194B)(1 − 0.66551B12)�t,
Var(�t) = 1.459924.

(16)

∇∇12yRHt = − 3.57290∇∇12xTEMPt + 3.47467∇∇12xDEWPt

+ 0.00383∇∇12xPRCPt + 2.04517∇∇12xATMOt

− 2.08302∇∇12xSLPt + 0.09009∇∇12x40STt
− 0.00011056ECMt−1 + �t,

The forecast evaluations of the SEE model, the additive 
seasonality model, the multiplicative seasonality model, 
and the LSTM model are shown in Table 11. For simple, 
we denote the additive seasonality model as ASM and the 
multiplicative seasonality model as MSM in the table. 
The model with minimum AIC, SBC, RMSE, RSE, and 
maximum R2 is the optimal model. The optimal results 
have been boldly marked in Table 11. These results are 
discussed in the following section.

Discussion

This section discusses the modeling results. Figure 9 shows 
prediction of SEE model, the additive seasonality model, the 
multiplicative seasonality model, and the LSTM model for 
6 months and 12 months. The radar charts shown in Fig. 10 
summarize the performance of several methods in predicting 
RH for different periods and prepare for further discussion.

First, the SEE model performs better than the 
other models with minimal RMSE, RSE, and maxi-
mal R2 (RMSE=3.1776, RSE=0.1111, R2=0.8889, 
AIC=309.9675, and SBC=330.3138 for 6-month predicting; 

Table 9   The results of the analysis

F value Pr > F RMSE R
2 Df

701.21 < 0.0001 1.55281 0.9812 7

Table 10   Parameter estimation of ECM model

Variable Parameter estima-
tion

Standard error t value Pr > t

∇∇12xTEMP
− 3.57290 0.08791 − 40.64 < 0.0001

∇∇12xDEWP
3.47467 0.07534 46.12 < 0.0001

∇∇12xPRCP 0.00383 0.00286 1.34 0.1843
∇∇12xATMO

2.04517 0.58081 3.52 0.0007
∇∇12xSLP − 2.08302 0.56312 − 3.70 0.0004
∇∇12x40ST 0.09009 0.07096 1.27 0.2076
ECM

t−1 − 0.00011056 0.00078976 − 0.14 0.8890

Table 11   Performance metrics of four models

ASM MSM SEE LSTM

6 months
 AIC 683.5248 669.8517 309.9675
 SBC 688.6325 674.9594 330.3138
 RMSE 3.5226 3.4104 3.1776 6.096
 RSE 0.1365 0.1279 0.1111 0.4087
R
2 0.8635 0.8721 0.8889 0.5913

12 months
 AIC 683.5248 669.8517 309.9675
 SBC 688.6325 674.9594 330.3138
 RMSE 6.5807 6.6724 5.946 6.2406
 RSE 0.3841 0.3949 0.3136 0.3454
R
2 0.6159 0.6051 0.6864 0.6546
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RMSE=5.946, RSE=0.3136, R2=0.6864, AIC=309.9675, 
and SBC=330.3138 for 12-month predicting). Compared 
with the multiplicative seasonality model, the SEE model 
performs better in fitting and predicting RH, resulting in 
53.73% reduction in AIC, 51.06% reduction in SBC, 6.83% 
reduction in RMSE, 13.14% reduction in RSE, and 1.93% 
increase in R2 for 6-month predicting; 10.89% reduction in 
RMSE, 20.59% reduction in RSE, and 13.44% increase in 
R2 for 12-month predicting. The comparation between SEE 
model and additive seasonality model indicates that the SEE 
model results in 54.65% reduction in AIC, 52.03% reduc-
tion in SBC, 9.79% reduction in RMSE, 18.61% reduction 
in RSE, and 2.94% increase in R2 for 6-month predicting; 
9.64% reduction in RMSE, 18.35% reduction in RSE, and 
11.45% increase in R2 for 12-month predicting. AS for the 
LSTM model, the SEE model results in 47.87% reduction in 
RMSE, 72.82% reduction in RSE, and 50.33% increase in R2 
for 6-month predicting; 4.72% reduction in RMSE, 9.21% 
reduction in RSE, and 4.86% increase in R2 for 12-month 
predicting. Moreover, the study confirms that when the pre-
diction horizon is 6 months, the SARIMA model performs 
better than the artificial intelligence method with smaller 

MSE, RSE, and larger R2 , which is consistent with the 
results in the research of Aghelpour et al. (2021).

Second, incorporating EG theory and ECM into SARIMA 
model is able to increase the forecasting accuracy. SEE 
introduces EG theory and ECM based on SARIMA model. 
We perform cointegration tests on RH and other meteoro-
logical conditions, as shown in Table 8, and establish a coin-
tegration model as indicated in formula (15). It shows that 
RH has a cointegration relationship with TEMP, DEWP, 
PRCP, ATMO, SLP, and 40ST, which reveals the long-term 
equilibrium relationship among series; Table 10 indicates 
that the current fluctuations of TEMP, DEWP, ATMO, and 
SLP have a significant impact on the current fluctuations of 
RH. Their adjustments are, respectively, −3.57290, 3.47467, 
2.04517, −2.08302 for a unit, which explains the short-term 
volatility relationship between the series. In contrast, the 
performance of the SEE model is better than the SARIMA 
model including the multiplicative seasonality model and the 
additive seasonality model according to the value of AIC, 
SBC, RMSE, RSE, and R2 . The time series modeling of Li 
et al. (2021) also reveals that adding covariates can improve 
the prediction performance of ARIMA model.

Third, increasing the prediction horizon from 6 months to 
12 months results in a decrease in the accuracy of the SEE 
model. According to Table 11, it can be calculated that the 
increase in the prediction horizon results in 22.78 %reduc-
tion in R2 for 6-month predicting. Nevertheless, the SEE 
model still performs better than the other models in predict-
ing RH.

Fourth, Fig. 9 illustrates that RH will decrease from Janu-
ary to April and from September to October. It will increase 
from May to August and from November to December. The 
RH will reach the minimum in April and the maximum in 
August. Studies of Shad et al. (2022) have similar discus-
sions. The spread of respiratory diseases, such as COVID-
19, is enhanced when the RH decreases (Mangla et al. 2021). 
Therefore, the prediction method proposed in this paper is 
helpful to prepare for the transmission and prevention of 
diseases that may occur in the future.

Conclusions

This paper proposes an SARIMA-EG-ECM model suitable 
for RH prediction. The accuracy of the model is evaluated by 
various statistical metrics. Monthly predictions of the RH in 
Hailun Agricultural Ecological Experimental Station in the 
next 6 months and 12 months have been carried out. It dem-
onstrates that the SEE model performs better than the mul-
tiplicative seasonality, the additive seasonality model, and 
the LSTM model with minimal RMSE, RSE, and maximal 

(a) Predict RH for 6 months.

(b) Predict RH for 12 months.

Fig. 9   Predicted and measured RH
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R2 . The SEE model has the following characteristics: it takes 
full account of seasonality of the time series; it shows that 
RH has a cointegration relationship with TEMP, DEWP, 
PRCP, ATMO, SLP, and 40ST, which reveals the long-term 
equilibrium relationship among series; it indicated that the 
current fluctuations of TEMP, DEWP, ATMO, and SLP have 
a significant impact on the current fluctuations of RH. Their 
adjustments are respectively: −3.57290, 3.47467, 2.04517, 
−2.08302 for a unit, which explains the short-term volatility 
relationship between the series.

The accuracy of the SEE model decreased slightly when 
the prediction horizon was increased from 6 to 12 months. 
Nevertheless, the SEE model still performs better than the 
other models in predicting RH. We can observe from the 
prediction results of the SEE model that there will be a 
decrease in the RH from January to April and from Septem-
ber to October in the next year. There will be an increase in 
the RH from May to August and from November to Decem-
ber. The RH will reach the minimum in April and reach the 
maximum in August. The results will help to evaluate the 
applicability of SEE model in predicting RH in the future 
development of this study.
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