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Abstract
We suggest and evaluate a method for optimal construction of synthetic treatment and control samples for the purpose of 
drawing causal inference. The balance optimization subset selection problem, which formulates minimization of aggregate 
imbalance in covariate distributions to reduce bias in data, is a new area of study in operations research. We investigate a 
novel metric, cross-validated area under the receiver operating characteristic curve (AUC) as a measure of balance between 
treatment and control groups. The proposed approach provides direct and automatic balancing of covariate distributions. In 
addition, the AUC-based approach is able to detect subtler distributional differences than existing measures, such as simple 
empirical mean/variance and count-based metrics. Thus, optimizing AUCs achieves a greater balance than the existing meth-
ods. Using 5 widely used real data sets and 7 synthetic data sets, we show that optimization of samples using existing methods 
(Chi-square, mean variance differences, Kolmogorov–Smirnov, and Mahalanobis) results in samples containing imbalance 
that is detectable using machine learning ensembles. We minimize covariate imbalance by minimizing the absolute value of 
the distance of the maximum cross-validated AUC on M folds from 0.50, using evolutionary optimization. We demonstrate 
that particle swarm optimization (PSO) outperforms modified cuckoo swarm (MCS) for a gradient-free, non-linear noisy 
cost function. To compute AUCs, we use supervised binary classification approaches from the machine learning and credit 
scoring literature. Using superscore ensembles adds to the classifier-based two-sample testing literature. If the mean cross-
validated AUC based on machine learning is 0.50, the two groups are indistinguishable and suitable for causal inference.

Keywords  Analytics · Evolutionary computing · Swarm optimization · Machine learning

Introduction

There is a lack of experimental data in many domains but 
there is widely available non-experimental observational 
data. Observational data (e.g., from surveys, internet, big 
data, etc.) is non-experimental and lacks the benefit of bal-
ance on observables and unobservables due to randomiza-
tion. Moving beyond correlation to causal inference is an 
important area of study especially given the use of data sci-
ence to develop unbiased algorithms and decision analytics 
using observational data. Biased algorithms can result in 
harm/costs for society. Using observation data without bal-
ance can lead to bias in inference and estimation.

Problem statement Often engineering managers are faced 
with given non-experimental data which can contain imbal-
ance that can lead to bias in assessing impact of decisions/
treatments.
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Thesis statement Machine learning can be used to detect 
imbalance in samples, which existing methods (Chi-square, 
mean/variance differences, Mahalanobis distance, Kolmogo-
rov–Smirnov distance) can miss. Optimizing balance using 
machine learning and particle swarm optimization can result 
in data sets with less imbalance.

The objective of this study is to take a non-experimental 
data set, resample it, introduce balance, and make accurate 
causal inferences from the data. Samples collected without 
randomized procedures are observational samples. These 
include surveys, internet behavioral data, and any data 
recorded without the benefit of an experimental design. Such 
observational data suffers from confounding due to selection 
bias. The social cost and prevalence of bias in readily avail-
able data are large. Selection bias is prevalent in a variety of 
data sets, including gender discrimination in text data, inac-
curate teacher evaluations, racial discrimination in models 
predicting crime, and criminal recidivism used to make legal 
decisions [42]. Using biased data to build algorithms can 
impose social costs by magnifying and amplifying social 
inequities [42]. To perform causal inference using observa-
tional data, where there is no experimental treated or control 
group, the group of observations exposed to a treatment of 
interest and a sample of most similar untreated observations 
are used as a synthetic experiment.

If covariates in the treatment and control sample are 
imbalanced, the researcher can observe differences due to 
covariate imbalance instead of the treatment and confuse 
the two effects. For example, if older males are more likely 
to select a certain treatment, then comparing older males 
who took a treatment to the entire population would show 
an effect related to being older and male instead of the actual 
treatment. This phenomenon is known as confounding. Bal-
ancing the data across covariates yields a control sample and 
treatment sample that would be similar enough to isolate the 
treatment effect.

We focus on the problem of detecting and reducing bias 
in data by improving balance in covariates in the data. 
This problem of selecting subsets of data, which are bal-
anced along covariates, has been recently formulated in 
the operations research literature by Nikolaev et al. [41] 
and has contributed to the literature by re-formulating the 
balancing problem by measuring success at the sample 
or aggregate level. Prior to this work, methods to pro-
cess samples for causal inference consisted of matching 
individual treated units to similar individual control units 
and was approached primarily by the statistics commu-
nity. Recently, sample construction and machine learning 
have received more interest from the operations research 
community. The advantage of formulating balance at the 
sample level is that matching individual observations or 
units can result in infeasible matches, and focusing on the 
end goal of balance permits more feasible solutions to be 

identified. The problem of selecting balanced subsets from 
data has been shown to be NP-hard, which means that 
the problem cannot be solved in polynomial time, and the 
use of heuristic and nature inspired computing methods 
are appropriate to achieve solutions. However, finding the 
global best solution is computationally prohibitive given 
the large search space of possible solutions.

Scientists and operations researchers can move beyond 
correlational studies of observational data to study causal 
relationships using optimal sample selection techniques. 
The aim of optimal sample selection is to find ‘an experi-
mental data set hidden inside a non-experimental’ biased 
data set [30]. The importance of the problem of isolating 
causal effects is fundamental to science. This problem can 
benefit from recent advances in optimization and machine 
learning. Traditional distance between samples has been 
measured via empirical differences based on assumptions 
in the data, such as the mean, variance, Mahalanobis-based 
measures, or discrete binning of variables and minimiz-
ing the differences in counts in categorical bins. Machine 
learning methods allow for automatic detection of patterns 
in data that classical tests may miss.

Unlike past efforts in this problem area, we focus on 
stochastic balance using binary classification approaches 
from machine learning and credit scoring. These fields 
have had extensive success in classification of two groups. 
We extend the literature by approaching the problem using 
tools from machine learning and nature inspired warm 
algorithms. We build on the success of the binary clas-
sification problem, which has been extensively studied 
in the credit scoring and machine learning communities, 
and propose to use the machine learning ensemble clas-
sification accuracy as a measure of sample balance. The 
central hypothesis of this work is that if machine learning-
based ensembles can detect differences between treatment 
and control samples, then the samples are not balanced. 
Conversely, if both treatment and control samples are bal-
anced, then machine learning algorithms for binary clas-
sification cannot distinguish them from one another. In 
this case, machine learning algorithms would not perform 
better than random chance or a fair coin toss between pre-
dicting treatment and control samples.

The research objectives of this study are as follows:

•	 To assess whether a machine learning can be used to 
detect imbalance in data sets

•	 To assess if machine learning can detect imbalance in 
data sets that are balanced using existing methods
–	 i.e., to ascertain if existing balance methods are sub-

optimal
•	 To determine if machine learning can be used to improve 

balance in data sets over existing balance optimization 
methods
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The benefits of a machine learning-based measure can 
include transparency, objectivity, and automation only if the 
underlying data is free of bias. In addition, this measure 
provides useful information to the researcher about balance 
and bias within samples. Existing matching techniques for 
balance are subject to the decisions and assumptions of the 
researcher regarding appropriate metrics; they also assist 
in making judgment calls regarding acceptable levels of 
balance. In multivariate settings, a researcher cannot typi-
cally anticipate relationships between variables once they 
are permuted or interacted. The combinations of potential 
interactions between variables can grow exponentially. In 
addition, simple mean/variance empirical tests may be effec-
tive given assumptions on the functional form of the rela-
tionship. However, the method proposed here does not rely 
on a distribution.

Overview of the study

The outline of our paper is as follows: (1) we review the 
literature on causal inference and sample balancing, and (2) 
we propose a novel machine learning-based metric for sam-
ple balance based on the binary classification literature and 
the area under the receiver operating characteristic curves 
(AUCs). To demonstrate the effectiveness of the metric, we 
evaluate real and synthetic data sets. We optimize using pop-
ular balance metrics: discretized bin counts via Chi-square 
statistic, Mahalanobis distance, Kolmogorov–Smirnov sta-
tistic, and the sum of differences in standardized mean and 
variance for the K covariates between samples and compare 
how well machine learning can separate the treatment and 
control samples. Our results show that optimizing using 
these traditional measures does not guarantee balanced 
samples because machine learning successfully classi-
fies the treatment and control units. Then, we attempt to 
directly optimize the machine learning-based AUC measure 
to minimize imbalance and show that this method results in 
a greater balance than that provided by existing methods. 
Given the non-linear, gradient-free metric of cross-validated 
AUCs from machine learning ensembles, we use swarm 
optimization algorithms to optimize the measures and show 
that particle swarm optimization outperforms modified 
cuckoo swarm optimization for the AUC-based measures.

This approach is novel because prior studies have opti-
mized the distance between covariate distributions [9, 26, 
56, 80]. Using machine learning methods, we show that 
minimizing the distance between covariate distributions to 
achieve balance using existing methods does not guarantee 
that treatment and control samples are ‘statistically indis-
tinguishable’ [9]. The balance optimization subset selection 
(BOSS) problem is to choose a control sample Sc , which is 
a subset of the control sample C , to minimize imbalance 
from the treatment sample T  . The objective of minimizing 

imbalance is evaluated at the sample level. There is no uni-
versal agreement on what level of balance is acceptable or 
what the metric for balance should be because these aspects 
are left to the judgment of data analysts [9, 26]. Matching 
can be seen as a non-parametric pre-processing process that 
makes ‘it possible to greatly reduce the dependence of causal 
inferences on hard-to-justify, but commonly made, statisti-
cal modeling assumptions’ Ho et al. [26]. Recent formula-
tions of minimizing balance using means, variances, and 
discretizing variables and applying a Chi-square test statistic 
has been found to be effective [9]. The problem with this 
approach is that balancing using the mean and variance or 
cell counts in the multivariate space does not guarantee that 
the two samples are identical. An example of how this differ-
ence can occur is due to the differences in joint distributions 
of variables and interaction effects of variables.

Key contributions

We review the problem domain of causal inference and bal-
anced sample selection and build on the machine learning 
and credit scoring literature to build a binary classification-
based two-sample metric for optimization. We are the first 
to tackle this problem using cross-validated AUCs, which 
provides a method that is robust to overfitting, and the first to 
approach this subset selection problem using nature-inspired 
swarm methods. To use supervised machine learning, as a 
test, we develop an approach using ensembles so that the 
method is robust to different data sets, and we demonstrate 
the method on five real data sets and seven synthetic data 
sets. In addition to showing samples generated from exist-
ing methods to be suboptimal in terms of AUCs, we show 
that the AUC metric can be directly optimized using par-
ticle swarms, and particle swarms outperform modified 
cuckoo swarms for this objective function. Optimizing the 
AUC metric to 0.50 achieves statistical or stochastic bal-
ance. When this objective is not achieved or if there are 
empirical differences in distributions that persist even when 
the AUC metric is 0.50, bias can remain in the data. We 
show that coupling AUC optimization with a double robust 
inference, which involves a regression estimation using all 
covariates, eliminates all remaining bias. Overall, the AUC 
metric serves as a useful balance metric and diagnostic, and 
further insights can be gleaned by modeling the differences 
between the optimized sample and the original sample to 
obtain insight into the nature of bias.

Scope of study

The focus of the study is to construct optimally balanced 
samples for causal inference; thus, the data sets are of mod-
erate size in relation to experimental research, psychol-
ogy, bio/stats and economics/social science. To make our 
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approach scalable is a topic of future study. However, the 
scope of this study is to establish a viable solution. In addi-
tion, we focus on the causal inference, focused on bias mini-
mization, as opposed to the covariate shift literature, where 
the focus is on generalizing classifiers built on biased sam-
ples by reweighting data to a target population [48, 60]. The 
problem is focused on causal inference and not on covariate 
shifts in sample populations. In addition, samples of less 
than 100 observations are beyond the scope of this work 
because the sample size is insufficient for reliable machine 
learning results. The scope of this work fits with data sets 
ranging from 100 to thousands of observations. The data sets 
used both real and synthetic are commonly used data sets 
with citations and representative of the array of problems 
that can benefit from such approaches.

The aim of the study is to operationalize a general 
approach in which machine learning is used to detect bias 
in data and in a general form automated technique that can 
be used across data sets without tuning. The focus is not 
on each individual classifier or tuning of performance. To 
improve and refine the classification accuracy further, we 
acknowledge can be done by tuning classifiers to data set or 
empirically testing to determine which classifier performs 
best in a particular data set at hand. The use of machine 
learning ensemble serves only to guard against poor model 
fit and use most common machine learning algorithms: 
logistic regression, support vector machines, stochastic 
gradient boosting and random forests. Past uses of classi-
fier based two-sample tests suffer from relying on only one 
class of machine learning which may be poor on a given data 
set (for example Clemencon et al. [10] only using decision 
trees). The approach outlined here is an improvement to that 
literature of classification based two-sample testing.

Literature review

The literature review for the optimal sample selection prob-
lem cuts across the disciplines of causal inference, machine 
learning, and operations research as depicted in Fig. 1.

Balance subset selection optimization

Recently, the problem of optimal sample balancing was 
approached as an optimization problem of balancing sam-
ple-level covariate information [9, 55]. This problem area 
is important given the wide availability of observational 
data sets collected outside the experimental design. In addi-
tion, there has been a strong interest in machine learning 
and novel operational methods for improving causal infer-
ence [1, 5, 34]. BOSS minimizes the differences between 
the treatment and control samples for a data set D , which 
is a union of a treatment group, where T = 1 , and a control 

sample C , where T = 0 [9, 41]. K is the number of covariates 
available for matching and excludes the treatment variable T  
and outcome variable Y .

Outcome values should not be used in the matching pro-
cess to avoid forcing the samples to a ‘desired result’ [62]. 
The goal of matching procedures is to achieve samples that 
are ‘statistically indistinguishable’ [11, 49–52, 62]. Thus, the 
samples should be indistinguishable by ignoring the treat-
ment variable T  and the outcome variable Y  . The sample St 
contains observation units with exposure to the treatment of 
interest, i.e., T = 1.

The causal effect of the treatment variable T  on an out-
come variable Y  can be computed using the Rubin–Neyman 
causal model [51, 62]. The causal effect in this framework 
is estimated by computing the average treatment effect for 
T  [51, 62]. One never knows Yi(St) and Yi(Sc) for a given T  
and for a given observational unit i . The essential problem 
of causal inference is that for each unit, only the treated or 
untreated outcomes are observed. Thus, the causal effect 
of T  is computed as the average treatment effect, i.e., 
E
[
Yi(St

)
− Yi(Sc)] = E

[
Yi(St

)
]−E[Yi(Sc)]. [51, 62].

Achieving covariate balance reduces bias in the treat-
ment effect of estimation because applying linear regres-
sion without a sufficient balance can lead to inaccurate 
estimates, especially if covariates have a non-linear rela-
tionship [62]. For regression to be reliable, the ‘absolute 
standardized differences of means should be less than 
0.25, and the variance ratios should be between 0.5 and 2’ 
[62]. Most recently, Sauppe and Jacobson [54] showed that 
bias can be removed under certain functional forms within 
reasonable assumptions when ‘empirical differences are 
removed’ [54] using the balanced subset optimization 
(BOSS) approach. Their work indicates a greater balance 

Fig. 1   Combined approach using operations research, machine learn-
ing, and statistics
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is needed for more complex functional forms of data, and 
there is a distinct trade-off between degree of balance and 
bias in certain functional forms [54]. Currently, the BOSS 
approach is being applied to empirical differences to opti-
mize samples.

Appropriateness of swarm algorithms 
for the studied problem

Sauppe showed that balanced subset selection reduces to the 
NP-hard decision problem via the reduction to the 3-dimen-
sional matching problem [53]. Swarm methods have also 
been found to be competitive in both accuracy and computa-
tion performance for discrete optimization [67]. Given the 
computational complexity of the balance subset problem, 
the use of evolutionary algorithms is appropriate and is an 
actively researched area for feature selection [8, 37, 38]. 
Among metaheuristics, a recent examination of the makes-
pan problem found that swarm algorithms are the most fre-
quently used metaheuristic [20, 63].

The state of the art and history of particle swarms was 
reviewed recently over the last quarter century showing a 
variety of applications and success [7]. Variants of PSO 
range from global vs local search balance, population 
diversity, hybridization of PSO and other swarms, multiple 
swarms and efficient learning. PSO has been used for single 
objective, multi-objective and multimodal multiobjective 
problems as well [7]. Most applications of PSO are hard 
problems of scheduling and data mining. Recent review by 
Bonyadi and Michalewicz found few applications of SPSO 
for constrained optimization [5]. Ab Wahab et al. [1, 7] con-
ducted the most comprehensive review and benchmarking 
of swarm algorithms and found particle swarms of be one of 
the best performing optimization second only to differential 
evolution. Per the literature review of recent citations PSO 
is considered state of the art still.

Swarm algorithms are a form of nature inspired search. 
These algorithms are modeled after nature and use sto-
chastic search to optimize global and local optimal solu-
tions at the individual particle and global swarm levels [28, 
29]. MCS has been shown to perform well against particle 
swarms, cuckoo algorithms, and differential evolution for 
high-dimensional real-world engineering problems [69]. 
MCS improves upon the original cuckoo algorithm mod-
eled after cuckoo breeding behavior. Both variants of cuckoo 
algorithms use Levy flight distributions to make steps in 
the search space using stochastic global optimization; given 
enough computation time, this approach is guaranteed to 
converge to the global optimum [74, 75]. Swarm algorithms 
have been found to be effective for NP-hard problems, 

combinatorial problems, integer programming, and complex 
gradient-free non-linear objective functions [33, 63, 73].

AUC metric for the two‑sample problem

The AUC metric has been used in machine learning and 
signal processing to assess how well statistical models 
can separate two groups. The AUC metric is an important 
measure for binary discrimination and includes the Kol-
mogorov–Smirnov (KS) statistic and D-concordance statis-
tic because these statistics can be derived from the AUC 
metric [64]. Credit scoring is a domain where operations 
research methods and binary classification have been used 
to great success for the classification of groups where the 
receiver operating characteristic curve is widely used [64]. 
For comparing two samples, the null hypothesis is associ-
ated with an AUC metric of 0.5 [10]. Clemencon et al. [10] 
showed that the AUC metric is an efficient method to com-
pare two samples using a training sample and a holdout set 
compared with the Mann–Whitney Wilcoxon test. Beling 
et al. [3] showed that dominance on the ROC space leads 
to dominance in profit maximization and can be used for 
multiobjective trade-offs. Lopes et al. [36] used ROCs to 
demonstrate the power of high-dimensional two-sample tests 
[36]. Lopes and Thulin’s test for high-dimensional data with 
a small sample size are worth further investigation for opti-
mization of small data sets, which is beyond the scope of this 
study [36, 65] because a sufficient sample size is necessary 
to train machine learning-based classifiers.

To use the AUC metric requires computing a model to 
classify the treatment and control samples [10]. Machine 
learning algorithms minimize error rate and maximize 
classification accuracy for binary classification. Cortes and 
Mohri showed that the ‘AUC is a monotonically increasing 
function of classification accuracy’ and is equivalent to the 
Wilcoxon–Mann–Whitney statistic [14]. The AUC metric is 
‘a measure based on pairwise comparisons between classifi-
cations of the two classes’, which are samples in our context 
[14]. Thus, the AUC metric is a probability from 0 to 1, in 
which a ‘classifier ranks a randomly chosen positive exam-
ple higher than a negative example’ [14]. The AUC metric 
is equal to the Wilcoxon-ranked sum and Mann–Whitney U 
statistic divided by the product of number of observations 
in the two classes being compared [14]. In our context, the 
samples are treatment vs. control subsets.

A given AUC value, called A, for a classifier is defined 
as follows: A =

∑i=t

i=1

∑j=c

j=1
1xt>xc

∕(tc) , where xt are the out-
puts from the classifier for the treatment sample, St and xc 
are the output predictions for the control sample, and Sc 
and tc are the product of the number of observations in the 
treated sample and the number of observations in the 
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control sample, respectively. The numerator in the AUC 
calculation is the U  statistic, i.e., the Wilcoxon 
rank-sum.

If the AUC metric of a classifier is 0.5, the samples 
are homogeneous, as shown by Clemencon et al. [10]. 
Under this condition, the model has no predictive power 
in separating the two groups based on the covariates and 
is not different from random guessing. If two samples are 
statistically indistinguishable, then the AUC metric of 
the optimal prediction algorithms should be 0.5 because 
there would no detectable patterns or differences in the 
samples for the algorithm to learn. The AUC metric for 
small samples can be highly variable, and the maximum 
cross-validated AUC is used as a target for the optimiza-
tion to provide more stable results. The AUC metric also 
has the advantage of being non-parametric; thus, it is a 
distribution-free statistic that does not require assumptions 
of normality and is effective for small samples. Clemen-
con et al. [10] showed that the AUC metric, which was 
derived from machine learning, outperformed state-of-the-
art multivariate tests, such as the reproducing kernel Hil-
bert space maximum mean discrepancy. Matsuoka showed 
that the U statistic is a kernel [39]. The AUC metric based 
on machine learning has been shown to be consistent and 
powerful for multidimensional two-sample testing [10].

The relationship between bias and balance metrics 
requires further study. Recent work has linked AUC 
improvements with bias reduction. Sauppe and Jacobson 
[54] have shown a trade-off between level balance and 
bias reduction based on appropriate functional forms and 
assumptions. Reduction in bias for estimates has been shown 
to be associated with improvements in the AUC metric [22, 
79]. Moreover, the root-mean-square error has been show to 
increase as the AUC metric increases from 0.6 to 0.9 and the 
rate of change in error increases from 0.6 to 0.7 and above 
[79]. Franklin et al. [22] performed exhaustive tests of poten-
tial metrics for covariate balance in the context of causal 
matching using propensity scores and found that the AUC 
metric, referred to as the c-statistic in some literature, fol-
lowed by the difference in standardized means were the most 
effective in reducing bias in causal estimates. The c-statistic 
is the AUC metric for a logistic regression model and has the 
best performance in terms of bias reduction.

Review of machine learning classifiers for binary 
classification

Logistic regression is the most popular binary classification 
method used in credit scoring [64]. A random forest is an 
ensemble of recursive partitioning decision trees trained on 
bootstrapped samples that use different random subsets of vari-
ables in each run, and the final prediction is then the aggregate 
result of the individual trees [68]. Random forest methods can 

detect interaction effects that otherwise would have to be spec-
ified as constraints on an ad hoc basis [59]. Random forests 
tend to outperform deep nets for binary classification, while 
deep neural nets tend to outperform for multi-label outcomes, 
such as image detection and object recognition [27, 31]. Sim-
ply modeling interactions and balancing across all interactions 
is likely to result in overfitting [23]. Support vector machines 
(SVMs) have been successful in various domains and maxi-
mize the distance from the margin separating classes, provided 
such a hyperplane exists for classification. SVMs search for the 
maximum margin, where the margin is defined by the ‘shortest 
distance between the closest points in the data to a hyperplane’, 
which yields the best generalization ability for the support vec-
tors [15, 73].

In addition, based on Wolpert’s no-free lunch theorem, no 
classifier can be optimal in all data sets [19]. For example, 
under some circumstances, SVMs perform better than random 
forests [67]. Finlay’s study of multiple classifier architectures 
showed that bagging and boosting algorithms outperform other 
multiclassifier systems [21]. Combining heterogeneous classi-
fiers is an effective technique for achieving optimal predictive 
performance [21, 35]. The stochastic gradient boosting algo-
rithm (SGB) improves on the original adaptive bootstrapping 
method using a ‘random permutation sampling strategy’. In 
SGB, weak learners are iteratively built and weighted toward 
observations misclassified by prior learners. In addition, SGB 
uses regularization and performs a combination of bagging 
and boosting [16].

The advantage of using a machine learning-based sample 
comparison is that machine learning can detect subtle patterns 
in data that simple mean, variance, or moment-matching meth-
ods may miss. For example, consider the case of a covariate in 
one sample that is a univariate random variable ranging from 
− 1 to 1 and another sample drawn from a normal distribution 
with a mean of 0 and a variance of 1/3 [39]. For both variables, 
the mean is 0 and the variance is 1/3. The use of classical mean 
and variance tests would make the samples appear indistin-
guishable despite important differences [21]. Another exam-
ple that classical tests would not detect is that of conditional 
relationships between variables. If a conditional relationship 
or dependency exists between the variables or within certain 
ranges of variables, this relationship would not be uncovered 
by analyzing the overall mean, variances, and correlations that 
can still be similar.

Potential interactions between covariates can grow expo-
nentially and are difficult to infer using human judgment. For-
tunately, machine learning and pattern recognition techniques 
can automatically detect these interactions [19]. To make 
machine learning a convincing tool for two-sample compari-
sons, we propose an ensemble of different algorithms because 
no one machine learning method works best on all data sets 
[19].
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Novel balance metric: the cross‑validated 
AUC metric

The aim of this study is to consider a new balance metric for 
the optimization and to consider direct optimization on this 
novel metric. We propose the use of the well-studied AUC 
metric to measure whether candidate samples St and Sc are 
statistically indistinguishable.

Machine learning ensembles are ‘well established … 
method(s) for obtaining a highly accurate classification’ 
when learners are diverse and uncorrelated [18]. The pre-
dictions of all classification models, including ensembles, 
can be combined using a super scorecard ensemble model, 
which uses the product of predicted probabilities that result 
from individual classifiers [24]. This ensemble of ensembles, 
called a super scorecard ensemble by Hand and Kelly, is 
used to maximize the classification accuracy and the AUC 
metric; it is then evaluated using cross-validation for M 
folds. The data sample is split into M mutually exclusive 
samples called folds, and each fold is used as a test data set 
while keeping M − 1 folds for model training purposes. The 
proposed approach to study the problem is an extension of 
the balance optimization subset selection (BOSS) approach 
[41].

The proposed cross-validated AUC metric for machine 
learning ensembles extends on the BOSS approach and 
shares the benefit of ‘automatically evaluating balance on 
all covariates simultaneously and interactions among covari-
ates’ [22]. Unlike prior work on optimizing empirical differ-
ences by Sauppe and Jacobson [54], we optimize stochastic 
balance in expectation using machine learning. Optimiz-
ing the AUC metric yields a local average treatment effect 
because the treatment and control samples that are imbal-
anced are dropped [47].

Proposed approach: how BOSS is extended

Figure 2 shows the original BOSS approach, and Fig. 3 
highlights how our work extends the BOSS literature. Our 
approach results in an estimation of a local average treat-
ment effect because the proposed approach can drop the 
treated samples that are not balanced with the control sam-
ples. In addition, we use stochastic optimization to con-
struct samples and produce treatment effects using double 
robust inference methods on the constructed samples.

To compute the AUC metric, the following state-of-
the-art algorithms are used in this study: random forest, 
stochastic gradient boosting, logistic regression, and sup-
port vector machines. These algorithms have been recently 
studied in Lessmann et al. [35]. The ensemble is combined 
using Hand and Kelly’s [24] super scorecard approach.

The novel idea of using machine learning to maximize 
the AUC metric given a data set, which is then minimized 
by subsetting the data, allows for automated balancing of 
the samples. Automated balancing is desirable because 
searching for interaction effects involves a difficult search 
space, and the current practice is to allow researchers to 
develop models with ad hoc interaction effects. The lack 
of agreement on acceptable levels of distributional differ-
ences and constraints on matching using judgment leads 
the state of models to be ad hoc. The AUC performance 
on the samples is an objective measure that simultane-
ously captures many distinguishable differences across the 
samples and makes a better choice for measuring balance. 
Allowing machine learning to build maximum predictive 
models given the data also avoids the human element in 
the modeling step.

Fig. 2   BOSS framework [41]
Choose a balance 
metric for tes�ng 

distribu�on fit

Run the BOSS algorithm to 
find solu�ons to minimize 
the balance metric (keep 
all treated observa�ons)

Compute the mean and 
variance of the 

treatment effect

Fig. 3   Extension of BOSS using 
machine learning ensembles 
and evolutionary optimization
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Optimization approach using particle swarm 
optimization

Both PSO and the recent MCS were used to optimize the 
proposed AUC function. The swarms operate on a decision 
vector representing the observations to keep in the sample, 
candidate samples. The swarm agents generate candidate 
samples using continuous variables between 0 and 1 which 
are thresholded above 0.50 to generate the sample to be kept. 
As the swarms evolve solutions the candidate samples are 
evaluated via cost fitness functions including a machine 
learning based cost metric and other traditional metrics 
described later.

The results showing PSO to dominate MCS are in Sup-
plementary Appendix C. The cross-validated AUC metric 
produced by stacked ensembles is a complex non-linear 
gradient-free function. Therefore, the use of a metaheuristic 
optimization method is practical, especially given that this 
is an NP-hard problem [41, 55].

PSO evolves particle position and velocity over time 
toward each particle’s best solution thus far and the global 
swarm best solution. The particle positions and velocities 
are updated iteratively via equations based on the following 
velocity equation, and random variation is based on uni-
form random variables between 0 and 1. Where vi,k is the 
velocity of particle i on iteration k,w is the inertia factor, 
� is a self-confidence learning constant and � is the swarm 
influence learning constant, r1 and r2 are random numbers 
between zero and one, PB is the best position ever obtained 
by particle i , and GB is the best position ever obtained by 
any member of the population. xi,k is the particle position. 
The velocity and position are updated using the following 
to equations:

PSO encoding and search for subset selection using 
machine learning

In this study, the decision variables are indicator variables 
for each observation in the data set, which indicate whether 
the observation should be kept in the sample. Based on these 
decisions, variable candidate solution samples are generated 
and evaluated using the swarm encoded sample. The PSO 
algorithm makes the decision of which observations to keep 
in the sample and decision variables are the inclusion binary 
variable for each observation. Based on the decisions of the 
swarm the resulting solution of which observations to keep 
are then evaluated by fitness function which is the objective 

(1)
vi,k+1 = w ∗ vi,k + � ∗ r1 ∗

(
PB − xi,k

)
+ � ∗ r2 ∗

(
GB − xi,k

)
,

(2)xi,k+1 = xi,k + vi,k.

function measuring how balanced the samples are for statis-
tical analysis. The fitness functions takes in the input vector 
of continuous values ranging between 0–1 and these values 
are converted to integer of 1 if the value is above 0.5. PSO 
takes the inputs are of length n of the number of observa-
tions in the data D and are the continuous decision variables 
Dn . The PSO uses this vector Dn to encode the solution of 
which observations to keep in the subset by only keeping 
observations with decision variable values > 0.50 are kept in 
the subset S based on Dn ≥ 0.50 which is a union of the treat-
ment sample St . and control sample Sc . The PSO then calcu-
lates cost functions on candidate solutions of the particles, 
encoding the sample to be selected, used to guide search is 
computed on this subset to evaluate fitness along the five 
cost functions studied in this paper. The PSO makes the 
decision on which observations to keep in the sample based 
on the cost function. This allows combinatorial problem 
of subset selection to be optimized by swarm algorithms. 
The observations with a value of 1 are then used to subset 
the data and fitness is evaluated. Five different fitness cost 
functions are explored in this study discussed in the experi-
ment setup and are operated on the subset selected by the 
particle swarms which will be described in the next section. 
The proposed fitness function based on machine learning 
ensembles is the maximum cross-validated AUC over M 
folds F = max

(
abs

(
AUCi − 0.5

))
 + L , where is a penalty for 

violating minimum sample size restrictions. This specifica-
tion solves a constrained combinatorial optimization using 
continuous decision variables which are converted to binary 
values for subsect selection of data for cost calculation.

Machine learning is applied within the balanced subset 
selection optimization problem in the following way.

1.	 Swarm algorithm selects disjoint (but not necessarily 
collectively exhaustive) subsets, St , from data D, where 
the treatment indicator variable T = 1 , and Sc from the 
control sample C , where T = 0;

2.	 Determine AUCi , where i = 1…M (across all M folds), 
using selected machine learning algorithms which use T 
indicator variable as target of classification, considering 
only the K covariates (treatment and outcome variables 
excluded);

3.	 Calculate F = max
(
abs

(
AUCi − 0.5

))
 over i = 1…M ; 

and
4.	 Using particle swarm optimization (PSO) and modi-

fied cuckoo swarm (MCS) methods (separately), repeat 
(1) thru (3) to minimize F + L (over subsets St and Sc ), 
where L is a penalty function used to enforce minimum 
sample size constraints for St and Sc.

The optimization step chooses which observations to keep 
in the data to minimize the objective function for imbal-
ance. Optimizing AUC and other metrics results in different 
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samples with different sets of observations retained in the 
data for inference. Using the penalty of L for sample allows 
for constrained optimization to enforce statistically sound 
sample size for a combinatorial problem. The decision vari-
ables used for optimization are 0–1 continuous variables for 
each observation in the data which are then thresholded to 
be 0 or 1 using 0.5 as a cut off decision boundary to include 
observations in the sample, which are then evaluated by 
machine learning ensemble based cost function.

Experimental setup

Both real-world and synthetic data sets are used to evaluate 
how existing objective functions for optimization perform 
against the AUC metric. The following approach is used to 
investigate how well traditional methods perform in terms of 
the AUC metric. Each objective function is minimized using 
swarm computations. During optimization of the AUC, due 
to the computational intensity of the objective function 
evaluations, threefold cross-validation was used. The com-
putations were performed at George Washington Univer-
sity’s high-performance computing cluster, Colonial One. 
In each objective function evaluation, the machine learning 
ensemble was built using logistic regression, random forest, 
stochastic gradient boosting, and support vector machines. 
All coding was performed in R [46]. The product of the 
model predictions was computed and used as a scoring func-
tion to obtain a super predictor, which was used to compute 
the AUC metric. Given the variability of cross-validation, a 
robust objective function was used to minimize the absolute 
value of the maximum difference from 0.5 for M folds. An 
AUC metric below 0.5 can be viewed as predictive because 
the classifier can be used in reverse to yield a predictive 
performance of 1-AUC; thus, the relative difference from 
0.5 is what matters in assessing the discrimination power of 
a model and test.

For testing the results of the solutions, the cross-validated 
10-fold 10-trial AUC metric was computed for each of the 30 
trials. Each of the 30 trials consisted of optimizing metrics 
using PSO for a solution. Thus optimization is performed 
30 times resulting in 30 data subsets each of which undergo 
10-fold 10 trial cross validation. Repeating tenfold cross val-
idation with 10 trials for each of the 30 optimization results 
yields 3000 observations. The resulting performance of 3000 
AUC observations was compared against alternative meth-
ods/objective functions using a t test with Holm’s adjust-
ment for multiple comparisons. The 10-fold approach with 
10 trials was considered preferable because it has been dem-
onstrated to provide higher power and unbiased estimates 
with high variance [6, 17]. The cross-validated AUC metric 
and balance optimization across 5 objective functions were 
tested on 5 real data sets and 7 synthetic benchmark data sets 

developed by Setoguchi et al. [57]. The experimental setup 
was composed of 30 trials of optimizations of the data sets 
using 5 objective functions. Objective functions 1, 2, and 
5 were optimized using PSO and MCS algorithms, while 
Sekhon’s metrics were optimized using a weighted genetic 
algorithm called GenMatch [56].

Traditional objective functions

Four existing methods and objective functions were evalu-
ated in this study. These methods have been the state-of-
the-art methods in the covariate balancing literature [9, 26, 
56]. The 4 objective functions included the (1) Chi-square 
statistics, (2) mean variance differences, (3) KS, and (4) gen-
eralized Mahalanobis distance. Objective functions 1 and 
2 were studied by Cho et al. [9]. Objective functions 3 and 
4 have been developed and optimized using Sekhon’s [56] 
weighted genetic algorithm GenMatch.

Existing objective functions (1–4)

Objective function 1 Chi-square statistics for B(St) and 
B
(
Sc
)
 , where B is a post-processing function to discretize 

Xi , where i = 1…K , were computed for 10 equal-frequency 
bins.

Objective function 2 This function is computed as the sum 
of abs 

∑i=K

i=1

��
�
U
�
Sti
�
− U

�
Sci

���
�
+
��
�
var

�
Sti
�
− var

�
Sci

���
�
 , where 

U
(
Sti
)
 and U

(
Sci

)
 are the means of covariates i = 1… k in 

the treatment and control samples, respectively, and var
(
Sti
)
 

and var
(
Sci

)
 are the variances of the covariates in the treat-

ment and control samples, respectively [9]. This is the 
benchmark of BOSS methodology as optimizing mean/vari-
ance was found to perform best in Cho et al. [9].

Objective function 3 This function is the default GenMatch 
function of the KS statistics for Xi , where i = 1…K , for St 
and Sc [56].

Objective function 4 This function is Sekhon’s [56] general-
ized Mahalanobis distance of Xi , i = 1…K , for St and Sc.

Proposed objective function

To minimize balance using the AUC metric for machine 
learning, a measure that is robust for sampling error is 
necessary so that the resulting AUC does not depend on 
a poor training sample selected by chance. To ensure that 
the max||AUCi=1…M − 0.5|| difference is minimized, a max 
difference from the absolute value of 0.5 for m-fold cross-
validations is proposed. Using a robust optimization metric, 
given uncertainty in the objective function, minimizes worst 
case outcomes. This minimization provides the added benefit 
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of ensuring a sufficient sample size and providing perfor-
mance that is not simply due to the random selection of a 
poor training sample for the machine learning algorithm. 
The proposed minimization of the maximum distance on the 
cross-validated AUC metric searches for robust solutions by 
reducing the worst case AUC difference from 0.5.

New objective function

Objective function 5  This function minimizes 
min

(
max||AUCi=1…M − 0.5||

)
+ L , where L is a penalty func-

tion used to enforce minimum sample size constraints. If the 
sample size is below the threshold for the minimum sample 
size, then L is large; otherwise, it is 0 . For robustness results 
on AUC and sample size see Supplementary Appendix A. In 
cases of large number of features the minimum sample size 
and regularization can be set experimentally and use of regu-
larization or dimensionality reduction should be considered. 
For the data sets in hand minimum samples size were not 
binding but depending on the data set, the researcher should 
set an appropriate minimum sample size.

The following null research hypotheses will be evaluated:

H1o	� Optimizing Chi-square distributional difference will 
result in identical groups which cannot be differenti-
ated by machine learning prediction (AUC = 0.50)

H2o	� Optimizing covariate mean and variance difference 
will result in non-identical groups which cannot 
be differentiated by machine learning prediction 
(AUC = 0.50)

H3o	� Optimizing GenMatch KS balance will result in non-
identical groups which cannot be differentiated by 
machine learning prediction (AUC = 0.50)

H4o	� Optimizing GenMatch Mahalanobis balance will 
result in non-identical groups which cannot differen-
tiated by machine learning prediction (AUC = 0.50)

H5o	� Using machine learning for optimization will not 
lead to an Area under the curve closer to 0.50 than 
existing methods (Chi-square, mean/variance, KS, 
Mahalanobis)

Optimization setup

For trials 1 to 30, the objective functions were optimized for 
each data set D for 2000 iterations with a max function call 
limit of 3500. The PSO algorithm was derived from the PSO 
package [4]. The Bendtsen [4] PSO package is an imple-
mentation of the standard PSO 2011 algorithm by Maurice 
Clerc. To perform the MCS optimization, a custom R imple-
mentation of the MCS algorithm was developed.

For the AUC metric, in objective function 5, the penalty 
L was set to obtain the minimal viable sample size based on 
a literature review. A minimal sample size constraint value 

of 100 was chosen based on the literature of a minimum 
sample size needed to validate classification algorithms [2, 
58]. In addition, simulations and sensitivity analyses were 
conducted to assess and confirm the power of the machine 
learning-based AUC metric using the synthetic scenarios of 
Thulin [65]. A penalty was used when the sample size was 
less than 100 or if either the treatment or control group size 
was less than 50. The value of the penalty L was set to 999, 
although a value of at least 1 was sufficient to ensure that 
solutions that failed the constraint were eliminated based 
on a sensitivity analysis. To ensure that the AUC metric 
for the classifier was not due to imbalance or insufficient 
data, an additional constraint on the treatment of each class 
and control of a minimum of 50 observations were applied 
to ensure that both the treatment and control samples were 
sufficient. During cross-validation, a stratified sample for 
each training and test fold ensured that both the treatment 
and control samples had sufficient observations in each fold. 
Because the cross-validation metric was used, the solutions 
were found to be robust in terms of overfitting and gener-
ated more samples that were robust to imbalance. During the 
analysis, sensitivity analysis was performed by removing the 
sample size penalty; the results were similar to the optimiza-
tion with penalty. Thus, given the variability of the data sets, 
it is reasonable to keep the enforced minimal sample size 
constraint to obtain valid optimization and statistical results.

Wright and Ziegler’s [72] ranger package in R was used 
for the random forest algorithm. David Myer’s e1071 R 
package was used for the SVM component implementation 
with a default radial basis kernel setting [40]. Culp, Johnson, 
and Michailidis’ ada package was used for the stochastic 
boosting component. For all algorithms, the default settings 
were used in R, (500 trees for random forest; for SVM with 
radial basis functions, gamma of 1∕K and cost of 1; for sto-
chastic boosting, the iterations were 50 with a learning rate 
nu = 1 ). Genetic and generalized Mahalanobis matching fol-
lowed Sekhon’s GenMatch and Ho, Imai, King & Stuart’s 
MatchIt packages in R. The ROCR package was used for the 
ROC calculations [61].

Description of the real‑world data sets

The real data sets included the widely used the Lalonde data 
set, daughters’ data, and right heart catheterization data [32, 
43, 69]. The LaLonde [32] data set has been extensively 
studied for matching and isolates the causal effect of the 
treatment of workforce training. The right heart catheteriza-
tion (rhc) data have been studied for matching using assign-
ment methods and is related to the effect of receiving a 
Swan–Ganz catheter treatment on patient survival time [13, 
25, 43]. The third real-world data set, the daughters’ data set, 
is related to the impact of having daughters as a treatment on 
the outcome of legislators’ voting behavior toward women’s 
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issues [71]. The Lalonde data set included 10 covariates and 
445 observations; the rhc data set contained 40 covariates 
(based on converting factors into categories). The rhc data 
were down-sampled to 1124 observations from 5728 sam-
ple for performance reasons. The daughters’ data set had 33 
covariates and 1735 observations. The number of variables 
only included the K covariates; the treatment variable and 
outcome variable were excluded. The fourth real-world data 
set is voter data from the Gerber Green Imai get-out-the-
vote data set, contained in the Matching package in R with 
10,089 observations and 8 features in which the treatment 
was phone call urging response in local voting election [56]. 
The fifth real data set is a 1000 observation sample from 
the recent Propublic’s recidivism data on likelihood to com-
mit crime with 7 features where the treatment was set to be 
either being female or a minority [44, 45].

Description of synthetic data sets

The synthetic data sets were obtained from the Setoguchi 
setup for simulated scenarios A, B, C, D, E, F, and G with 
1000 observations and K = 10 covariates, where the treat-
ment assignment was set as a function of various scenarios 
relating to non-linearity and non-additivity. The variables 
Wi=1…10 are normal random variables with 0 mean and unit 
variance [34, 57]. Setoguchi’s E model treatment is a func-
tion of three two-way interaction terms and one quadratic 
term. Scenario F models 10 two-way interaction terms, and 
scenario G contains 10 two-way interaction terms and three 
quadratic terms. These scenarios highlight cases where 
matching on distributions and single moments would miss 
important differences in the samples that machine learning 
can detect.

The correlation structure between the 10 covariates 
Wi=1…10 is that W9 and W4 have a 0.9 correlation coefficient, 
W3 and W8 have a 0.2 correlation, W1 and W5 have a 0.2 cor-
relation, and W2 and W6 have a 0.9 correlation [57].

Scenario A (a model with additivity and linearity)
Scenario B (a model with mild non-linearity)
Scenario C (a model with moderate non-linearity)
Scenario D (a model with mild non-additivity)
Scenario E (a model with mild non-additivity and non-
linearity)
Scenario F (a model with moderate non-additivity)
Scenario G (a model with moderate non-additivity and 
non-linearity) [57].

Table 1 shows the pre-optimization cross-validated AUC 
metric for the data sets using M = 10 folds with 10 trials. 
The target variable was set as the indicator if the observa-
tion was from the treatment sample, where T = 1 , or control 
sample, where T = 0.

Results and discussion

Comparing direct optimization of the AUC metric vs. 
alternate objective functions

Because PSO performed as well as or better than the MCS 
algorithm, PSO was used to compare the performance 
of direct optimization of Chi-square, mean and variance, 
and AUC metric objectives. These results were also com-
pared against the existing genetic matching and generalized 
Mahalanobis matching methods. AUC metric optimization 
using PSO outperformed the other methods and objective 
functions for all data sets and was closely followed by the 
mean and variance optimization method. Figure 4 sum-
marizes the AUC metric results for all optimized objective 
functions using PSO for all data sets. Figure 4 shows that 
AUC metric optimization was closest to the 0.5 AUC metric 
target across all data sets. Data on individual classifier’s per-
formance information for each data set are in Supplementary 
Appendix B.

Comparing optimization results across methods 
using other empirical difference metrics

Table 2 shows that the optimization of the AUC metric for 
the real-world data set using PSO resulted in a performance 
near the 0.5 benchmark; it outperformed the other methods 
in 2 out of 5 real-world data sets. In Table 2, the optimized 
solutions are shown in terms of mean/variance differences 
and Chi-square statistics. The AUC-optimized solution was 
only slightly worse in terms of Chi-square metrics. For the 
Lalonde data set, the AUC-optimized solution had a 23% 
higher Chi-square statistic than the Chi-square-optimized 
solution, a 10% lower Chi-square solution for rhc, and a 

Table 1   Pre-optimization cross-validated AUC metric for 10 folds 
with 10 trials based on machine learning for classifying treatment 
from control

Data type Data set Mean AUC​ St. dev. AUC​

Real data Lalonde 0.57 0.08
Real data rhc 0.76 0.04
Real data Daughters 0.84 0.05
Real data Voter 0.8 0.03
Real data Propub 0.64 0.03
Simulated Data Setoguchi A 0.78 0.03
Simulated Data Setoguchi B 0.75 0.03
Simulated Data Setoguchi C 0.77 0.05
Simulated Data Setoguchi D 0.78 0.05
Simulated Data Setoguchi E 0.78 0.04
Simulated Data Setoguchi F 0.77 0.04
Simulated Data Setoguchi G 0.79 0.06
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5% higher Chi-square statistic for the daughters’ data. In 
terms of the sum of the absolute values of the standard-
ized means and variances, the AUC-optimized solution was 
higher, although the differences across the empirical dis-
tributions were small because the overall AUC metric was 
near 0.5. When averaged over the number of covariates, the 

differences were small. For example, K = 10 for the Lalonde 
data, K = 40 for the rhc data, K = 10 for the voter data and 
K = 33 for the daughters’ data.

Tables 3 and 4 show that the PSO AUC metric outper-
forms or performs as well as the mean and variance for the 
synthetic data sets. For the simulated data sets, scenarios 

Fig. 4   Box plots of the cross-validated AUC metric for different objective functions
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C and G, which have moderate to high non-linearity, the 
AUC metric optimization using PSO resulted in a value 
of approximately 0.5. For the real-world data sets, i.e., the 
Lalonde and daughters’ data, the method resulted in an AUC 
metric of nearly 0.5 as well. For Setoguchi scenarios A–G, 
optimizing the AUC metric with PSO provided the best per-
formance. However, the resulting AUC metric was not 0.5, 
where AUC = 0.5 indicates that the ensemble of algorithms 
had no predictive power in separating the two sets ( St and Sc ) 
using the K covariates Xi , where i = 1…K . For Setoguchi 

scenarios A–G, the AUC metrics ranged from 0.59 to 0.65. 
Figure 4 shows that the performance of the PSO-based 
AUC metric optimization outperformed the other methods 
and was no worse than the mean and variance optimiza-
tion method. The results for the various objective functions 
resulted in samples with a similar size of approximately half 
the original data sets, which was well above the minimum 
100 observations needed to conduct the analysis.

In Tables 3 and 4, the optimized solutions are shown in 
terms of mean/variance differences and Chi-square statistics, 

Table 2   Cross-validated AUC metric for 30 trials of 10 folds with 10 trials for real data

p values for all comparisons were derived using the Holm correction for multiple comparisons < 0.01

PSO Objective function 1 Objective function 2 Objective function 3 Objective function 4 Objective function 5
Objective functions Chi-square (PSO) MeanVar (PSO) Mahal (GenMatch) KS (GenMatch) AUC (PSO)

Data: Lalonde
 Mean AUC​ 0.54 0.6 0.55 0.55 0.51
 St. dev. AUC​ 0.12 0.12 0.09 0.1 0.12
 MeanVar difference 5.2 1.39 3.43 3.79 4.55
 Chi-square statistic 1257.18 1440.04 2348.66 1932.85 1451.49
 Number of observations 201 224 370 314 228
 Number of treated observations 84 93 185 185 95

Data: rhc
 Mean AUC​ 0.7 0.61 0.72 0.72 0.58
 St. dev. AUC​ 0.06 0.08 0.05 0.06 0.08
 MeanVar difference 14.56 6.78 14.66 15.56 11.61
 Chi-square statistic 308.39 384.6 623.85 558.1 385.95
 Number of observations 587 577 906 767 514
 Number of treated observations 225 216 453 453 190

Data: Daughters
 Mean AUC​ 0.73 0.76 0.79 0.82 0.6
 St. dev. AUC​ 0.09 0.09 0.07 0.06 0.11
 MeanVar difference 6.78 2.44 6.77 6.3 6.19
 Chi-square statistic 199.91 217.62 276 332.28 190.21
 Number of observations 409 409 450 814 361
  Number of treated observa-

tions
299 294 225 603 270

Data: Voter
 Mean AUC​ 0.75 0.72 0.76 0.76 0.69
 St. dev. AUC​ 0.07 0.06 0.06 0.06 0.07
 MeanVar difference 3.7 2.11 3.87 3.89 3.11
 Chi-square statistic 1567.68 1737.85 1827.68 1816 1671.43
 Number of observations 5393 5280 494 491 4963
 Number of treated observations 108 111 247 247 102

Data: Propublica
 Mean AUC​ 0.56 0.52 0.60 0.59 0.51
 St. dev. AUC​ 0.09 0.09 0.08 0.07 0.09
 MeanVar difference 4.67 1.27 4.53 3.78 4.43
 Chi-square statistic 41.88 59.89 72.54 70.64 57.32
 Number of observations 506 500 512 985 502
 Number of treated observations 376 368 256 744 375
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and the AUC-optimized solution was only slightly worse 
in terms of these metrics. In terms of the Chi-square statis-
tic, the AUC-optimized results were within 10–15% of the 
Chi-square value of direct optimization of the Chi-square 
statistic. In terms of the sum of the absolute values of the 
standardized means and variances, the AUC-optimized solu-
tion was higher, although differences across the empirical 
distributions were small when averaged over the number of 
covariates, i.e., K = 10.

Analysis of bias in AUC‑optimized samples

Once balanced samples are constructed, they can be 
analyzed using mean differences or double robust meth-
ods, which simply include the treatment variable and all 
standard covariates K  in the regression model to esti-
mate the causal effect. Looking at the AUC metric, only 
the Lalonde data set was sufficiently balanced to appear 
generated by random chance. When the samples are not 

balanced, i.e., an AUC metric not equal to 0.50, double 
robust methods should be used for analyzing the resulting 
data. In addition, even when the AUC metric is near 0.50, 
the mean/variance can be higher between samples, and 
the use of double robust methods can effectively handle 
the remaining imbalance. The results show that although 
an AUC of 0.50 guarantees statistical balance, small 
empirical differences can persist and may affect accu-
racy. Tables 5 and 6 show that for the Lalonde data set, 
the empirical differences do not affect bias because esti-
mating the causal effect using only the treatment variable 
or all covariates yields the same effect. However, for the 
rhc, voter, daughters’ and Setoguchi scenario A-G data 
sets, double robust methods were needed with AUC met-
ric optimization to achieve unbiased results. The results 
of the PSO-based AUC-optimized samples were analyzed 
to isolate the treatment effect. For the 30 samples result-
ing from the optimization trials, as shown in Table 5, 
the mean treatment effect and p values matched the 

Table 3   The cross-validated 
AUC metric for simulated 
Setoguchi scenarios A–C 
(N = 3000; 30 trials of 10 folds 
with 10 trials)

p values for all comparisons were derived using the Holm correction for multiple comparisons < 0.01

PSO Objective func-
tion 1

Objective func-
tion 2

Objective func-
tion 3

Objective func-
tion 4

Objective 
function 5

Data: Setoguchi A: Additivity and linearity (main effects only)
 Mean AUC​ 0.74 0.65 0.77 0.75 0.62
 St. dev. AUC​ 0.07 0.08 0.04 0.05 0.08

Data: Setoguchi B: mild non-linearity (one quadratic term)
 Mean AUC​ 0.71 0.63 0.74 0.74 0.59
 St. dev. AUC​ 0.07 0.08 0.05 0.06 0.09

Data: Setoguchi C: moderate non-linearity (three quadratic terms)
 Mean AUC​ 0.71 0.64 0.75 0.74 0.61
 St. dev. AUC​ 0.07 0.08 0.05 0.05 0.09

Table 4   The cross-validated results for the AUC metric for simulated Setoguchi scenarios D–G (N = 3000; 30 trials of 10 folds with 10 trials)

p values for all comparisons were derived using the Holm correction for multiple comparisons < 0.01

PSO Objective function 1 Objective function 2 Objective function 3 Objective function 4 Objective function 5
Chi-square (PSO) MeanVar (PSO) Mahal (GenMatch) KS (GenMatch) AUC (PSO)

Data: Setoguchi D: mild non-additivity (three two-way interaction terms)
 Mean AUC​ 0.74 0.66 0.78 0.77 0.65
 St. dev. AUC​ 0.06 0.07 0.04 0.05 0.08

Data: Setoguchi E: moderate non-additivity (ten two-way interaction terms)
 Mean AUC​ 0.74 0.65 0.76 0.76 0.63
 St. dev. AUC​ 0.07 0.07 0.05 0.05 0.09

Data: Setoguchi F: moderate non-additivity (ten two-way interaction terms)
 Mean AUC​ 0.73 0.66 0.77 0.75 0.62
 St. dev. AUC​ 0.07 0.07 0.05 0.06 0.08

Data: Setoguchi G: moderate non-additivity and non-linearity (ten two-way interaction terms and three quadratic terms)
 Mean AUC​ 0.76 0.68 0.79 0.77 0.65
 St. dev. AUC​ 0.06 0.08 0.05 0.05 0.09
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benchmarks for the data sets using a regression control 
for all covariates. This result highlights the importance of 
using double robust inference procedures after the optimi-
zation step to obtain accurate treatment effects. Table 6 
shows that only regressing the treatment variable results 
in estimates close to published benchmarks for Lalonde 
and the estimates are not as precise as the double robust 
effects listed in Table 5 [13, 69]. The results from the 
double robust method are the estimated treatment effect 
using linear regression and controlling for all covariates 
as opposed to the unconditional mean difference between 
treatment and control observations presented below. Of 
the data sets only Lalonde, Voter and Setoguchi data have 
actual experiment to compare to and for these data sets 
the double robust analysis shows benchmark estimates are 
achieved of $1782 for Lalonde as the effect of work train-
ing on income, for Voter no significant impact of calling 
on voter turnout and − 0.4 effect for the synthetic data.

For the synthetic data sets, only Setoguchi scenario G 
resulted in the same estimate for the treatment using only 
the treatment and using treatment plus standard covari-
ates, as shown in Tables 7 and 8. For scenarios A–F, dou-
ble robust methods are needed given that empirical dif-
ferences in the data exist; the AUC metric was not 0.50.

Conclusion

Combining operations research approaches with machine 
learning is a fruitful area of study that can provide insights 
for both fields and help improve solution optimality. Using 
the proposed cross-validated AUC metric for balance, we 
show that existing matching optimizing approaches result 
in matching that is suboptimal. The machine learning 
ensembles were able to detect differences in the optimized 
samples in 12 data sets comprising of 5 real-world data 
sets and 7 synthetic data sets. After identifying this gap, 
we showed a significant improvement in balance using 
direct optimization of the AUC metric via nature inspired 
stochastic optimization algorithms. Nature inspired sto-
chastic search methods, such as particle swarm and modi-
fied cuckoo algorithms, appear to be effective in optimiz-
ing the cross-validated AUC metric. PSO significantly 
outperformed MCS optimization in the context of the 
cross-validated AUC metric. The PSO-based AUC optimi-
zation approach achieved statistically significant reduction 
in imbalance, in terms of distance from AUC 0.5, relative 
to other methods in all 12 data sets.

Direct optimization of the AUC metric can improve 
results for many data sets. Given the NP-hard nature of the 
search space, even this approach can still result in samples 
that are not identical. For example, except for the Lalonde 
data, no balancing approach was able to achieve a perfect 
balance of AUC = 0.5. Using double robust inference using 

Table 5   Treatment effects for 
real data sets using PSO AUC 
metric optimization (double 
robust regression controlling for 
all covariates; 30 trials)

Cells in italicized indicate 
estimates for the benchmark 
matched in the literature [13, 
62, 69]. Bold cells indicate 
results with p value ≤ 0.05 from 
regression

Result type Data Mean

Beta Lalonde 1782
Beta rhc − 0.02
Beta Daughters 3.6
Beta Voter 0.09
Beta Propub 0.00

Table 6   Treatment effects for real data sets using regressions with 
only a treatment variable (30 trials)

Cells in italics indicate estimates for the benchmark matched in the 
literature [13, 62, 69]. Bold cells indicate results with p value ≤ 0.05 
from regression

Result type Data Mean

Beta Lalonde 1866
Beta rhc −0.036
Beta Daughters 6.3
Beta Voter 0.16
Beta Propub 0.05

Table 7   Treatment effects for Setoguchi et  al. [57] data using PSO 
AUC metric optimization (double robust regression controlling for all 
covariates and treatment variable; 30 trials)

Cells in italics indicate estimates for the matched benchmark. Bold 
cells indicate p value <=0.05

Result type Data Mean

Beta Setoguchi A-G − 0.40

Table 8   Treatment effect for Setoguchi et  al. [57] data, regression 
with treatment variable (30 trials)

Cells in yellow indicate estimates for the matched benchmark. Bold 
cells indicate p value ≤ 0.05

Result type Data Mean

Beta Setoguchi A − 0.28
Beta Setoguchi B − 0.33
Beta Setoguchi C − 0.26
Beta Setoguchi D − 0.29
Beta Setoguchi E − 0.27
Beta Setoguchi F − 0.30
Beta Setoguchi G − 0.28
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the AUC optimized sample yielded unbiased estimates in 
11 of the 12 data sets. In practice, sufficient balance may 
or may not be achieved but having the diagnostic informa-
tion regarding how much balance in AUC can be achieved 
is valuable to researchers and analysts to know the limita-
tions of the data and bias potentially present in the data. 
Where a sufficient match balance was not achieved, other 
methods may be needed to improve performance. One 
such approach is that of double robust methods, which is 
composed of regression analysis control for K covariates. 
The method has been proposed as a way to control the 
remaining imbalance after matching [12, 62]. Using dou-
ble robust methods with optimized samples is crucial for 
achieving unbiased estimates based on our results. PSO-
based AUC optimization can yield better samples than past 
metrics and serves as a useful diagnostic for balance. The 
null hypotheses 1-5 were rejected in favor of the following 
alternative hypotheses that machine learning could detect 
differences in samples optimized using existing methods 
(Chi-square, mean/variance differences, Mahalanobis 
distance and KS) and optimizing AUC lead to solutions 
with less imbalance as the direct optimization sample had 
an AUC closer to 0.5 than existing methods (Chi-square, 
mean/variance, Mahalanobis and KS).

This research makes the following contributions to the 
literature:

•	 Novel application of machine learning used to detect bal-
ance to improve causal inference
•	 Optimized data selection to improve balance and 

resulting inference
•	 Improved state of practice of causal analysis of data

•	 Showed optimizing existing balance metrics/objective 
functions can still result in imbalance detectable by 
machine learning

•	 Proposed metric provides an important diagnostic to 
know if imbalance remains

•	 Showed particle swarm optimization is effective in opti-
mizing machine learning based AUC metric.

Scaling‑up approach and future work

Scaling the algorithms up to a parallelized implementation 
is an interesting topic for future research. High-performance 
computing was primarily used to speed up the repeated tri-
als. Most optimization methods ran within 6–8 h. Measuring 
the cross-validated AUC metric using machine learning is 
efficient because highly optimized algorithms are available. 
The rise of inexpensive computing power makes the com-
putationally intensive methods discussed here practical for 
researchers.

To scale the approach to ‘big data’ would simply involve 
breaking larger data into randomly sampled chunks to 

be processed in parallel and then combining via paral-
lel approaches, such as map-reduce. Given the proposed 
approach, it seems reasonable to parallelize different random 
samples and combine using test measures of similarity to 
scale the approach to larger data sets. However, we leave this 
approach to future study. Another way to scale the approach 
would be to perform mean and variance optimization on 
samples, which runs quickly, and then run the AUC-based 
optimization as a second stage on the smaller data set from 
the first stage to combine the benefits of mean and variance 
distance metrics and the AUC metric. Another extension of 
the optimal samples created using the AUC metric is to ana-
lyze the pattern of imbalance by studying how different the 
optimized sample is from the original data set. This analysis 
may provide insight into the biasing process. The improve-
ment in the AUC metric via machine learning ensemble 
methods suggests that there is value in the use of interaction 
effects of the treatment variable with the other covariates in 
the regression step. This work suggests further avenues of 
research for both operations research and machine learning. 
Researching and developing improved swarms and studying 
whether PSO has a general advantage for noisy objective 
functions and for machine learning is another area for future 
research.

Improving classification components of approach

In most cases the super scorecard ensemble recommended 
by Hand and Kelly [24] performed as well as the best indi-
vidual classifier but not in all cases (examples Supplemen-
tary Appendix B Setoguchi A, D, E, F). In all cases it had 
better AUC or equivalent AUC as averaging the individual 
classifier AUCs. As such one might achieve better results by 
minimizing the maximum AUC difference from 0.5 of all 
individual classifiers and ensemble. In addition, individual 
classifiers can be improved further via tuning and regulariza-
tion. Other ways to enhance the approach are setting sample 
size constraints based on experimentation for data sets with 
higher number of features. Reducing dimensionality by pro-
jecting the data into a lower dimensional space might also 
be another way to balance competing sample size and more 
efficiency in the machine learning classification iterations.

Improving optimization future work

Any step to reduce the number of observations can make 
the optimization more efficient computationally. Given 
the difficult search space of 2N , where N is the number of 
observations, approaches to reduce the search space via pre-
processing the data could be fruitful. For example by drop-
ping points using a first pass based on classifier predictions 
like dropping observations in the highest or lowest predicted 
probability prediction deciles might be effective in reducing 
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the search space. For the PSO optimization step currently the 
approach does not make use of machine learning classifier 
predictions to guide steps in the search space directly. Using 
the results of machine learning predictions by learning from 
PSO results iteratively to suggest potential points to drop 
would be interesting lines of further inquiry.

The large decision space also warrants future study and 
application of recent swarm optimizers for large-scale opti-
mization. Large search spaces can have poor convergence 
and many local minimums, recent large-scale optimization 
methods try to overcome these issues by either using more 
diverse solutions developed in parallel to overcome local 
minima or divide and conquer to reduce dimensionality 
of problem space. Large scale multi-objective competitive 
swarm optimizer also has promise with a more efficient 
search algorithm and can be paired with decision variable 
analysis or grouping to reduce search space as well [66, 76]. 
The current problem can naturally lend itself to divide and 
conquer into sub-samples which could be optimized in par-
allel thus benefitting from recent large-scale optimization 
swarms [70, 78]. Given the computational expense of the 
problem can also benefit from application of recent distrib-
uted algorithms that offer the benefit of more efficient paral-
lel search and more efficient particle updates [77].
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